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Message from the President 

 

It is a great privilege and an honour to have the opportunity to write about this accompanying 

voluminous work- a printed volume of over 1000 pages. This volume contains all abstracts and 

papers- 100 numbers in total- to be presented in the Bangladesh Economic Association's 22nd 

Biennial Conference-2024 (17-18 May 2024). It has been daunting to accomplish the job due to its 

complex nature and colossal size. More so, it is a significant departure from our tradition when we 

used to print all individual papers separately, which hindered at least getting paper of one session by 

those participating in other concurrent sessions. This departure to print all 100 abstracts and papers 

under one cover is an experiment- indeed a brave and risky experiment- approved by the BEA 

Executive Committee. The experiment seems successful. Now, anyone can access all 100 abstracts 

and papers from the conference in one book. It will also facilitate the hassle-free organsation of all 

100 abstracts and papers in one's library system.  

The papers and abstracts in this volume cover multifaceted areas of Social Science and Economics 

in congruence with the broad theme of the 22nd Biennial Conference, 'Changing Global Economy 

and Bangladesh'. The diverse topics include—Bangabandhu's development philosophy, sustainable 

development, smart Bangladesh, political economy, human development, poverty and inequality, 

electricity, energy, mineral resources, infrastructure, mega projects, banking, credit management, 

monetary policy, reserves, currency devaluation, foreign exchange, remittances, financial 

technology, agriculture, food security, environmental economics, climate change, macroeconomics, 

economic growth, tax management, inflation, global economy and instability, industry, trade & 

commerce, foreign investment, 4th industrial revolution, artificial intelligence, skill development, 

migration, health, education, gender inequality, rights of marginalized people.  

It is expected that all 100 papers will be presented at the Biennial conference. Subsequently, all the 

authors are encouraged to submit their full-blown paper following research publication policy and 

format to the Bangladesh Economy Association for publishing in the prestigious journal- The 

Bangladesh Journal of Political Economy, a peer-reviewed, internationally acclaimed professional 

journal.  

We express our indebtedness to all the authors of 100 papers and abstracts for their hard work put in 

their work and interest in the Bangladesh Economic Association. They all have contributed to 

maintaining people's trust and seriousness in the Bangladesh Economic Association.  

 

 

Abul Barkat, PhD 

President, Bangladesh Economic Association  
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3 G wU Gg †gv¯Ídv Kvgvj Government People’s 

Republic of Bangladesh 
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cÖm½ (Socio-Economic Development & Role 

Theory: Bangladesh Context) 

1200 

 



  xv  

 

 

 

Day One: 17 May 2024 (Friday) 

 

Sub-theme: we`y¨r I R¡vjvwb, cÖvK…wZK m¤ú`, AeKvVv‡gv Dbœqb, †gMvcÖKí 

(Electricity & Energy, Mineral Resources, Infrastructure Development and Mega Projects) 

Venue: ERC Conference Hall 

Chair: Professor Dr. Mustafizur Rahman 

Session: 3, Date: 17 May 2024 (Friday), Time: 11:30-03:15 

Dedication: Late Dr Akbar Ali Khan 

 

SL Author (s) Affiliation  Title of Paper Page 

1.  Sakib Bin Amin, Farhan 

Khan, Anika Tabassum 

Amreen, Tawsif Hasan 

Department of Economics 
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Profitability in Bangladesh: An Empirical 

Analysis on 15 Selected Commercial Banks 

1217 

12.  †gvt Rmxg DwÏb, †gvnv¤§` Avjg 
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Bangladesh Bank 

Utilizing Salam Sukuk in Agricultural 

Financing: Bangladesh Perspective 

637 

3 †gvt Rvnv½xi Avjg Government Fultala 

Women's College, Khulna 
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Agriculturally Developed Area of Dinajpur 

District   

40 

8 Sajib Dey, Sharmin Jahan 

Shimul, Mohammad 

Mizanul Haque Kazal 

Department of Economics, 

Murarichand College, 

Sylhet 

Climate Change and Crop Agriculture: 
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Climate Change and Crop Farming in 

Bangladesh: An Analysis of Economic 

Impacts and Adaptation 

1218 

11 Md. Alamgir Hossain 

Bhuiya, Shahed Ahmed, 

Md. Humaun Kabir 

Department of Economics, 
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Impact of Riverbank Erosion on the 

Livelihood Vulnerability of Rural 
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Story of Bangladesh 

130 

3.  Md. Azizur Rahman Department of 

Economics, Notre Dame 

University 

The Impact of Inflation and Price Hikes in 

2022 and 2023 and Beyond on Different 

Income Groups of People in Bangladesh and 

Measures Taken Them to Cope with the 
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Addressing Women’s Entitlement Failures in 

Bangladesh: A Call to Action 
 

 

Ahmed Javed Chowdhury* 

 

 

Abstract 

Gender inequality in Bangladesh manifests as a failure to safeguard the entitlements, rights, and 

overall well-being of its female citizens. This paper emphasizes the urgency of addressing 

disparities across various life domains, including inadequate access to quality education, a 

prevalent rate of child marriage, healthcare deprivations, limited economic opportunities, and 

restricted agency leading to reduced participation in decision-making processes. By acknowledging 

and rectifying these entitlement failures, Bangladesh can pave the way for a more inclusive and 

equitable society, fostering an environment where all citizens, irrespective of gender, can flourish 

and actively contribute to the nation's development. 

Keywords: gender inequality ‧ entitlement failures ‧ inclusive society ‧ equitable development ‧ 

women's rights 
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cwiewZ©Z wek¦ A_©bxwZ I evsjv‡`k 

Changing World Economy & Bangladesh 

 

G †K †evinvb DwÏb 
*

 

A K Borhanuddin   

 

mvims‡ÿc  A_©bxwZ †`‡ki Dbœq‡b mve©Rbxb mvwnZ¨| ivR‰bwZK weewR©Z mvwnZ¨ gvbe Kj¨v‡Yi cwicš’x| mvwn‡Z¨i `yB 

w`Kcvj Awef³ fvi‡Zi GKRb Kwe iex›`ªbv_ VvKzi, Ab¨Rb KvRx bRiæj Bmjvg| mvaviY m¤§vwbZ weR‡qi †bv‡ej MxZvÄwj 

iPbv K‡i †c‡q‡Qb †bv‡ej cyi¯‹vi Avgiv huv‡K ewj wek¦Kwe| wØZxqRb evsjv‡`‡ki RvZxq Kwe| iex› ª̀bv‡_i Avgvi †mvbvi 

evsjv Avgv‡`i RvZxq msMxZ Avi KvRx bRiæj Bmjv‡gi Pj Pj Pj RvZxq iY msMxZ|wePvi we‡køl‡Y Avgvi ¶y`ª `„wófw½‡Z 

mePvB‡Z DcRxe¨ mvwnZ¨ A_©bxwZ GLb| cÖe‡Üi cÖvi‡¤¢ Avwg ZvB ¯úóZ:B g‡b Kwi: ivR‰bwZK weewR©Z mvwnZ¨ gvbe Kj¨v‡Yi 

cwicš’x| Avi †m‡nZy cw_K…r A_©bxwZwe`M‡Yi Ab¨Zg A_©bxwZwe` W±i Aveyj eviKvZ (GKRb evsjv‡`kx bvMwiK) wZwb Zvi 

`~i „̀wó ivR‰bwZK Ges A_©‰bwZK cÖÁvm¤^wjZ wk‡ivbvg " cwiewZ©Z wek¦ A_©bxwZ Ges evsjv‡`k" Gi Dci Avnevb K‡i‡Qb| 

Avwg wb‡gœv³ K‡qKwU Aby‡”Q‡` GB cÖe‡Üi Dci mvgvb¨ wKQy AeZviYv KiwQ|  

 

ivR‰bwZK  

mvZ †KvwU gvbyl‡K `vevq ivL‡Z cviev bv" -RvwZi wcZv e½eÜy †kL gywReyi ingvb 1971 mv‡ji 7B gvP© XvKvq ZrKvjxb igbv 

†im‡Kvm© gq`v‡b eZ©gv‡b †mvnivIqv`©x D`¨v‡b jv‡Lv gvby‡li Dcw¯’wZ‡Z wekvj Rbmgy‡`ªi cÖwZ Awe¯§iYxq fvl‡Y evOvwji 

AvZ¥wbqš¿Y AwaKv‡ii HwZnvwmK K_vgvjvi g‡a¨ GB evK¨wUI e‡jwQ‡jb| †h Awe¯§iYxq evK¨ ¯^vaxbZv msMÖvg DËi e½eÜyi kvnv`vr 

eiY, ¯^vaxbZvi BwZnvm weK…Z,msweav‡b Bb‡WgwbwU Aa¨v‡`k, wek¦ A_©‰bwZK g›`v,AcÖZ¨vwkZ K‡ivbv gnvgvixi P¨v‡jÄ cÖf„wZ 

†gvKvwejv K‡i evsjv‡`k GLb we‡k¦i Ab¨Zg †ivj g‡Wj wn‡m‡eB eZ©gvb cÖavbgš¿x †kL nvwmbv `vwi ª̀¨ nªvm,Av_© mvgvwRK †hvMv‡hvM 

I Dbœqb AeKvVv‡gv wbg©v‡Yi f‚wgKvq Amva¨‡K mvab K‡i‡Qb e‡j mZ¨ g‡b Kwi|G Amva¨ Kg© m¤¢e n‡q‡Q Avgv‡`i cig cÖvwß 

¯^vaxbZvi Ki‡Y| 

 

¯^vaxbZvq Av‡gwiKv-ivwkqvi f‚wgKv 

evsjv‡`‡ki Af¨y`‡qi `xN© BwZnv‡mi g‡a¨ 1971 mv‡ji ¯^vaxbZvi msMÖvg Avgv‡`i RvZxq AnsKvi|MYcÖRvZš¿x evsjv‡`‡ki 

msweav‡b 7B gv‡P©i fvlY,26 †k gvP© cÖ_g cÖn‡i evOvwji Awemsevw`Z †bZv e½eÜy †kL gywReyi ingvb KZ©…K evsjv‡`‡ki ¯^vaxbZv 

†NvlYv Avgv‡`i ivóªxq m¤úwË|KviY Avgv‡`i ¯^vaxbZv AR©b Ki‡Z 30 j¶ knx‡`i AvZ¥`vb 2 j¶ gv †ev‡bi B¾Z,mvZ †KvwU 

gvby‡li Aewkó gvby‡li cÖwZwU Acwimxg Z¨vM I wZwZ¶v wewbgq n‡q‡Q| †mB ¯^vaxbZvi msMÖv‡gi mgq cvwK¯Ívwb †kvlK †kÖYxi 

weiæ‡× evsjv‡`‡ki ¯^vaxbZvKvgx gvby‡li hy‡×i GK ch©v‡q gvwK©b hy³ivóª cvwK¯Ívb RvšÍv evwnbx‡K mßg †bŠeni w`‡q mvnvh¨ Ki‡Z 

wek¦gvbeZvi j•Nb K‡i‡Q, ZLbB †mvwf‡qZ BDwbq‡bi gnvb †bZv wjDwb` †eªR‡bf Gi kvmbvg‡j Avgv‡`i ¯^vaxbZvi msMÖvg‡K 

D¾xweZ Ki‡Z Aóg †bŠeni †cÖiY Kivi ewjô c`‡¶c wb‡q‡Qb| GUv Aaybvjyß †mvwf‡qZ BDwbq‡bi c‡i AvR‡Ki ivwkqvi 

`„wófsMxI ¯̂vaxbZvKvgx iv‡óªi cÖwZ Z`&iƒc| `xN©w`‡bi †kvlY eÂbvi g‡a¨ m¤úªwZ bvBRvi Gi mvaviY gvby‡li ivwkqvi cZvKvq 

ivRc‡_ wgwQ‡ji ci wgwQj I msMÖvg †mK_v g‡b K‡i †`q| 

 

wek¦ bZyb †giæKiY 

BD‡µb-ivwkqvi hy×: 1922 mv‡ji 23 †deªæqvwi| BD‡µ‡b ivwkqvi †mbv Awfhvb wQj ivwkqvi Dc‡i DËi AvUjvw›UK mvgwiK †RvU 

(NATO) KZ©…K ivwkqvi Dc‡i Pvwc‡q †`Iqv hy‡×i cÖviw¤¢K m~Pbv| b¨v‡Uvi eZ©gv‡b m`m¨‡`i Aci bvg cwðgv kw³| 1991 mv‡j 

†mvwf‡qZ BDwbq‡bi cZ‡bi c~‡e© gvwK©b hy³ivóªmn cwð‡gi Ab¨vb¨ BD‡ivc iv‡óªi mgwš^Z mn‡hvwMZvi ejq wQj cwðgv kw³| Avi 

†mvwf‡qZ BDwbqb Ges mgvRZvwš¿K †`k mg~n wb‡q wQj Warsow c¨v±|GLb BwZnvm Ges HwZnvwmK †cÖ¶vcU we‡køl‡Y AwfÁZvi 

Av‡jv‡K G K_v ejv hvq †h,f‚- ivR‰bwZK cÖfve ej‡qi cwieZ©b j¶Yxq| Avi †mB bZyb †giæKi‡Yi m¤¢eZ bZyb K‡i ˆZwi n‡Z 

                                                      
*       exi gyw³‡hv×v, Ki Kwgkbvi ( Ae), RvZxq ivR¯^ †evW©, †dvb: 01552200698, B-†gBj: akborhanuddin@yahoo.com  
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hv‡”Q gvwK©b hy³iv‡óªi we‡k¦ cÖfve we¯Ív‡ii GK‡PwUqv AvwacZ¨ev‡`i wecix‡Z ev P¨v‡jÄ †gvKv‡ejvq ivwkqv Px‡bi D‡`¨v‡M bZyb 

†giæKiY| evsjv‡`‡ki g‡Zv Dbœqbkxj †`‡ki (hw`I Avgiv Avgv‡`i cvi K¨vwcUv BbKv‡g wj÷ †W‡fjc‡g›U †_‡K DbœZZi 

Ae¯’v‡b G‡mwQ) Rb¨ GB †giæKi‡Y Kx f‚wgKv n‡e †mUv wePvh© welq| †Kbbv Avgv‡`i e¨emv-evwY‡R¨i GKUv eo Ask cwðgv kw³ 

Z_v Av‡gwiKvq Ges BD‡ivcxq †`‡ki mv‡_ mswkøó| GKUv ¯^vaxb †`‡k wn‡m‡e Eternal Vigilance is the price of Liberty, 

Avgiv wK Avgv‡`i mve©‡fŠgZ¡‡K cwikxwjZ Ki‡Z mg_© wK bv|  

 

Rjevqy cwi‡ek 

Rjevqy cwi‡ekMZ P¨v‡j‡Äi †gvKv‡ejv : †fŠMwjK Kvi‡YB wek¦e¨vcx Rjevqy cwieZ©‡bi †bwZevPK cÖfv‡ei SyuwKi g‡a¨ †`k¸wji 

g‡a¨ evsjv‡`k Ab¨Zg| ˆeix AvenvIqvi Kvi‡Y j¶ j¶ gvbyl cwi‡ekMZ P¨v‡j‡Äi m¤§yLxb n‡q‡Qb| d‡j AeKvVv‡gv Ges K…wl-

Rwg ¶wZMÖ¯Í n‡q‡Q Ges Pjgvb| GBme Rbc‡`i RxebhvÎv I e¨vnZ n‡q‡Q|  

1.  ¯§Z©e¨ †h, Rjevqy cwieZ©‡bi weiƒc cÖfve †gvKv‡ejvq Avgv‡`i fvimvg¨ c`‡¶c MÖnY Ki‡Z n‡e|  

2.  wek¦e¨vcx wMÖbnvDm M¨vm wbtmiY Lye `ªæZ I wbivc` ch©v‡q Avb‡Z e¨vcK nv‡i Kgv‡Z n‡e| 

3.  fwel¨‡Zi cwiw¯’wZ ch©v‡jvPbv c~e©K wbqš¿‡Yi mxgv‡iLvi g‡a¨ KvR Ki‡Z n‡e|  

4.  cÖKvk _v‡K †h, Awf‡hvRb bxwZi gva¨‡g Rjevqy cwieZ©‡bi Awbevh© cÖfve mvgvj †`qvi Awfe¨w³ BwZg‡a¨  

Rjevqy cwieZ©‡bi cÖfve †gvKvwejvq Kg©m~wP wn‡m‡e m‡PZbZvi K_v ejv n‡q‡Q|G ch©v‡q h_v_© Kg©m~wP †bqvi †¶‡Î mswkøó †`‡ki 

Rjevqy cÖfv‡ei weiƒc cÖfve †gvKv‡ejvi Rb¨ Zvi `vwqZ¡, AMÖvwaKvi I weKvkgvb cwiw¯’wZ Abyhvqx Awf‡hvRb I cÖkgb - `yB 

welq‡K fvimvg¨c~Y© Zvi mv‡_ Kg©m~wP‡Z wb‡Z n‡e| GB P¨v‡jÄ †gvKv‡ejvq mg‡qi cwiwa we‡ePbvq hy³ivóª, Pxbmn 30wU †`k 

wb‡R‡`i ÔRvZxq f‚wgKvÕ wb‡q 2025 I 2030 mv‡ji g‡a¨ Zviv †h Kg©m~wP wb‡e †mUv Rvwb‡q‡Q| c¶všÍ‡i evsjv‡`kmn AviI A‡bK 

†`k Kx Ki‡e Zv c¨vwim m‡¤§j‡b iƒc‡iLv †`‡e e‡j cÖwZkÖæwZ e¨³ K‡i‡Q| RvZxq f‚wgKvi mv‡_ Ab¨vb¨‡`i mgwš^Z cwiKíbvq 

ˆewk¦K wMÖbnvDm M¨vm wbtmi‡Yi 80 †_‡K 90 kZvsk nªvm Kivi m¤¢vebvi g‡a¨ K_vq bq, mwZ¨Kv‡ii? ˆewk¦K Kg©m~wP wfwË n‡Z 

n‡e| 

 

ivR‰bwZK mnbkxjZv 

G K_v ejvi AeKvk iv‡L †h, ivR‰bwZK mnbkxjZv mvgvwRK I A_©‰bwZK Dbœq‡bi c~e©kZ©| `gb, cxob †hgb ivR‰bwZK 

mnbkxjZv‡K †hgb evavMÖ¯Í K‡i †Zgwb AivR‰bwZK †bwZevPK mwnsmZv, mš¿vm Kg©KvÐ †Kv‡bv ivR‰bwZK Kg©m~wP n‡Z cv‡i bv| 

Gme Kg©KvÐ D`xqgvb A_©bxwZi Rb¨ Akbxms‡KZ e‡q Av‡b| Z‡e GB Dfq cÖKvi Z_v Av_©-mvgvwRK Dbœq‡b †h mnbkxjZvi K_v 

ejv nq †mLv‡b `yb©xwZi weiæ‡× †hgb Pig `„óvšÍg~jK kvw¯Íi e¨e¯’v Kiv †h‡Z cv‡i †Zgwb ¯^RbcÖxwZ ivóª‡`ªvwnZvi weiæ‡×I ivóª‡K 

h_v_© AMÖYx f‚wgKv MÖnY Ki‡Z n‡e|  
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Abstract 

Remittances play a crucial role for improving the socio-economic well-being of recipient households by 

contributing to their financial stability and overall quality of life. The main goal of the study is to analyze how 

households utilize remittance and its impact on households’ socio-economic conditions in Cumilla district of 

Bangladesh. It also focused on what factors impact the remittance inflows. Data has been collected from 

Chaddogram, Sadar Dakkhin and Burichang upazilas in Cumilla district during July to September in 2023 

from 120 respondents through multistage sampling method. The study used descriptive and inferential 

statistics to analyze the data by using SPSS and excel software. The study showed that after migration 

expenditure on food, education and clothing increased by respectively 64.17%, 44.17% and 41.17% but 

investment did not raise proportionately to expenditure. From the Study it is found that after migration 

investment on agriculture, livestock and business increased by respectively 34.17%, 30% and 12.5%. The 

main reasons behind this less investment are 55.83% of households do not have proper knowledge, 22.50% of 

households do not find any other scopes to invest and 21.67% of households do not think about invest. It also 

found that only 24% of recipient households trying to run the new business. In addition, it revealed that 65% 

of expatriates are connected with illegal remittance sending process. Further, the study found that household-

size (0.404), monthly income (0.558) and years of abroad (0.191) have positive impact on remittance inflows 

while technical training (-0.321) have not positive impact on remittance inflow. The study suggests that the 

government should concern households about expenditure, investment and remittance sending process by 

arranged seminar in local level and help them to properly utilize by creating scopes mainly in agriculture, 

trade and cottage industries especially the ‘khadi’ textile sectors and minimize the tax for new business. 

Keywords: Remittance ‧ Recipient Households ‧ Remittance inflow and migration 

 

Chapter One 

Introduction 

 

1.1   Background of the study 

Bangladesh is a developing and stable market economy with a low-middle income. This economy has 

characteristics such as below-average yearly growth rates, income inequality, extensive poverty, high labor force 

unemployment, and reliance on imported fuel. Rapid economic expansion has been secured by resilient 

remittance inflows, sustained demographic dividends, and strong ready-made garment (RMG) exports during 

the last two centuries. The country hopes to reach the Sustainable Development Goals (SDGs) by 2030, 

establish middle-income economies by 2031, and become a rich nation by 2041, owing to its continuous 

economic growth. Remittances & financial success, are key contributors to GDP and encourage economic 

growth (Sutradhar, 2020). Remittances are defined as the portion of migrant workers' income returned to their 

nation of origin from their country of employment. Whereas, remittance recipient families refer to households or 

                                                      
*  Researcher, Department of Economics, Comilla University, Bangladesh 
**  Researcher, Department of Economics, Comilla University, Bangladesh  
***  Corresponding author; Associate Professor, Department of Economics, Comilla University, Bangladesh , Email: 

rafiaislam43@gmail.com 
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families that receive remittances from a family member who lives and works in another nation or region. 

Remittances are often money transfers given back to migrants' home countries or communities to financially 

assist their families to improve socio-economic condition. These remittances are an important source of income 

for many families in underdeveloped nations and areas, and they can have an enormous effect on recipients' 

living standards and entire well-being. Families who receive remittances frequently use this money to meet vital 

needs such as food, healthcare, education, housing, and other necessities. People migrate from their own 

countries to other nations in search of better jobs, living conditions, and salaries. These expatriates contribute to 

a nation's economic growth by sending remittances. The country's per capita income and overall GDP both rise 

as remittances do. To strengthen the country's economic foundation, remittances should be used for productive 

rather than consuming purposes (Golder et al.,2022). Economic growth can be smooth through improving 

financial development and expanding private-sector investments, which eventually benefit the public sector 

(Hasan et al., 2015). But in most of the developing countries like Bangladesh, we see that remittances are not 

used as productive way. Shrestha (2017) shows that raising remittances increase spending on food, education, 

and non-durables. Acharya (2017) discovered that households spend greater amounts remittance on health and 

education. Kumar et al, (2018) show Bangladesh migrants send money home for a variety of reasons, including 

altruism, loan payback, and exchange motives. Just 50.01 percent of remittances are used for food consumption 

and only a small percentage of households use them for investment objectives like company, real estate, savings, 

and other things that might lead to the creation of more employment opportunities. Remittances also have 

negative effect like the transfer of remittances to the recipient countries entails repaying those countries for the 

brain drain caused by immigration (Odugbesan et al., 2021).        

In 2020, Bangladesh had 7.40 million migrants living overseas, McAuliffe (2022). Bangladesh has received the 

seventh largest amount of money transmitted by migrants, and sixth in migrants' countries of origin, according 

to the World Bank (2022). The nation came in eighth place among the top remittance-receiving countries in the 

globe. 

There are about 1 crore 25 lakh foreign workers throughout the world, especially in the Middle East. These 

Bangladeshis are primarily in Saudi Arabia. There are around 1.2 million of them. 

In addition to this, foreign nationals labor in a number of nations, including South Africa, the United Arab 

Emirates, Kuwait, Qatar, Oman, and Jordan. In 2022, over 11.35 lakh Bangladeshis migrated to other countries, 

the biggest number in the country's history. The majority of the 11.35 lakh workers went to Saudi Arabia, 

accounting for 612,418 of the total outgoing migrants from Bangladesh. 

According to Bureau of Manpower, Employment and Training (BMET) data, a total of 5,280,960 workers have 

gone to Saudi Arabia since 1976. The second and third most popular destinations were Oman and the United 

Arab Emirates, which attracted 179,612 and 101,775 Bangladeshi migrant workers, respectively. Last year, 

Singapore, Malaysia, Qatar, and Kuwait were among the top seven employers of Bangladeshi employees. 

According to BMET data, 64,383 workers went to Singapore, 50,090 went to Malaysia, 24,447 went to Qatar, 

and 20,422 went to Kuwait. International migrants sent $548 billion in remittances to their home countries in 

2019, greatly exceeding overall government development assistance of $152 billion in that year (World Bank, 

2021). The amounts of remittances sent by expatriates was 2.37 million dollars in the 1970s, and it climbed to 

195 million dollars in 2000. At the moment, it has risen to $2478 million. Over 6% of GDP is contributed by 

remittances. Remittances have also greatly increased the nation's foreign exchange reserves. 
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Figure 1.1: Number of migrates in 2020 

 
Source: IOM 

 

Figure-1.1 shows Bangladesh ranked 5th in labor supply in the world market in 2020. Almost 7.4 million labor 

supply from Bangladesh in 2020. 

 

Figure 1.2: World remittance receipt ranking 

 
                              Source: World Bank 

 

Figure-1.2 shows Bangladesh became ranked 7th in case of top remittance recipients in the whole world in 

2020. Bangladesh received 21.75 billion dollars in the year of 2020. This remittance contributed 6.6% of GDP in 

the economy during this year. 

The contribution of expatriates to the economy is the second-highest after ready-made clothing, which is 

significantly improving the national economy. We can infer from the explanation above that the most important 

part of Bangladesh's economy is remittances. Besides, from this above information, we acknowledge in every 

year a huge number of Bangladeshis leave the country in search of better living conditions and self-employment. 

The bulk of these migrants are unskilled laborers who send remittances, bolstering the nation's economy's base. 

If these foreign workers are relocated overseas with the necessary skills and abilities, they will have a better 

chance of finding higher-paying jobs and the country's economy will be strong. Besides, every year remittance 

recipient families get huge of income sent by expatriates but they have no money at the end of month for saving 

20 
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or investment because of unhealthy expenditures. Which is not good practice for individual development as well 

as the nation's economy. 

However, Comilla's economy, which is mostly based on agriculture, has thrived via commerce and cottage 

businesses, particularly the 'Khadi' cloth. In order to promote regional economic growth, the "Bangladesh 

Export Processing Zone Authority" developed the "Comilla Export Processing Zone" in the Comilla Airport area 

in 2000. It is a vital trading and commercial center, as well as a center for agricultural trade and commerce. The 

city's advantageous position, close to Chittagong Port and Dhaka, and also close to the east by the Indian state of 

Tripura contributes to its economic importance. For this regional advantage, they have a lot of opportunities to 

invest their remittance. For this reason, in Cumilla, there is a great potential for recipient family utilize those 

sectors by making investment through remittance. 

At last, the study aims to find out how recipients’ family utilize their money. The study also aims to find out how 

the remittances contribute to changing the socio-economic status of households. Besides, this study aims to 

investigate how remittances affect many aspects of well-being, such as income, access to healthcare, education, 

and housing. Further, this study also looks into what factors influence migrants to send more remittances in their 

home country. Furthermore, this study shall investigate how remittances contribute to the establishment of small 

enterprises, job creation, and economic growth at the local level. 

 

1.2     Objective of the study 

The main objective of the study is to investigate how the recipient family utilize their remittances. Other 

objectives are: 

a) to analyze the changes of the socio-economic conditions of the household; 

b) to identify factors that influence remittance inflow; 

c) to find out the relationship between Remittances and Entrepreneurship. 

 

Chapter Two 

Literature review 

 
2.1    Literature review of international aspects 

Abdullah et al., (2021) discovered that remittances greatly improved households' socioeconomic status. 

Households primarily use remittances to start new enterprises or expand current ones. Similarly, remittances are 

spent on debt repayment, house development, and maintenance. Similarly, remittances were used to improve 

family livelihood, health, and children's education. Furthermore, financial standing increased social status 

through owning vehicles and attending social activities. 

Ajide and Osinubi (2022) showed foreign aid and remittances have beneficial roles             in raising the degree of 

entrepreneurial growth in Africa. A solid institutional environment is critical for fostering entrepreneurial 

success. These conclusions are not affected by other estimations. 

Murakami (2020) find that the pandemic in one year, remittance inflows were reduced by 14-20 percent while 

household spending per capita was reduced by 1-2% included food expenditure was reduced by 2-3% percent.  

John (2020) find total remittance distribution    should always be supported by a predictable, sound, and 

proportionate regulatory framework in order to encourage the participation of reputable international financial 

organizations through risk management practices and good governance. 

Perera and Wijeratne (2017) shown that remittances have no appreciable effect on the productivity of rural 

primary education by statistically comparing two sample t-tests focused on the level of primary education 

among migrant and non-migrant families. 

Javaid (2017) showed a favorable link among remittances, consumption, and investment. The study also revealed 

that consumer and investment behavior in households was beneficial. 

https://link.springer.com/article/10.1007/s10644-020-09305-5#auth-Folorunsho_M_-Ajide
https://link.springer.com/article/10.1007/s10644-020-09305-5#auth-Tolulope_T_-Osinubi
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Latif and Ashfaq (2013) showed that the households of the migrants who had left behind used the majority of 

the remittance on household consumption, home construction or improvement, the purchase of luxuries, etc., 

while only a small amount of the remittances were used in productive investments (like agricultural land, 

livestock, etc 

Dahal (2014) discovered that increasing remittance inflows in  Nepal have a favorable relationship with financial 

development and human capital accumulation, but a negative relationship with international trade. In terms of 

two productivity characteristics - entrepreneurship and manufacturing - that are possibly connected with 

remittance inflows, it finds a positive correlation with entrepreneurship, but a negative association with 

manufacturing.  

 

2.2 Literature review of Bangladesh aspects 

Akhter et al., (2022) finds that household’s income before migration expatriates’ education, household head non-

land asset value, and age of the migrant member are significant factors of internal migration remittances. 

Additionally, these members education programs for migrants encourage them to wire money to family 

members they have left behind. The study discovered that domestic remittance has a favourable                  effect on the 

welfare of Bangladeshi farm households. 

Ahmed et al., (2023) shows an increase in remittance inflows into Bangladesh, the probability of children aged 6 

to 18 dropping out of school is projected to decrease. Aside from the positive impacts. 

Golder et al., (2022) finds positive as well as negative trends in financial development and remittances enhance 

Bangladesh's economic development. Furthermore, in order to build the country's economic base, remittances 

should be utilized for productive uses rather than simply consumption. 

Kumar (2019) reveals the incidence, depth, and severity of poverty among remittance receiver households is 

significantly lower than among remittance non-receiving households. According to the study's empirical 

findings, around 6% of remittance recipient family are poor, compared to 48% of non-receiver households. 

Kumar et al., (2018) find a result that household size, education, skill, years spent abroad, and income have a big 

impact on Bangladesh's overseas remittances. This shows that migrants send money home for a variety of 

reasons, including altruism, loan payback, and exchange motives. The survey also reveals that just 50.01 percent 

of remittances are used for food consumption.  

Kohinur Aktar (2021) Remittances significantly improved the social and economic condition of the households of 

expatriates. The majority of expatriates are low-skilled or semi-skilled, and this survey also found that selling or 

mortgaging land, obtaining loans from NGOs, banks, relatives, or the informal sector are the main sources of 

funding for migration expenses. 

Ahmed et al., (2018) revealed that the entry of overseas remittances had a favourable and significant impact on 

housing circumstances, availability of drinking water and sanitary facilities, household accessories, household 

education and health status, household financial status, and households spending. According to the findings, 

international remittances have a beneficial and significant impact on household wellbeing.       

Kumar et al., (2020) shows foreign remittances have an impact on household welfare improvement but have no 

impact on women's empowerment in the studied area. This chapter also discovers that receiving international 

remittances can boost a household's welfare by Tk. 3167.49. As a result, this chapter advocates for measures that 

encourage higher inflows of remittances and their proper application in economic purposes. 

Islam et al., (2021) shows migrants have given back millions of currencies for improve household status 

including housing, education, and healthcare facilities and services. Eliminating poverty has already benefited 

their families and society. 

Wadood et al. (2016) discovers that while women's empowerment in the study area is unaffected by overseas 

remittances, household welfare does improve. The study also discovers that a household's degree of welfare may 
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rise by Tk. 3167.49 if it gets international remittances. Therefore, this chapter asks for policies that will 

encourage more remittance inflows and ensure that they are used productively. 

 

2.3    Research gap 

There is many researches demonstrating how remittance raise welfare of households and behind the reason of 

migration in Cumilla region but little is known about how household utilize their remittance and the relation 

between remittance and entrepreneurship. Besides it is              not clear what factor effects remittance inflow. 

 

Chapter Three 

Methodology 

 

3.1 Study area and Procedure to select sampling 

The Cumilla district of Bangladesh has been chosen as the research area. The majority proportion of residents 

leaves the country from Cumilla district each year in quest of better economic opportunities than other districts. 

Due to majority proportion of residents leave the     country from Cumilla district. So, Cumilla is considered as 

the research area. 

This study has used a multi-stage random sampling technique to choose sample households. There are 16 police 

stations in the Cumilla district, and three upazilas (Chaddogram, Sadar Dakkhin, and Burichang) is chosen from 

Cumilla district by using simple random sampling method. Then, two unions are randomly chosen from each 

police station. One village from each union are then chosen at random as the following step. Finally, twenty 

houses are randomly chosen by random sampling method from each community. So, the sample size of the 

study is considered 120. 

 

 

Figure 3.1: Way of selecting data by Location name. 

This study collected data through face-to-face interview method by structure questionnaire method from 120 

respondents during time August to September in 2023. Furthermore, this study uses the SPSS-21 and excel 

software to analyze data using the descriptive analysis, Wilcoxon sign rank test and OLS regression methods. 
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3.2     model specification 

As remittance affects the economy of Bangladesh in many ways, it is necessary to find out the significant factors 

affecting international remittance. In doing so, the study secondly applies a multiple regression model. Because 

the dependent variable is continuous, the study employs the OLS technique to determine the cause-and-effect 

connection between the total amount of remittance transmitted every year and the set of explanatory variables 

following Goschin and Roman, 2012; Havolli, 2009 and Unan, 2009, kumar (2018). Equation 1 states the 

relationship as follows: 

Remittance Inflow  axi  ui ……(1) 

Where RI represents the total amount of remittance transmitted per year and x is a collection of explanatory 

factors that influence the total amount of remittance transferred per year. As a result, the following model is 

specified for multiple regression: 

Remit inflow  a0  a1 age + a2 household size  a3 education qualities  a4 training 

                            a5 earnings + a6 years of abroad + ui ………(2)                                      

Where, Remit inflow is the total amount of remittance transmitted each year, a1....a7 are estimated parameters, 

and 'ui' is the stochastic disturbance term. 

The following table explains the explanatory variables used in the preceding model: 

Table 3.1: hypothesized explanatory variables and expected outcomes. 

Variables Description Expected sign Reasons 

X1 Age (years) + Higher age level tends to send 

more 

money. 

X2 Household Size + Large household need more money 

which induce send more 

money 

X3 Education qualities + More education help them earn more 

money and induce 

send more remittance. 

X4 Training (1=get training, 

2=do not get training) 

+ training help them earn more money 

and induce send more 

remittance. 

X5 Earnings (money) + More earnings help to 

send more money. 

X6 years of 

abroad(years) 

+ The more experience helps to earn 

more money which induce 

send more remittance. 

 

Chapter Four 

 Finings and Discussion 

 

4.1 Descriptive analysis 

The socio-economic condition and demographic profile have been analyzed in this chapter which shows 

the overall image of the respondent. Demographic profile includes age, gender, education qualification, 

marital status etc which is analyzed by using bar graph and pie chart. 
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4.1.1 Age of the respondent 

Age is a fundamental demographic characteristic that is important in many disciplines of study. 

 

Figure 4.1: Age of the respondent 

From this study, it shows that among 120 respondents, the majority of worker’s age range between 15- 25 which is 

37.50 percent. The second highest worker’s age range is 31-40 which is 21.6 percent. further 19.1 percent were 

in the 25-30 age group, 1.50 percent were in the 41-50 age group and 4.17 percent were in the 51 above group.  

 

4.1.2   Gender of the respondent 

In the case of abroad worker work force, it may vary by gender because of social and safety problems. 

Figure 4.2: Gender of the respondent 

The study shows majority of the worker is male that is 91.67 percent among 120 respondents whereas, female 

worker is only 8.33%. This shows female workers does not feel safe working abroad or they are feeling better in 

their home country. 

 



12 

4.1.3    Education qualities of the respondent 

literate worker can able to make them more productive which help them earn more income than illiterate 

worker. 

Figure 4.3: Education qualities of the respondent. 

 

 

Figure-4.3 shows that the majority of migrants have completed their secondary level education which is 38.33 

percent among 120 respondents. It also shows that 33.33 percent of expatriates completed higher level 

education, 13.33 percent of expatriates completed tertiary, 6.67 percent completed their primary education and 

only 8.33 percent of them were illiterate. The study has observed after taking a degree on study, they face job 

crises in their home country that’s why they prefer to go abroad for work. 

 

4.1.4   Technical training from institution of migrant 

Training is the most important thing for migrant worker which help them to find a job easily and earn 

more income. Lack of skills of migrant workers they do not survive which they expected before 

migration. 

 

Figure 4.4: Technical training from institution of migrant. 

 

 

 

 

 

 

 

 

 

 

The bar graph shows the percentage of trained and untrained migrants. From this chart, we see that most of them 

are untrained. About 57.50 percent is untrained whereas 42.50 percent is untrained. It reveals that migrant 

people were not interested to make himself preparing for work in abroad before migration. 
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4.1.5    Migrate country of the respondent 

Most of the people choose a country for migrate based on his or her previous experiences with the migration of 

neighbors. 

 

Figure 4.5: Migrate country of the respondent. 

The study finds that the majority of the people migrate to the Middle Eastern country. Around 67.5 percent 

migrate to middle-east countries where 15.8 percent migrate to Europe, 8.3 percent migrate to Australia, 3.3 

percent migrate to America and Singapore and only 2 percent migrate to other countries. The table reveals 

majority of people have a tendency to migrate middle-east country. 

4.1.6    Monthly income of the respondent 

Figure-6 shows that, ranges of monthly income by migrant’s household before migration and after migration. 

From figure we can say that, after migration the income is significantly increased. Before migration 54 migrants 

had income range less than 15,000 and after migration Only 4 migrants had the income range in less than 10000. 

Again, before migration 45 migrant had the income range   between 16,000-30,000 whereas after migration 19 

migrants had income in this range. 21 migrants had income range between 31,000-50,000 before migration and 

after migration 37 migrants had in this income range. Again, before migration none of migrants had the income 

range between 51,000-75,000 and after migration 25 migrants had income in this range. figure shows that, 

before migration none of the migrants had income range between more than 76,000 and after migration 35 

migrants had this range of income. 

Figure 4.6: Range of monthly income by migrates before and after migration 

the below table shows that changing pattern of monthly income before and after migration by the migrant 

households. From the table it is seen that, after migration 4 migrant households’ Income is negatively ranked. 
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That suggest that before migration income was more than after Migration income. Again, 104 migrant 

households’ income is increased after migration and Only 12 migrant households’ income remain same as before 

migration. 

 

Table 4.1: Changing pattern of monthly income. 

 

Income before and after 

migration 

Rank N p-value 

Monthly income of the respondent 

after migration - Monthly income of 

the respondent before migration 

Negative 

Ranks 

4  

 

.000 Positive Ranks 104 

Ties 12 

Total 120 

 

4.1.7    Money sending method of the respondent 

Money sending method is important for the national economy. If remittance inflow occurs legally, it might 

expand the economy otherwise it might harm for economy like Hundi encourage for money laundering. 

Figure 4.7: Money sending method of the respondent. 
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This figure shows that 53.33 percent of migrant people choose both legal and illegal processes to send their 

remittance in Bangladesh where only 35 percent choose legal process and 11.67 percent choose hundi. It reveals 

majority of people of migrant is indifferent to the sending method of remittance. They choose methods 

according to their need and do not consider other things. 
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4.1.8    Saving tendency of the respondent 

Migrate households try to keep some money for future uncertain conditions and a better life. Sometimes they are 

not interested in investing this money for lack of knowledge or are not interested in taking risks. 

 

Figure 4.8: Saving tendency of the respondent. 

 

 

 

 

 

 

 

 

 

Figure-4.8 shows that 52.50 migrant people have a tendency to save remittance whereas 47.50 percent do not 

have the tendency to save remittance which is less. It shows people spend more money than savings for the 

future need. 

 

4.1.9    Increase enteterpreneurship 

Entrepreneurship is essential for economic growth and innovation, as it creates jobs, fosters competition, and 

drives productivity. Ultimately it contributes to a thriving and dynamic economy. Recipient households get a 

huge amount of money at the beginning of the month which they can use to establish a new business. 

Figure 4.9: Entrepreneurship tendency of the recipient family. 

                         

 

The study shows that 76 percent of recipient households are not interested in engaging them to create a new 

business whereas only 24 percent of recipient households engage them to run the new business. It reveals few 

recipient households are interested in engaging themselves for start a new business. 
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4.1.10   Problem of proper utilization of remittance 

Proper utilization of remittance is significant for the migrant household as well as the home country. However, it 

is still difficult for developing countries like Bangladesh to ensure proper utilization. 

Figure 4.9: Problem of proper utilization of remittance 

 

 

Figure-4.9 shows different types of lack of migrate people for doing proper utilization of remittance. Here 

among 120 respondents, 55.83 percent lack proper knowledge, 22.50 percent do not find many other scopes to 

invest and 21.67 percent do not think about proper utilization of remittance. It shows that migrate people lack 

knowledge about utilization and investment. 

satisfaction on living status of the respondent family: 

 

4.1.11   Satisfaction on living status of the respondent family 

Remittance improves the household's well-being. It helps with poverty alleviation and also improves the socio-

economic conditions of the recipient family. So, they might be satisfied with their livelihood. 

 

Figure 4.10: Satisfaction on living status of the respondent family. 

                   

 

 

 

 

 

 

 

 

Figure-4.9 shows about 87.50 percent of migrants people are satisfied with 120 respondents with their living 

status whereas only 12.50 percent are not satisfied with their living status. Study reveals remittance improve the 

satisfaction level of living status significantly of migrant people. 
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The household accessories are improved: 

Remittance may help the household to improve their lifestyle and also other facilities. Table-5 depicts that 80.8 

percent of recipient households improved their water facilities whereas only 5.8% were not able to improve their 

water facilities and 13.3 percent neutral because their water facilities became the same before and after 

migration. Electricity facilities also increase rapidly. From the table-5 we see that electricity facilities improved 

in about 78.7 percent of households whereas electricity facilities did not able to improve by 11.3 percent of 

households and 10 percent became the same before and after migration. Further, we see that gas facilities also 

improved in a good manner. About 66.7 percent of households improved their Gas facilities 18.3 percent of 

households were not able to improve their Gas facilities and 15 percent of households were indifferent before 

and after migration. We also see that after migration 80.8 percent of people improved furniture facilities, 86.7 

percent of households improved their mobile phone facilities, 55 percent of households improved computer 

facilities, 8.7 percent of households improved air condition facilities, 32.5 percent of households improved 

Motorcycle facilities and only 3 percent households improved car facilities. Besides it also seen that after 

migration 9.2 percent of households were not able to improve furniture facilities, 5.8 percent of households were 

not able to improve mobile phone facilities, 35.8 percent of households were not able to improve computer 

facilities, 89 percent of households did not able to improve air condition facilities, 55 percent households did not 

able to improve Motorcycle facilities and 97 percent households improved car facilities. Furthermore, the data 

table shows that 10 percent of the household became indifferent to furniture facilities, 7.5 percent of households 

became indifferent to mobile phone facilities, 9.2 percent of households became indifferent to computer 

facilities, 3.3 percent of households became indifferent to air condition facilities, 12.5 percent households 

became indifferent motorcycle facilities and there are no household became indifferent in car facilities. It shows 

in case of necessity facilities remittance helps to improve rapidly. 

 

Table 4.2: Access to household accessories are improved. 

 Source: Author’s calculation using ‘IBM SPSS statistics-21. 

4.2      Empirical analysis 

4.2.1  Monthly expenditure of household 

Monthly expenditure may change after migration. Household increase expenditure on according to their need by 

remittance. 

 

Household accessories Agree(percentage) Disagree (percentage) Neutral(percentage) 

Water facilities 80.8% 5.8% 13.3% 

Electricity facilities 78.7% 11.3% 10% 

Gas facilities 66.7% 18.3% 15% 

Furniture facilities 80.8% 9.2% 10% 

Mobile phone facilities 86.7% 5.8% 7.5% 

Computer facilities 55% 35.8%lio 9.2% 

Air-condition facilities 8.7% 89% 3.3% 

Motorcycle facilities 32.5% 55% 12.5% 

Car facilities 3% 97% - 
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Table 4.3: Test of significance in expenditure portfolio by the migrant household  

before and after migration using Wilcoxon sign rank test. 

Monthly expenditure before and 

after migration 

Rank N P- value 

 

Monthly expenditure on food after migration –

Monthly expenditure on food before migration 

Negative Ranks 9  

.000* 
Positive Ranks 77 

Ties 40 

Total 120 

Monthly expenditure on education after 

migration –Monthly expenditure on education 

before migration 

Negative Ranks 19  

.011* Positive Ranks 53 

Ties 48 

Total 120 

Monthly expenditure on cloth after migration –

Monthly expenditure on cloth before 

migration 

Negative Ranks 25  

.016* Positive Ranks 50 

Ties 45 

Total 120 

Monthly expenditure on housing after 

migration – 

Monthly expenditure on housing before 

migration 

Negative Ranks 21  

.000* Positive Ranks 59 

Ties 40 

Total 120 

Monthly expenditure on Donation after 

migration -Monthly expenditure on Donation 

before migration 

Negative Ranks 4  

.000* Positive Ranks 49 

Ties 67 

Total 120 

Monthly expenditure on loan payment after 

migration – Monthly expenditure on loan 

payment before migration 

Negative Ranks 10  

.000* Positive Ranks 46 

Ties 94 

Total 120 

Source: Author’s calculation using ‘IBM SPSS statistics-21.  

                                                                                                                                                        Note: * shows significant level. 

 

Table-6 depicts that the changing pattern of expenditure before and after migration. It also shows whether this 

change is significant or not by using Wilcoxon signed rank test. Data table shows that, after migration 9 migrant 

households food expenditure decreased whereas 71 household’s food expenditure is increased which is 64.17% 

and rest of the 40 migrant household’s food expenditure remain same as before migration and this change is 

significant at 1% significance level as the p-value is 0.000*. After migration 19 migrant household’s expenditure 

on education is negatively ranked and 53 household’s expenditure is positively ranked which is 44.17% whereas 

48 households remain same as before migration and this change is statistically significant as the p- value is 

0.011*. Again, expenditure on cloth is increased after the migration as the table shows after migration 25 

households’ expenditure is reduced but 50 household’s expenditure is increased which is 41.17% whereas 45 

household’s expenditure amounts remain same as before and this changing pattern of business investment is 

statistically significant as the p-value is 0.016*. Housing is the most common expenditure sector for the migrant 
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households. Data table shows that, 21 households are negatively ranked in expenditure on housing and 59 migrant 

households are positively ranked and 40 household’s expenditure remain same as before migration and this 

change is significant at 1% significance level as the p-value 0.000*. The number of households which 

expenditure on Donation is also increased after migration. Only 4 households bank deposit is decreased after 

migration whereas 49 households’ expenditure is increased and 67 households’ expenditure remain same as before 

migration and this change is significant at 1% significant level 0.000*. It is seen that, after migration 16 migrant 

household’s expenditure on loan payment is increased and 10 household’s expenditure is decreased and 96 

households housing expenditure remain same as before migration. 

 

4.2.2 Monthly Investment of household 

Investment may raise after migration of migrate household. It may or may not invest properly. Investment pattern 

is important for household as well as country. 

 

Table 4.4: test of significance in investment portfolio by the migrant household before and after migration using 

Wilcoxon sign rank test. 

Investment before and after 

migration 

Rank N p-value 

Monthly investment on agriculture land after 

migration - Monthly investment on agriculture 

land before migration 

Negative Ranks 14  

 

.000* 

Positive Ranks 41 

Ties 65 

Total 120 

Monthly investment on livestock after migration - 

Monthly investment on 

livestock before migration 

Negative Ranks 7  

 

.000* 

Positive Ranks 36 

Ties 77 

Total 120 

Monthly investment on business after migration - 

Monthly investment on 

business before migration 

Negative Ranks 15  

 

.000* 

Positive Ranks 31 

Ties 74 

Total 120 

Monthly investment on gold after migration - 

Monthly investment on gold before 

migration 

Negative Ranks 17  

 

.000* 

Positive Ranks 46 

Ties 57 

Total 120 

Monthly investment on bank deposit after 

migration - Monthly investment on bank 

deposit before migration 

Negative Ranks 14  

 

.000* 

Positive Ranks 55 

Ties 54 

Total 120 

Monthly investment on housing after migration - 

Monthly investment on 

housing before migration 

Negative Ranks 10  

 

.000* 

Positive Ranks 52 

Ties 58 

Total 120 

Monthly investment on capital market after 

migration - Monthly investment on capital 

Negative Ranks 0  

 Positive Ranks 2 



20 

market before migration Ties 118 .180 

Total 120 

Source: Author’s calculation using ‘IBM SPSS statistics-21.  

                                                                                                                                                                                                                                                                                                                                                                                         Note: * shows significant level. 

 

Table-4.3 depicts that the changing pattern of investment before and after migration. It also shows whether this 

change is significant or not by using Wilcoxon signed rank test. Data table shows that, after migration 14 migrant 

households agricultural land investment decreased whereas 41 household’s investment is increased which is 

34.17% and rest of the 65 migrant household’s investment remain same as before migration and this change is 

significant at 1% significance level as the p-value is 0.000*. After migration 7 migrant household’s livestock 

investment is negatively ranked and 36 household’s investment is positively ranked which is 30% whereas 77 

households remain same as before migration and this change is statistically significant as the p- value is 0.000*. 

Again, investment in business is increased after the migration as the table shows after migration 31 households’ 

business investment is reduced but 15 household’s investment is increased which is 12.5% whereas 74 

household’s investment amounts remain same as before and this changing pattern of business investment is 

statistically significant as the p-value is 0.000*. Jewellery is the most common investment sector for the migrant 

households. Data table shows that, 17 households are negatively ranked in jewellery investment and 46 migrant 

households are positively ranked and 57 household’s investment remain same as before migration and this 

change is significant at 1% significance level. The number of households which kept deposits in bank is also 

increased after migration. Only 14 households bank deposit is decreased after migration whereas 55 households 

bank deposit is increased and 51 households bank deposit remain same as before migration and this change is 

significant at 1% significant level 0.000*. It is seen that, after migration 52 migrant household’s investment on 

housing (flat, plot) is increased and 10 household’s investment is decreased and 58 households housing (flat, plot) 

remain same as before migration. Almost all of the migrant households are not interested in capital market 

investment whereas only 2 households invest this sector after migration and this change is not significant as the 

p-value is 180. 

 

4.2.3  Determination of remittance inflow 

Remittance inflow might influence by many others factors which induced migrate worker to send remittance to 

their home country. The OLS regression is used to analyze those factors influencing migrate decision to send 

remittance to their home country. The model can be written; 

Remittance inflow = .802 + 0.057 age + 0.404* household size – 0.051 education qualities –  

                               0.321** technical training + 0.558* monthly income + 0.191*** years in abroad 

Here, R2 = 0.517 

Note, *, ** and *** shows 1%, 5% and 10% level of significance. 

 

There may be heteroscedasticity in the data Because the study is based on primary data. The study also 

computes VIF to test multicollinearity diagnosis and VIF scores suggest no multicollinearity among the 

explanatory variables. The Durbin-Watson test demonstrates that there is no autocorrelation in the model. 

According to the study age, household size, training, years spent abroad, and income have a role. Although all 

variables reflect the predicted sign. 

In this model dependent variable is remittance inflow. An interpretation of this given model is given below. 

Age: this variable had a positive effect on remittance inflow. One year increase in age levels leads to an increase 

in remittance inflow by 0. 057. This shows that if the age of workers rises it can raise remittance inflow. But it 

has no significant impact. 
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Household size: this variable had a positive and also significant impact on remittance inflow. If one unit of 

household size increase, then the remittance inflow increases by 0. 404 unit. 

Education qualities: this variable had a negative effect on remittance inflow. One unit education qualities 

increase leads to a decrease the remittance inflow by 0. 051 unit. But it has no significant impact on remittance 

inflow. 

Technical training: this variable also had a negative effect and was significant on remittance inflow. If 

technical training rises by one unit, then remittance inflow declines by 0. 321 unit. 

Monthly income: this variable had a positive and also significant impact on remittance inflow. If one unit of 

Monthly income increases, then the remittance inflow increases by 0.558 unit. 

Years in abroad: this variable had a positive and also significant impact on remittance inflow. If one unit of 

Years in abroad increase, then the remittance inflow increases by 0. 191 unit. 

In summary, the study said that household size, monthly income, and years in abroad induce migrants to send 

more remittances in their home country. Technical training does not influence migrate to send more remittance. 

However, it tends to decrease remittance inflow. 

 

 

Chapter Five 

Conclusion 
 

The study investigates the remittance and its utilization from three Upazilas in Cumilla district. The study has 

especially focused on the socio-economic condition of households in this area. Cumilla district ranks 1st in 

Bangladesh for the highest number of expatriates migrated from this district than any other district. Most of the 

migrants are male and it has been seen that most of the expatriates are young people. It is also seen that almost 

38.33% of expatriates complete their secondary level and 33.33% of expatriates complete their higher education. 

So, most of the expatriates are educated. But they are unskilled. 58.50% of migrates do not take any training 

before migration which causes difficulties in getting a better job. They migrate to other countries because either 

they face job crises or they think they can earn more if they migrate higher income country. For migration, most 

of the expatriates choose middle-east country from Cumilla district. From this district, 67.50% of expertise 

migrated middle east countries. Government should train and encourage people so that they can choose the 

country for migration according to their expectations and migrate the different higher countries. It has been seen 

that almost 86.67% can able to raise their income level after migration which is the most important reason for 

migration. The most important thing is people get higher income after migration but they do not utilize it 

properly. The main reason behind this problem 55.83% of people do not have proper knowledge, 22.50% do not 

find many other scopes to invest their remittance and 21.67% people do not think about it. This problem is not 

beneficial for households as well as the country’s economy. But it is a great opportunity to boost the economy. It 

is seen that households use most of their remittance for expenditure purposes. After migration food expenditure 

increased by 64.17%, education expenditure increased by 44.17%, clothing expenditure increased by 41.17% 

and so on but investment does not rise proportionate to expenditure. This study shows agriculture investment 

increased by 34.17%, Livestock investment increased by 30%, and business investment increased by only 25%. 

It reveals only 24% of recipient households only 24 percent recipient household engage them to run the new 

business. The study finds that this remittance inflow is influenced by many other factors like family size, age, 

income level and years of abroad have positive and significant effects. These factors influenced expatriates to 

send more money to their home country. However, this study shows that majority of the households can able to 

improve their socio-economic condition. Necessary utilities which are essential for the livelihood improvement 

of the recipient family. It is seen that water facilities increased by 80.8%, electricity facilities increased by 

78.7%, gas facilities increased by 66.67%, furniture facilities increased by 80.8%, and mobile phone facilities 

improved by 86.7%. From the study, it's shown that remittance help recipient household increase the wellbeing 

of family condition. These remittances sent by expatriates influenced by many other factors. From the study, we 

see that household size, monthly income, and years in abroad have a positive and significant impact on 
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remittance inflow. Lastly, it is shown from the study this remittances come to Bangladesh both legally and 

illegally way which is harmful to the economy. 65% expertise connected with illegal sending remittance 

process. It also encourages people to do money laundering which affects the national economy directly. The 

government should focus on it and make the process of money to the home country easier so that expertise send 

money easily in a legal way and does not face any hassle when sending money to their home country. And also 

encourages expertise to send money legally and makes it more beneficial for expertise. 

Overall, we see that remittance is beneficial for individual households as well as the home country. it may be 

more beneficial for both if some initiative can be taken by government and local authority, especially in 

utilization, investment pattern, and remittance sending method. If government effective policy can be ensured in 

this case migrates people will benefit as the country’s economy also get benefit from this sector. 

Recommendation: 

 Government should ensure practical based education, so that they can do better job in home 

country as well as foreign country. 

 Government should encourage people and make the process easier so that they choose higher 

income country and they not choose middle east country exclusively. 

 Government should concern people so that recipient family do not make unnecessary expenditure 

of remittances and help them to find a way so that they can invest remittance in a good way. 

 Government should focus on methods of remittance and make the process of money to home 

county easier so that expertise send money easily in a legal way and do not face any hassle when 

send money to their home country. And also encourage expertise for send money in a legal way 

and make it more beneficial for expertise. 

 

Limitation: 

 The time is too limited to conduct the whole population. So, it is not possible to show the overall 

scenario of Cumilla district. 

 The study conduct based on primary data which need more budget. The research was constrained 

by limited funding, which affected the scope of data collection and the ability to access certain 

resources. 

 The sample size in this study was relatively small, which may limit the generalize ability of the 

findings to a broader population. 

 

Suggestions for future research: 

Future studies on remittances in Bangladesh should address longitudinal changes in remittance utilization, 

the impact of government policies, and the role of technology in boosting the impact of remittances on 

recipient households. This multidimensional approach will provide an extensive overview of how 

remittances might be used to promote long-term developmen 

 

References 

 

Abdullah, F., Habib, A., & Gillani, N. (2021). Migration, Remittances, and Wellbeing of Recipient Families. Migration, 

8(02), 2021. 

Acharya, Y., Ghimire, Y., Upadhayay, N., & Poudel, B. (2019). Assessing migration and remittance status and its effect on 

maize production in Nepal. Journal of Nepal Agricultural Research Council, 5, 88-95. 

Adams Jr, R. H., & Cuecuecha, A. (2013). The impact of remittances on investment and poverty in Ghana. World 

Development, 50, 24-40. 

Ahmed, F., Dzator, J., & Acheampong, A. O. (2023). Do remittances reduce school dropout in Bangladesh? The role of 

governme 



23 

Ahmed, M. R., Saha, J. K., Alamgir, M. S., Begum, M., & Haque, M. S. Household expenditure pattern of foreign 

remittances: An empirical study in Sylhet region of Bangladesh. 

Ahmed, R., Saha, J. K., Begum, M., & Haque, M. S. (2018). Impact of foreign remittances on household welfare in Sylhet 

Region of Bangladesh. Journal of Business and Economic Management, 6(2), 22-32. 

Ajide, F. M., & Osinubi, T. T. (2020). Foreign aid and entrepreneurship in Africa: the role of remittances and institutional 

quality. Economic Change and Restructuring, 1-32. 

Akhter, S., Yegbemey, R. N., Nasrin, M., & Yeasmin, F. (2022). Remittances from Internal Migration: Determinants and Its 

Impact on Household Welfare in Bangladesh. South Asian Journal of Social Studies and Economics, 14(1), 21-29. 

Aktar, K. Role of Remittances on the Socio-Economic Development of Expatriates’ Households: A Study in Manikganj 

District, Bangladesh. 

Blouchoutzi, A., & Nikas, C. (2014). Emigrants’ remittances and economic growth in small transition economies: The cases 

of Moldova and Albania. Journal of Economics and Business, 17(2), 97-117. 

Cuecuecha, A., & Adams, R. J. (2016). Remittances, household investment and poverty in Indonesia. Journal of Finance and 

Economics, 4(3), 12-31. 

Dahal, P. (2014). The impact of remittances on economic growth in Nepal: An analysis of a significant basis of development. 

Asia Pacific Journal of Public Administration, 36(4), 261-282. 

Golder, U., Rumaly, N., Hossain, M. K., & Nigar, M. (2023). Financial progress, inward remittances, and economic growth in 

Bangladesh: Is the nexus asymmetric?. Heliyon, 9(3). 

Hasan, R., & Barua, S. (2015). Financial development and economic growth: Evidence from a panel study on South Asian 

countries. Asian Economic and Financial Review, 5(10), 1159-1173. 

Hossain, S. M., & Hosoe, N. (2020). Welfare and equity impacts of cross-border factor mobility in Bangladesh: A general 

equilibrium analysis. Economic Modelling, 87, 172-184. 

Housen, T., Hopkins, S., & Earnest, J. (2013). A systematic review on the impact of internal remittances on poverty and 

consumption in developing countries: Implications for policy. Population, Space and Place, 19(5), 610-632. 

ISLAM, M. S., SARKER, N. C., & ISLAM, S. H. Z. SOCIO-ECONOMIC DEVELOPMENT THROUGH REMITTANCE-

EARNING POPULATION: A CASE STUDY OF SYLHET REGION. 

Javaid, W. (2017). Impact of remittances on consumption and investment: Case study of Tehsil Sargodha, Punjab, Pakistan. 

Journal of Finance and Economics, 5(4), 156-163. 

Jokisch, B. D. (2002). Migration and agricultural change: The case of smallholder agriculture in highland Ecuador. Human 

ecology, 30, 523-550. 

Karki Nepal, A. (2016). The impact of international remittances on child outcomes and household expenditures in Nepal. The 

Journal of Development Studies, 52(6), 838-853. 

Kumar, B. (2019). Remittances, poverty and welfare: Evidence from Cumilla, Bangladesh. American Journal of Data Mining 

and Knowledge Discovery, 4(1), 46-52. 

 

Kumar, B., Ali, S. R., & Kibria, M. G. (2021). International remittances, household welfare, and women empowerment: 

evidence from Bangladesh. In Women empowerment and well-being for inclusive economic growth (pp. 174-190). 

IGI Global. 

Kumar, B., Hossain, M. E., & Osmani, M. A. G. (2018). Utilization of international remittances in Bangladesh. Remittances 

Review, 3(1), 5-18. 

Kurekova, L. (2011, April). Theories of migration: Conceptual review and empirical testing in the context of the EU East-

West flows. In interdisciplinary conference on migration. Economic change, social challenge (Vol. 4, pp. 6-9). Latif, 

M., & Ashfaq, M. (2013). An economic impact of remittances in rural economy. Pakistan journal of Agricultural 

sciences, 50(1), 147-153. 

Lim, S., & Basnet, H. C. (2017). International migration, workers’ remittances and permanent income hypothesis. World 

Development, 96, 438-450. 

Mahapatro, S., Bailey, A., James, K. S., & Hutter, I. (2017). Remittances and household expenditure patterns in India and 

selected states. Migration and Development, 6(1), 83-101. 



24 

McAuliffe, M. (2022). Triandafyllidou (Eds.), A.(2021). World Migration Report 2022 

Medina, C., & Cardona, L. (2010). The effects of remittances on household consumption, education attendance and living 

standards: The case of Colombia. Lecturas de Economía, (72), 11-43. 

Meyer, D., & Shera, A. (2017). The impact of remittances on economic growth: An econometric model. EconomiA, 18(2), 

147-155. 

Muhammad, N., Ahmad, N., Shah, M., Alam, I., & Jawad, M. (2010). The impact of foreign remittances on the socio-

economic conditions of households. Sarhad, Journal of 

Agriculture, 26(1), 141-145. 

Murakami, E., Shimizutani, S., & Yamada, E. (2021). Projection of the Effects of the COVID-19 Pandemic on the Welfare of 

Remittance-Dependent Households in the 

Philippines. Economics of Disasters and Climate Change, 5, 97-110. 

Odugbesan, J. A., Sunday, T. A., & Olowu, G. (2021). Asymmetric effect of financial development and remittance on 

economic growth in MINT economies: an application of panel NARDL. Future Business Journal, 7(1), 39. 

Orok, A., John, J., & Udoka, C. (2020). Migrant remittances and economic growth: The Nigerian perspective. International 

Journal of Scientific Engineering and Science, 4(1), 52-57. 

Perera, M. A. M. I., & Wijeratne, M. (2017). Relationship between remittances and rural primary education: a case study on a 

group of remittance beneficiaries. 

S. Amin, R.M. Hossain, Finance-growth nexus in Bangladesh? An empirical analysis, Asian Econ. Financ. Rev. 7 (2) (2017) 

152–163. 

Shrestha, M. (2017). Push and pull: A study of international migration from Nepal. World Bank Policy Research Working 

Paper, (7965). 

Sutradhar, S. R. (2020). The impact of remittances on economic growth in Bangladesh, India, Pakistan and Sri Lanka. 

International Journal of Economic Policy Studies, 14(1), 275-295. 

Thapa, S., & Acharya, S. (2017). Remittances and household expenditure in Nepal: Evidence from cross-section data. 

Economies, 5(2), 16. 

World Bank & Asian Development Bank. (2018). Migration and remittances for development in Asia. 

Washington: DC, Metro Manila. 

World Bank, Bank Nonperforming Loans to Total Gross Loans (%), 2022. 

Zhang, L., Chen, Y., Lyulyov, O., & Pimonenko, T. (2022). Forecasting the effect of migrants’ remittances on household 

expenditure: COVID-19 impact. Sustainability, 14(7), 4361. 



25 
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msweav‡bi 15 (K) ÓAbœ, e¯¿, AvkÖq, wk¶v I wPwKrmvmn Rxeb avi‡Yi †gŠwjK DcKi‡Yi e¨e¯’v KivÒ—Kv‡RB wPwKrmv myweav 

cvIqv RbM‡Yi †gŠwjK mvsweavwbK AwaKvi Avi RbMY‡K wPwKrmv †mev †`qv miKv‡ii mvsweavwbK `vwqZ¡| evsjv‡`‡k abx Mixe 

wbwe©‡k‡l mK‡ji R‡b¨ GKUv gvb mb¥Z Ges MnY‡hvM¨ wPwKrmv e¨e¯’v Pvjy Kiv miKv‡ii Ab¨Zg †gŠwjK `vwqZ¡| mKj bvMwi‡Ki 

mywPwKrmv cvevi AwaKvi msweavb mb¥Z †gŠwjK AwaKvi| hy³ivR¨, wm½vcyi,gvj‡qwkqv, Rvg©vbx, A‡óªwjqv, dªvÝ mn BD‡ivwcqvb 

BDwbqbfy³  wewfbœ †`k Zv‡`i RbM‡Yi R‡b¨ mve©Rbxb mnRjf¨ wPwKrmv e¨e ’̄v A‡bK Av‡MB Pvjy K‡i‡Q| ¯^vaxbZvi 50 eQi 

†cwi‡q †M‡j I Avgiv mve©Rbxb Ges MÖnY‡hvM¨ †Kvb wPwKrmv e¨e ’̄v AvR Aewa  Pvjy Ki‡Z cvwiwb|AvR Aewa Avgiv †Kvb mwVK 

¯^v¯’¨ bxwZ cÖYqb K‡i †mUv MÖnY Ges ev¯Íevqb Ki‡Z cvwiwb| ¯^v¯’¨ Lv‡Zi miKvwi wm×všÍ MÖnY Ges †mUv Kvh©KixKi‡Y †ek wKQy 

cÖfvekvjx Pµ i‡q‡Q| Zb¥‡a¨ ¯^vwPc Ab¨Zg| GB mKj cÖfvekvjx Pµ miKvwi ¯^v¯’¨ LvZ‡K AKvh©Ki K‡i †i‡L †emiKvwi Lv‡Zi 

wPwKrmv e¨emv‡K PvsMv Kivi Kv‡R AZ¨šÍ Zrci Ges mwµq| ¯^v¯’¨ Lv‡Z miKvwi bxwZ wba©viK gnj GB mKj cÖfvekvjx P‡µi Kv‡Q 

A‡bKUvB wRw¤§ e‡j aviYv Kivi hyw³m½Z KviY i‡q‡Q| ¯^v¯’¨ Lv‡Z miKv‡ii e¨q †Zv cÖwZ eQiB †e‡oB P‡j‡Q| GB e¨‡qi mydj 

hw` RbMY bv cvq Zvn‡j Kviv †mB mydj wQwb‡q wb‡q hv‡”Q ev Kv‡`i c‡K‡U †mB myweav P‡j hv‡”Q †mUv LwZ‡q †`LvUv Rb¯^v‡_© 

Acwinvh© n‡q c‡o‡Q|  

2| mgMÖ †`‡ki mvaviY RbMY Zv‡`i wbKU¯’ Dc‡Rjv, †Rjv Ges wefvMxq kn‡ii mv¯’¨ Kg‡cø·  Ges  nvmcvZvj¸‡jv †_‡K †Kvb 

wPwKrmv †mev bv †c‡q mevB †ivMx wb‡q XvKv kn‡ii w`‡K Qy‡U P‡j‡Q| XvKv‡Z G‡mI Zviv bvbvwea nqivbxi mb¥yLxb n‡”Q| XvKv 

†gwW‡Kj K‡jRmn Ab¨vb¨ miKvwi nvmcvZvj¸‡jv‡Z †ivMx‡`i cÖPÛ Pvc| GmKj nvmcvZv‡j fwZ© n‡Z bvbv ai‡Yi nqivwbi 

mb¥yLxb n‡Z nq| GmKj nvmcvZv‡j AvšÍwiKZv, hZœmnKv‡i gvbmb¥Z †mev cvIqv hv‡”Q bv| †emiKvwi wK¬wbK Ges nvmcvZvj 

¸‡jv‡Z I Zv‡`i‡K bvbvwea nqivbxi gy‡L co‡Z n‡”Q| bvgKiv †emiKvwi nvmcvZvj¸‡jv‡Z wPwKrmv A‡bK e¨q eûj hv mvavib 

gvby‡li c‡¶ enb Kiv Kómva¨| A‡bK †ewk UvKv e¨q K‡iI A‡bK mgq mywPwKrmv cvIqv hvq bv| KviY XvKv kn‡ii bvgKiv 

nvmcvZvj¸‡jvi GKgvÎ Uv‡M©U n‡”Q wKfv‡e AwaK gybvdv Kiv hvq| AwaK gybvdv Kiv hLb Kv‡iv GK gvÎ D‡Ïk¨ n‡q c‡o ZLb 

†mevi gvb †mLv‡b †MŠY d¨±i n‡q co‡e Ges †mUvB ¯^vfvweK| †mR‡b¨ Zviv wbgœ, ga¨g Ges DuPy GB wZb ai‡Yi Wv³viB wb‡qvM 

w`‡q _v‡K| wPwKrmv †mev I †miKg| †K DuPy gv‡bi Wv³vi GUv Kv‡iv Rvbv _vK‡j †m H Wv³v‡ii ms‡M †hvMv‡hvM K‡i Zv‡K w`‡q 

wPwKrmv Kiv‡Z cvi‡j †m nqZ fvj wPwKrmv cÖZ¨vkv Ki‡Z cv‡i| wKš‘ AvgRbZvi c‡¶ †Zv †mUv m¤¢e bq| ZvB AwaK UvKv cqmv 

e¨q K‡iI Zv‡`i c‡¶ GB mKj nvmcvZv‡j fvj wPwKrmv jvf Kiv m¤¢e nq bv|A_P GB welqUv ¶wZ‡q †`Lvi †KD †bB| 

3| mviv †`‡k Dc‡Rjv ¯^¯’¨ Kg‡cø· Ges †Rjvq Aew¯’Z miKvwi nvmcvZv‡j wb‡qvwRZ Wv³vi Ges Ab¨vb¨ mv‡cvwU©s ÷vd‡`i mK‡j 

Kg©¯’‡j GK m‡½ Dcw¯’Z †_‡K Zv‡`i `vwqZ¡ cvjb Ki‡Qb bv| cywjk, wewRwe Ges †mbv m`m¨‡`i‡K evsjv‡`‡ki cÖZ¨šÍ AÂ‡j 

_vbwP,LvwjqvRyix,‡m›U gvwU©bm, cve©Z¨ 3 †Rjvi †h †Kvb ¯’v‡b †cvw÷s †`qv n‡j †Zv Zv‡`i‡K †mme Kg©¯’‡j Ae¯’vb K‡i mwVKfv‡e 

`vwqZ¡ cvjb Ki‡Z n‡”Q| †iwR‡g›Uvj †dv‡m©i m`m¨iv hw` Zv‡`i Kg©¯’‡j Ae¯’vb K‡i `vwqZ¡ cvjb Ki‡Z cv‡ib Zvn‡j Wv³vi 

mv‡neiv †Kb †mUv cvi‡eb bv| Wv³vi mv‡neiv Kx Zv‡`i †eZb fvZvi cy‡ivUv wb‡”Qb bv? cy‡iv †eZb fvZv †b‡eb Avi Kg©¯’‡j 

Abycw¯’Z †_‡K `vwqZ¡ cvjb Ki‡eb bv Zvn‡j miKvi †Kb Ah_v Zv‡`i‡K wb‡qvM †`‡e ? miKv‡ii hw` †ivwnsMv kiYv_x©i g‡Zv webv 

K‡g© ¯^‡`kx Wv³vi jvjb-cvjb Kg©m~Px †_‡K _v‡K †mUv Avjv`v welq| GUv †Kgb g‡Mi gyjyK! †Kgb AvRe wm‡óg - nvmcvZvj 

Av‡Q-wekvj ¯’vcbv Av‡Q - Wv³vi wb‡qvwRZ Av‡Q- Kg©¯’‡j Abycw¯’Z †_‡K †eZb fvZv wb‡”Qb - Avi mgMÖ †`‡k evsjvi mvaviY gvbyl 
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†Kvb wPwKrmv †mev bv †c‡q w`‡knviv n‡q cÖvB‡fU nvmcvZvj -wK¬wb‡K Qy‡U †eov‡”Qb - Avi H me cÖvB‡fU nvmcvZvj -wK¬wb‡K wM‡q 

†`Lv wgj‡Q miKvwi nvmcvZvj Gi Wv³vi mv‡ne‡`i -Kx nx‡ii UyK‡iv evsjvi Wv³vi †Q‡jiv -`yB RvqMv‡Z PvKwi—Wvej 

†eZbfvZv wdm ? K‡Zv UvKvi `iKvi Zv‡`i? mviv we‡k¦ hvi †Kvb bRxi †bB †mB wm‡óg evsjv‡`‡k Pvjy Kiv n‡q‡Q|  

4| A_P Avcbvi we‡ePbv K‡i †`Lyb, †iwR‡g›Uvj †dv‡m©i AvBb k„•Ljv RwbZ wbivcËv SyuwKi PvB‡Z †eªb †÷ªvK, nvU© †÷ªvK, 

`yN©Ubvq ¶wZMÖ¯Í gvby‡li ¯^v¯’¨ SyuwK †Kvb As‡k Kg bq| eis wbivcËv SyuwKi PvB‡Z ¯^v¯’¨ SyuwK A‡bK †ewk ¸iæZ¡c~Y©| gvby‡li Rxeb 

g„Z¨yi cÖkœ Gi ms‡M RwoZ| Kv‡RB †iwR‡g›Uvj †dv‡m©i g‡ZvB Wv³vi mv‡ne‡`i mevB‡K Kg©¯’‡j eva¨ZvgyjKfv‡e Ae¯’vb K‡i 

Zv‡`i `vwqZ¡ cvjb Ki‡Z n‡e| 

5| Wv³vi mv‡ne‡`i‡K wK cvU© UvBgvi ev LÛKvjxb wfwË‡Z †Rjv Dc‡Rjv nvmcvZvj, ¯^v¯’¨ Kg‡cø‡· wb‡qvM †`qv n‡q _v‡K? 

miKvi †Zv cvU© UvBgvi wKsev LÛKvjxb wfwË‡Z Wv³vi mv‡ne‡`i †Rjv Dc‡Rjvq wb‡qvM w`‡”Qb bv Zvn‡j †Kb Zviv cvU© UvBgv‡ii 

g‡Zv `vwqZ¡ cvjb Ki‡eb? cvU© UvBgv‡ii g‡Zv `vwqZ¡ cvjb Ki‡eb Avi dzj UvBgv‡ii mKj my‡hvM myweav MÖnY Ki‡eb - GUv wK 

K‡i m¤¢e?   

6| Dc‡Rjv ¯^v¯’¨ Kg‡cø‡· 14-15 Rb Wv³vi _vKvi K_v| mevB Kg©¯’‡j Dcw¯’Z †_‡K hw` AvšÍwiKZvi ms‡M wPwKrmv †mev cÖ`vb 

K‡ib Zvn‡j RwUj †ivM e¨ZxZ mKj mvaviY †iv‡Mi wPwKrmv Dcy‡Rjv ¯^v¯’¨ Kg‡cø· †_‡K †mB GjvKvi RbmvaviY †c‡Z cv‡i| 

Dc‡Rjv ¯^v¯’¨ Kg‡cø‡· †h Kq Rb WvK&Îvi i‡q‡Q Zv‡`i‡K BDwbwqb Iqvix `vwqZ¡ wefvRb K‡i †`qv hvq| aiæb 2 Rb Wv³vi‡K 

GKUv BDwbq‡bi †ivMx‡`i wPwKrmv †mev †`evi R‡b¨ `vwqZ¡ cÖ`vb Kiv nj| Zviv hw` wbqwgZ ¯^v¯’¨ Kg‡cø‡· e‡m IB BDwbq‡bi 

†ivMx‡`i AvšÍwiKfv‡e wPwKrmv †mev cÖ`vb K‡ib Zvn‡j mvaviY †ivM wPwKrmvi R‡b¨ †m GjvKvi †ivMx‡`i Dc‡Rjvi evB‡i †h‡Z 

n‡e bv GgbwK Zv‡`i‡K Dc‡Rjvq Aew¯’Z †Kvb †emiKvwi wK¬wbK wKsev nvmcvZv‡ji Dci I wbf©i Ki‡Z n‡e bv| Zviv hw` Awdm 

UvB‡gi ci nvmcvZv‡j Zv‡`i R‡b¨ wba©vwiZ †P¤^v‡i e‡m cvB‡fU cÖvw±m K‡ib Zvn‡j Zv‡`i R‡b¨ wba©vwiZ GjvKvi †ivMxiv Zv‡`i 

Kv‡QB Avm‡eb| GBfv‡e Dc‡Rjvi cÖ‡Z¨K BDwbq‡bi R‡b¨ wba©vwiZ 2 Rb Wv³vi hw` †ivMx‡`i wPwKrmv †mev cÖ`vb Ki‡Z ïiæ 

K‡ib Zvn‡j Dc‡Rjv ch©v‡q wPwKrmv e¨e ’̄vq ˆecøweK cwieZ©‡bi m~Pbv n‡e| †Kvb †ivMx hw` RwUj †Kvb †iv‡M fy‡M _v‡Kb hvi 

wPwKrmv Dc‡Rjv ch©v‡q †`qv m¤¢e bq †mB †ivMx‡K †Rjv, wefvMxq wKsev XvKv kn‡i Dc‡Rjv †_‡K †idvi Kiv hv‡e| Dc‡Rjv ¯^v¯’¨ 

Kg‡cø‡·i Wv³viMY Awdm †k‡l hw` Dc‡Rjv ¯^v¯’¨ Kg‡cø‡·i wba©vwiZ †P¤^v‡i e‡m hw` cvB‡fU cÖvw±m Ki‡Z cv‡ib Zvn‡j 

Zv‡`i‡K †emiKvwi nvmcvZvj / wK¬wb‡K Avi †h‡Z n‡e bv Zv‡Z Dc‡Rjv ¯^v¯’¨ Kg‡cø‡· †mevi gvb A‡bK evo‡e| RbMY‡K Avi 

†ivMx wb‡q cÖvB‡fU wK¬wbK / nvmcvZv‡j †`Šo Svc w`‡Z n‡e bv, Zviv cy‡ivcywi Dc‡Rjv ¯^v¯’¨ Kg‡cø‡·i Wv³vi‡`i †mevi Dci 

wbf©ikxj n‡q ci‡e|  

 A‡óªwjqv‡Z †h †Kvb †ivMx †¯^”Qvq Zvi wbKU¯’ †Kvb nvmcvZv‡j wPwKrmvi R‡b¨ †h‡Z cvi‡e bv| Zv‡K cÖ_‡g †h‡Z n‡e Zvi wbKU¯’ 

wRwcÕi Kv‡Q| wRwcÕi †`qv †cÖmwµcmb Abyhvqx Jla †meb K‡i †ivM wbivgq bv n‡j wKsev wRwc hw` Zvi we‡ePbvq g‡b K‡ib †h 

†ivMx‡K nvmcvZv‡j cvVv‡bv cÖ‡qvRb Zvn‡j wZwb nvmcvZv‡j †idvi K‡i w`‡eb| Rvg©vbx‡Z I GKB e¨e¯’v Kvh©Ki|   

7| †Rjv / wefvMxq kn‡ii miKvwi nvmcvZvj ¸‡jv‡Z †cvw÷s cÖvß Wv³vi Ges mv‡cvwU©s ÷vd‡`i Kg©¯’‡j Ae¯’vb Ges Dcw¯’wZ 

wbwðZ Kiv hvq Ges Zviv hw` AvšÍwiKZvi ms‡M wPwKrmv †mev cÖ`vb K‡ib Ges Awdm †k‡l †Rjv nvmcvZv‡ji  wba©vwiZ †P¤^v‡i e‡m 

cÖvB‡fU cÖvw±m K‡ib Zvn‡j mvaviY RbMY‡K Avi †ivMx wb‡q webv Kvi‡Y XvKvi w`‡K D`åv‡šÍi g‡Zv †QvUvQywU Ki‡Z n‡e bv| 

wPwKrmvi RM‡Z wekvj GKUv cwieZ©b Avm‡e|  

8| XvKv kn‡ii me miKvwi BÝwUwUDU,  nvmcvZvj, †gwW‡Kj K‡jR, †gwW‡Kj wek¦ we`¨vjq A_©vr wPwKrmvi ms‡M m¤úwK©Z mKj 

cÖwZôv‡b miKvwi Awdm mgq m~Px Abyhvqx Wv³viMY AvšÍwiKZvi ms‡M †ivMx‡`i‡K wPwKrmv †mev cÖ`vb K‡ib Ges Awdm †k‡l mÜ¨vq 

Zv‡`i wbR¯^ cÖwZôv‡bi wba©vwiZ †P¤^v‡i e‡m cÖvB‡fU cÖvw±m K‡ib Zvn‡j XvKv kn‡ii wPwKrmv †mevq I ˆecøweK cwieZ©b Avm‡e|  

9| Dc‡Rjv, †Rjv Ges wefvMxq kn‡ii miKvwi nvmcvZvj¸‡jv mPj n‡j XvKv kn‡ii miKvwi nvmcvZvj¸‡jv‡Z †ivMx‡`i Qvc 

A‡bKvs‡k K‡g Avm‡e| †emiKvwi nvmcvZvj Ges wK¬wbK¸‡jv‡Z I †ivMxi Qvc eûjvs‡k K‡g hv‡e|  

10| wKš‘ wPwKrmv mswkøó cÖwZôvb  mgy‡n eZ©gv‡b †h Ae¯’v weivR Ki‡Q Zv †h †Kvb †cÖ¶vcU wePv‡iB MÖnY‡hvM¨ bq| miKvi ¯^v ’̄¨ 

Lv‡Z †h wekvj As‡Ki A_© e¨q Ki‡Q Zvi cÖvq 60-70 kZvsk Gi DcKvi †fvMx n‡”Q †emiKvwi ¯^v¯’¨ LvZ| Avi gvÎ 30-40 

kZvsk Gi DcKvi †fvMx n‡”Q mgMÖ †`‡ki RbMY| GKUy we‡kølY K‡i ej‡j welqUv mK‡ji wbKU cwi®‹vi n‡e|  
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11| Dc‡Rjv ¯^v¯’¨ Kg‡cø· ¸‡jv‡Z GK ms‡M mKj Wv³vi Dcw¯’Z †_‡K `vwqZ¡ cvjb K‡i _v‡Kb G K_v †KD njd K‡i ej‡Z 

cvi‡eb bv| GK Z„Zxqvsk wKsev GK PZy_©vsk Wv³vi evB †iv‡Uk‡b Kg©¯’‡j Dcw¯’Z †_‡K cÖwZôv‡bi gyL i¶v_© `vwqZ¡ cvjb K‡i 

hvIqvi GKUv ixwZ Dc‡Rjv  cwil` m„wó nevi jMœ †_‡K P‡j Avm‡Q| moK c‡_ †hvMv‡hvM wew”Qbœ Dc‡Rjv ¸‡jv‡Z †mB †iIqvR I 

A‡bK †¶‡ÎB †bB| †bÎ‡KvYvq AwZwi³ g¨vwR‡óªU wn‡m‡e `vwqZ¡ cvjb Kv‡j GK evi LvwjqvRywi Dc‡Rjv ¯^v¯’¨ †K‡›`ª †h‡q Rvb‡Z 

cvijvg GK Rb Wv³vi I Kg©¯’‡j _v‡Kb bv| A_P we‡`kx †Kvb ms ’̄vi A_©vq‡b my`„k¨ bqbvwfivg nvmcvZvj febwU A‡bK my›`i 

K‡i ˆZix Kiv n‡q‡Q hv A‡bKUv Ae¨eüZ Ae¯’vq c‡o i‡q‡Q| nvmcvZvj feb, Gi gyj¨evb hš¿cvwZ, AvevwmK †KvqvU©vi BZ¨vw`i 

myi¶v Ges mwVK e¨env‡ii cÖkœwU I GB †¶‡Î A‡bK †ewk ¸iæZ¡ c~Y© KviY eLv‡U †jv‡Kiv †mLv‡b †bkv Kivi my‡hvM cv‡e, GjvKvi 

¸Ûv -cvÛv -gv¯Ívb †mLv‡b AmvgvwRK KvR Kivi my‡hvM cv‡e| H Dc‡Rjvi RbMY Dc‡Rjv ¯^v¯’¨ Kg‡cø‡·i miKvi wb‡qvwRZ 

Wv³vi‡`i ¯^v¯’¨ †mev †_‡K ewÂZ n‡”Qb| †h me ¯^v¯’¨ Kg‡cø‡· Wv³vi‡`i AwjwLZ mb¥Z mg‡SvZvq 2-3 Rb Wv³vi evB †iv‡Uk‡b 

Kg©¯’‡j Dcw¯’Z _v‡Kb ZvivI †ivMx‡`i‡K AvšÍwiKfv‡e †Kvb †mev w`‡Z Pv‡nb bv, †mev †`evi gvbwlKZv †hb Zviv nvwi‡q 

†d‡j‡Qb| †K KLb XvKv A_ev PÆMÖvg hv‡eb, KZ †ewk mgq Zviv Zv‡`i cÖvB‡fU †P¤^v‡i †_‡K †ivMx †`L‡Z cvi‡eb,cÖvB‡fU 

cÖvw±m K‡i  KZ †ewk UvKv Zviv †ivRMvi Ki‡Z cvi‡eb †m fvebv‡ZB Zviv AnwY©k e¨¯Í| Kg©¯’‡j bv wM‡q mvwf©m bv w`‡q †KE hw` 

†eZb fvZvw` MÖnY K‡i _v‡Kb Zvn‡j †mUv n‡”Q GKUv A‰bwZK KvR| hviv GKvRwU Ki‡Qb Zv‡`i we‡eK Zv‡`i‡K GKUy I `skb 

K‡i e‡j g‡b nq bv| Dc‡Rjv ¯^v¯’¨ K‡cø‡· †h 2-3 Rb Wv³vi Dcw¯’Z _v‡Kb Zviv †ivMx‡`i wPwKrmv w`‡Z Awb”QyK _v‡Kb|ZvB 

Dc‡Rjv ¯^v¯’¨ Kg‡cø‡· †Kvb †ivMx G‡j Zviv †ivMx‡K †Rjvi miKvwi nvmcvZvj wKsev Dc‡Rjvi †emiKvwi †Kvb nvmcvZv‡j †idvi 

K‡i wb‡Riv nqZ Mí ¸Re K‡i mgq cvi K‡i _v‡Kb|  

12| ‡Rjvi miKvwi nvmcvZvj, †gwW‡Kj K‡jR I nvmcvZvj ¸‡jvi ¯^v¯’¨ †mevi gvb I MÖnY‡hvM¨ ch©v‡q †bB| †mLvbKvi 

Wv³viM‡Yi A‡b‡KB wbqwgZ Kg©¯’‡j Dcw¯’Z _v‡Kb bv| hviv Dcw¯’Z _v‡Kb Zviv Avevi cÖvB‡fU cÖvKwU‡m e¨¯Í _v‡Kb| A‡bK‡K 

Avevi Awdm UvB‡g I cÖvB‡fU cÖvw±m Ki‡Z †`Lv hvq| †Kvb RwUj †ivMx‡K GB mKj nvmcvZv‡j †bqv n‡j Zvi wPwKrmv †mLv‡b bv 

K‡i XvKv †gwW‡Kj K‡jR I nvmcvZv‡j †idvi K‡i w`‡q Zviv wb®‹…wZ jvf K‡i _v‡Kb| 

13| XvKv kn‡i XvKv †gwW‡Kj K‡jRmn mKj miKvwi nvmcvZv‡ji †ewkifvM Wv³viMb Zv‡`i miKvwi `vwqZ¡ `vqmviv †Mv‡Q cvjb 

†k‡l  XvKv kn‡ii †Kvb bv †Kvb cÖvB‡fU nvmcvZvj /wK¬wb‡K Zv‡`i R‡b¨ msiw¶Z †P¤^v‡i e‡m †ivMx †`‡L _v‡Kb| †ivMx‡`i bvbv 

ai‡bi wK¬wbKvj †Uó, Acv‡ikb mn mKj KvR H mKj cÖvB‡fU nvmcvZvj / wK¬wb‡K m¤úbœ n‡q _v‡K| miKvwi nvmcvZv‡ji GB 

mKj Wv³viMY cÖvB‡fU nvmcvZvj / wK¬wb‡K hZv m¤¢e AvšÍwiKZvi ms‡M mvwf©m †`evi †Póv K‡i _v‡Kb| Z‡e Stress Management 

D‡c¶v Kivq Ges hZ †ewk †ivMx †`L‡eb ZZ †ewk A_© cÖvwßi †jv‡fi Kvi‡Y A‡bK mgq †ivMx‡`i‡K fyj wPwKrmvi wkKvi n‡Z 

nq| GB Kvi‡Y A‡bK †ewk A_© e¨q K‡i I †ivMxiv mywPwKrmv †_‡K ewÂZ n‡q _v‡Kb| miKvwi nvmcvZv‡j `vwqZ¡ cvjb Kv‡j †Kvb 

†ivMxi Attendant hw` †Kvb Wv³v‡ii Kv‡Q Rvb‡Z Pv‡nb †Kv_vq fvj wPwKrmv cvIqv hv‡e Zvn‡j wZwb †h nvmcvZv‡j cÖvB‡fU 

cÖvw±m K‡ib †m nvmcvZv‡ji K_vB ej‡eb| Avwg GKevi †QvU LvU GKUv Acv‡ik‡bi wel‡q civgk© †bevi R‡b¨ ivRavbxi 

AvjevivKv nvmcvZv‡j cÖvB‡fU cÖvw±m K‡ib miKvwi nvmcvZv‡ji Giæc GK Rb Wv³v‡ii ms‡M †`Lv Kwi| wZwb Rvbv‡jb Avj 

evivKv nvmcvZv‡j Acv‡ikb Ki‡j wZwb wb‡R †mUv Ki‡eb Avi miKvwi nvmcvZv‡j Kiv‡j Rywbqi †Kvb Wv³vi Zv Ki‡eb| GB 

fv‡e Zviv cÖvB‡fU nvmcvZvj / wK¬wb‡Ki e¨emv‡K cÖ‡gvU K‡i _v‡Kb| cÖvB‡fU †P¤^v‡i †ivMx †`‡L Zviv K¬vwšÍ †eva Ki‡eb GUvI 

¯^vfvweK| ZvB mKv‡j miKvwi `vwqZ¡ cvj‡bi R‡b¨ miKvwi nvmcvZv‡j Avm‡Z Zv‡`i GKUy wej¤^ n‡ZB cv‡i| Avi miKvwi 

nvmcvZv‡j `vwqZ¡ cvjb †k‡l mgqg‡Zv cÖvB‡fU †P¤^v‡i nvwRi n‡q †ivMx †`Lvi wel‡q Zv‡`i Dci GKUv gvbwlK Pvc _v‡K| ZvB 

miKvwi `vwq‡Z¡ duvwK w`‡q GKUy Av‡M Awdm Z¨vM Ki‡Z I Zv‡`i we‡e‡K euv‡a bv| miKvwi `vwqZ¡ cvj‡b I _v‡K Zv‡`i A‡bK 

Abxnv| Avevi A‡b‡K Awdm mg‡qi g‡a¨I my‡hvM ey‡R cÖvB‡fU nvmcvZv‡j †ivMx †`L‡Z P‡j hv‡”Qb|  

14| ¯̂v¯’¨ Kg‡cø· Ges nvmcvZv‡ji A‡bK Wv³vi Av‡Qb hviv ïµ-kwb evi wb‡Ri GjvKvq wM‡q cvB‡fU †cÖw±m K‡i _v‡Kb| Zviv 

†Zv Av‡iv †ewk Stressed _vK‡eb| Avgvi g‡Z, Wv³vi‡`i †¶‡Î Stress Management GKUv ¸iæZ¡ c~Y© welq| Ab¨_vq fyj 

wPwKrmv nevi m¤¢vebv †_‡K hv‡e|  

15| miKvwi nvmcvZv‡j Zviv AvšÍwiKZvi ms‡M `vwqZ¡ cvjb Ki‡Z A‡bKUvB Awb”QyK _v‡Kb weavq †ivwMiv AhZœ / Ae‡njvi 

wkKvi n‡q _v‡Kb| gvby‡li ¯^fve RvZ cÖe„wË n‡”Q GK Rb& cyiæl gvbyl Zvi m&Îx Ges evÜex `y R‡bi cÖwZ mgvb fv‡e AvšÍwiK n‡Z 

cv‡ib bv| AvšÍwiKZvi I mxgve×Zv i‡q‡Q| ZvB m&Îxi cÖwZ AvšÍwiKZv K‡g †mUv P‡j hv‡e evÜexi w`‡K| m&Îx‡K ZLb 

Avewk¨Kfv‡e Ae‡njvi wkKvi n‡Z n‡e|GKB fv‡e GK Rb miKvwi nvmcvZv‡ji Wv³vi miKvwi nvmcvZv‡j †ivMx †`‡Lb Avevi 

†emiKvwi nvmcvZv‡j AvDU †Wvi Ges Bb‡Wvi †ivMx †`‡L _v‡Kb| †emiKvwi nvmcvZv‡j †ivMx †`‡L c‡KU fwZ© bM` UvKv wb‡q 
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Zviv cÖwZw`b evmvq †d‡ib| ZvB †emiKvwi nvmcvZv‡ji cÖwZ Ges †mLvbKvi †ivMx‡`i cÖwZ Zviv GKUy †ewk hZœevb n‡eb GUvB 

¯^vfvweK| ZvB D`vni‡bi cyiæl gvbyl †hfv‡e Zvi m&Îxi cÖwZ Ae‡njv K‡i evÜexi cÖwZ †ewk hZœevb n‡q _v‡Kb †Zgwbfv‡e GK Rb 

miKvwi Wv³vi I miKvwi nvmcvZv‡ji †ivMx‡`i cÖwZ AhZœ / Ae‡njv K‡i †emiKvwi nvmcvZv‡ji †ivMx‡`i cÖwZ A‡bK †ewk 

AvšÍwiK n‡q _v‡Kb|  ZvQvov i‡q‡Q Kg©¶gZvi GKUv welq| GK Rb e¨w³ hw` AvU N›Uv ¯̂vfvweK `vwqZ¡ cvj‡b m¶g n‡q _v‡Kb 

Zvn‡j Gi †ewk mgq `vwqZ¡ cvjb Ki‡Z †M‡jB wZwb Avi ¯^vfvweK _vK‡Z cvi‡eb bv| Avi GK Rb Wv³vi AvU N›Uvi g‡a¨ hw` 5-

6 N›Uv cÖvB‡fU cÖvw±m K‡i KvwU‡q _v‡Kb Zvn‡j miKvwi nvmcvZv‡j `vwqZ¡ cvj‡bi †¶‡Î wZwb  Over stressed _vK‡eb Ges 

mnKg©x‡`i ms‡M Mí ¸Re K‡i wijv·W n‡Z †Póv Ki‡eb -GUvB ¯^vfvweK|  

16| Gevi Avwm esM eÜy †kL gywRe †gwW‡Kj wek¦ we`¨vjq cÖm‡½| GLvbKvi mnKvix Aa¨vcK †_‡K Aviv¤¢ K‡i fvBm P¨‡Ýji ch©šÍ 

mK‡jB †Kvb bv †Kvb cÖvB‡fU nvmcvZv‡j cÖvB‡fU †P¤^v‡i e‡m AvDU‡Wvi Ges nvmcvZv‡j fwZ© nIqv Bb‡Wvi †ivMx †`‡L _v‡Kb| 

cÖvB‡fU nvmcvZvj¸‡jv GLvbKvi Wv³vi‡`i c`ex Ges cÖwZôv‡bi bvg Kv‡R jvwM‡q †``vi‡m e¨emv K‡i hv‡”Q| GLvbKvi fvBm 

P¨‡Ýji †hLv‡b e‡m cÖvB‡fU †P¤^v‡i †ivMx †`L‡eb †mB nvmcvZv‡ji †Zv †cvqvev‡iv| fvBm P¨‡Ýji n‡q hvevi ci †Kvb cvB‡fU 

nvmcvZv‡j †h‡q cÖvB‡fU †P¤^v‡i e‡m †ivMx †`Lv Dbvi R‡b¨ LyeB †egvbvb| GLv‡b I mywPwKrmv cvIqv ev bv cvIqv wb‡q we¯Íi 

Awf‡hvM i‡q‡Q| GLv‡b †Zv GK Rb Kg©iZ wePvicwZ mvgvb¨ kvixwiK RwUjZv wb‡q Mfxi iv‡Î fwZ© n‡q fyj wPwKrmvi wkKvi n‡q 

¯’vqx c½yZ¡ eib K‡ib| XvKv kn‡i Ggb GKwU wbf©i‡hvM¨ †emiKvwi nvmcvZvj †bB †hLv‡b †M‡jB mywPwKrmv cvIqv hv‡e g‡g© mK‡j 

fimv Ki‡Z cv‡ib| GB wek¦ we`¨vjq  n‡Z cviZ GKUv Specialized Hospital ev  m‡e©v”P wPwKrmv cvevi †kl AvkÖq¯’j| wKš‘ bv 

†mUvi weiæ‡× I i‡q‡Q GšÍvi Awf‡hvM| †mLv‡b e¨vs‡Ki wekvj jvB‡b `uvwo‡q wU‡KU KvU‡ZB 2 †_‡K 3 N›Uv mgq †j‡M hvq| GB 

jvB‡b `xN©¶Y `uvwo‡q †_‡K hv‡`i c‡¶ wU‡KU KvUv m¤¢e bq Zviv Ggwb‡ZB wd‡i hvb  GUv n‡”Q †ivMx‡`i cÖv_wgK nqivwb| GLv‡b 

I mywPwKrmvi †Kvb M¨vivw›U †bB| XvKv kn‡ii Ab¨ †Kvb nvmcvZv‡j mwVK wPwKrmv cvIqv bv †M‡j I GB wek¦ we`¨j‡q Zv cvIqv 

hv‡e Giæc Av¯’v AR©‡b D³ cÖwZôvb cy‡ivcywi e¨_© n‡q‡Q| XvKv kn‡i miKvwi-†emiKvwi ch©v‡q cÖwZwôZ nvmcvZvj ¸‡jvi g‡a¨ 

GKwU I me©‡¶‡Î m‡e©v”P gv‡bi wPwKrmv †mev †`evi m¶gZv AR©b K‡iwb| †mKvi‡Y Avgv‡`i wPwKrmv e¨e¯’v Rbmvavi‡Yi Kv‡Q 

wek¦vm‡hvM¨ wPwKrmv e¨e ’̄v wn‡m‡e Av¯’v AR©b Ki‡Z cv‡iwb|  

17| DwjøwLZ ch©v‡jvPbv †_‡K GUv AZ¨šÍ cwi®‹vi †h Dc‡Rjv ¯^v¯’¨ Kg‡cø‡·i Wv³vi †_‡K ïiæ K‡i e½ eÜy †kL gywRe †gwW‡Kj  

wek¦ we`¨vjq ch©šÍ mKj ch©v‡qi Wv³viMb cÖvB‡fU wK¬wbK /nvmcvZv‡j e‡m GK w`‡K cÖvB‡fU cÖvw±m Ki‡Qb Ab¨w`‡K Bb‡Wvi 

†ivMx †`L‡Qb| GB KvR K‡i cÖwZw`b Zviv bM` UvKv Avq Ki‡Qb| ZvB GB Kv‡Ri cÖwZ Zviv A‡bK †ewk AvšÍwiK| GB Kv‡Ri 

cÖwZ A‡bK †ewk g‡bv‡hvM w`‡Z wM‡q A‡b‡K Kg©¯’‡j Abycw¯’Z _vK‡Qb Avevi A‡b‡K Kg©¯’‡j Dcw¯’Z _vK‡j I `vwqZ¡ cvj‡b 

D`vmxb Ges Ag‡bv‡hvMx _vK‡Qb| miKvwi PvKwi K‡i, miKvwi †eZb fvZvw` MÖnY K‡i, miKvwi nvmcvZv‡ji c`, c`we e¨envi 

K‡i †emiKvwi wK¬wbK Ges nvmcvZv‡ji e¨emv‡K Zviv cÖ‡gvU Ki‡Qb| miKv‡ii wK `vq c‡o‡Q †emiKvwi Lv‡Zi wK¬wbK/ 

nvmcvZv‡ji e¨emv‡K miKvwi †gwW‡Kj K‡jR /nvmcvZv‡ji cÖwkw¶Z Rbej w`‡q mnvqZv K‡i Pv½v Kivi? †emiKvwi 

nvmcvZvj/wK¬wb‡Ki Kv‡Q miKv‡ii wK `vqe×Zv i‡q‡Q? miKv‡ii ¯^v¯’¨ Lv‡Zi hZ ai‡bi wek„•Ljv i‡q‡Q Zvi g~j KviY GUvB|  

18| XvKv kn‡i †h‡Kv‡bv miKvwi nvmcvZv‡j †ivMx fwZ© Kiv‡Z bvbv iKg cÖwZK‚j cwiw¯’wZi †gvKv‡ejv Ki‡Z nq| miKvwi 

nvmcvZvj ¸‡jvi mb¥y‡L cÖvB‡fU nvmcvZvj/ wK¬wb‡Ki wb‡qvwRZ eû msL¨K G‡R›U / `vjvj / G¤^y‡jÝ PvjK _v‡K| Zv‡`i KvR 

n‡”Q †ivMx‡`i‡K bvbv iKg dw›` wdwKi K‡i /dzmwj‡q-duvmwj‡q, miKvwi nvmcvZv‡j fwZ© n‡Z wbiærmvwnZ K‡i cÖvB‡fU wK¬wbK/ 

nvmcvZv‡j wb‡q A‡bKUv †Rvi cye©K fwZ© Kwi‡q w`‡q Zv‡`i Kwgkb wb‡q mU‡K cov| mgMÖ †`‡k †ivMxiv GB fv‡e nqivwbi mb¥yLxb 

n‡”Q| †Kvb mf¨ †`‡k †ivMx‡`i‡K nvmcvZv‡j fwZ© nevi †¶‡Î GB iæc cwiw¯’wZi †gvKv‡ejv Ki‡Z nq bv|  

19| XvKvi evwn‡i Dc‡Rjv, †Rjv, wefvMxq kn‡ii ¯^v¯’¨ Kg‡cø·, nvmcvZvjmg~n mdjfv‡e †ivMx‡`i ¯^v¯’¨‡mev cÖ`vb KiæK †mUv 

cÖvB‡fU wK¬wbK / nvmcvZv‡ji gvwjK c¶ wKQy‡ZB mn¨ Ki‡Z cvivi K_v bq| KviY †ivMxiv †mLv‡b †mev cvIqv †_‡K ewÂZ n‡jB 

Z‡e cÖvB‡fU wK¬wbK / nvmcvZv‡j Avm‡Z eva¨ n‡e| ZvB Zv‡`i cÖ‡Póv _v‡K miKvwi nvmcvZv‡ji G· †i †gwkb mn Ab¨vb¨ 

hš¿cvwZ †hb wVKg‡Zv ms¯’vcb Kiv bv nq, †hb GB mKj g~j¨evb hš¿cvwZ Ae¨eüZ Ae¯’vq †d‡j ivLv nq, ms¯’vcb Kiv n‡j I †hb 

mwVK fv‡e e¨envi Kiv bv nq| GB R‡b¨ Zviv wKQy A_© I wewb‡qvM K‡i _v‡K| mv‡f© Ki‡j †`Lv hv‡e welqUvi mZ¨Zv i‡q‡Q|  

20| iscyi †gwW‡K‡j 537 hš¿ bó| AvU †Rjvi `wi`ª gvby‡li AvkÖq¯’j iscyi †gwW‡Kj K‡jR| nª` †ivM -209, †W›Uvj iBDwbU-

51,MvBwb -41, c¨v_jwR-38, evb© GÛ cøvwóK -33, Ab¨vb¨ wefvM-165| (cÖ_g Av‡jv-14-09-2023)| 
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21| cÖ‡Z¨K miKvwi ¯^v¯’¨ Kg‡cø· Ges nvmcvZv‡j Bgvi‡RÝx Kvh©Kifv‡e w`b ivZ 24 N›Uv †Lvjv ivLvi e¨e¯’v Ki‡Z n‡e| 

mv‡cvwU©s ÷vdmn GK Rb Wv³vi †mLv‡b nvwRi _vKvUv eva¨ZvgyjK Ki‡Z n‡e| Kvib †K KLb ¸iæZi Amy¯’ n‡q co‡e Zv GKgvÎ 

weavZvB Rv‡bb| ZvQvov i‡q‡Q `yN©Ubv RwbZ nZvn‡Zi wPwKrmv †`evi welq| PKwiqv‡Z wU Gb I Ges K·evRv‡i AwZwi³ †Rjv 

cÖkvmK wn‡m‡e cÖvq 6 eQi `vwqZ¡ cvjb Kv‡j †`‡LwQ `yN©Ubv RwbZ nZvn‡Zi cÖvq me¸‡jv †ivMx‡K ¯^v¯’¨ Kg‡cø· wKsev †Rjv 

nvmcvZv‡j fwZ© bv K‡i †mvRv PKwiqvi gvjygNvU¯’  †g‡gvwiqvj Lªxóvb nvmcvZv‡j cvwV‡q †`qv nq|  

22| fyj wPwKrmvi Kvi‡Y mvavib †ivM I RwUj †iv‡M iæc jvf Ki‡Q| mvavib RbMY MÖv‡g M‡Ä, Dc‡Rjv, †Rjv  Ges me©‡kl 

XvKv‡Z †ivMx wb‡q G‡m †Kv_vq I mywPwKrmv bv †c‡q Avgv‡`i wPwKrmv e¨e ’̄vi cÖwZ Av¯’v nvwi‡q †dj‡Q| hv‡`i mvg_© Av‡Q Zv‡`i 

mevB we‡`‡k †h‡q wPwKrmv wb‡Z AvMÖnx n‡q co‡Q| GUv †`‡ki R‡b¨ †Kvb †cÖ¶vc‡UB myLKi †Kvb welq bq| GB Ae¯’v †_‡K 

Avg‡`i‡K †ewi‡q Avm‡ZB n‡e| KviY RbM‡Yi R‡b¨ mwVK wPwKrmv e¨e ’̄v wbwðZ Kiv miKv‡ii  mvsweavwbK `vwqZ¡|  

23| Dc‡Rjv ¯^v¯’¨ Kg‡cø· Gi wekvj AeKvVv‡gv Av‡Q, Wv³vi‡`i AvevwmK feb Av‡Q| 15-20 Rb Wv³vi _vKvi K_v| †Kv_vI 

2-3 Rb Wv³vi Av‡Qb Avevi †Kv_vI GK Rb I †bB| RbMY GB me nvmcvZvj †_‡K ¯^v¯’¨ †mev cv‡”Qb bv| RbmvaviY hw` ¯̂v¯’¨ 

†mev bvB cv‡e Zvn‡j G‡Zv me AeKvVv‡gv ivLvi Avek¨KZv †Kv_vq? Wv³vi‡`i KvQ †_‡K hw` ¯̂v¯’¨ †mev bv cvIqv hvq Zvn‡j 

Zv‡`i †cQ‡b ivóªxq †KvlvNvi †_‡K G‡Zv wecyj As‡Ki A_© e¨q Kivi cÖ‡qvRbxqZv †Kv_vq? welqUv wK Kv‡iv †`Lvi †bB? ¯^v¯’¨ gš¿x 

wK eyS‡Z cvi‡Qb bv Dc‡Rjvq Ges †Rjvq e¨vcK msL¨K Wv³v‡ii Abycw¯’wZ‡Z ¯^v¯’¨ †mev wewNœZ n‡”Q? †`‡ki gvwjK mvaviY 

RbMY ¯̂v¯’¨ †mev †_‡K ewÂZ n‡”Qb| miKv‡ii †PŠKm K¨vWvi Kg©KZ©v mwPe I wK †mUv eyS‡Z A¶g? RbM‡Yi gnvb cÖwZwbwa 

RvZxq msm‡`i gnvb msm` m`m¨iv I wK eyS‡Z cvi‡Qb bv Zv‡`i wbR wbR GjvKvi RbMY ¯^v¯’¨ †mev cv‡”Qb bv?Zviv †Zv RbM‡Yi 

†mev Ki‡eb cÖwZkÖæwZ w`‡qB Zv‡`i KvQ †_‡K †fvU †P‡q wb‡q‡Qb?Zvi †Zv `vwqZ¡ i‡q‡Q Zvi ¯^xq GjvKvi Rbmvavi‡Yi ¯^v¯’¨ †mev 

wbwðZ Kivi| we‡ivax `jxq ivRbxwZwe‡`iv I wK †mUv eyS‡Z A¶g? hw` Zviv ey‡SB _vK‡eb Zvn‡j GB Bm¨y wb‡q Zviv Kx KL‡bv 

†Kvb Av‡›`vjb K‡i‡Qb?hw` bv K‡i _v‡Kb Zvn‡j Zviv wK Pv‡nb bv  

24| Dc‡Rjv Ges †Rjvi mvaviY RbMY ¯^v¯’¨ †mev cvK? †Rjv cÖkvmK I GB welqUv bRi w`‡Z cv‡ib| gv‡S g‡a¨ ¯^v¯’¨ Kg‡cø· 

Ges nvmcvZv‡j †h‡Z cv‡ib Ges KqRb Wv³vi Dcw¯’Z Av‡Qb †mUv †`‡L ¯^v¯’¨ gš¿Yvjq Ges gwš¿cwil` wefv‡M wi‡cvU© w`‡Z 

cv‡ib| GjvKvi mvaviY RbMY I Zv‡`i AwaKvi Av`v‡qi R‡b¨ Av‡›`vjb msMÖvg Ki‡Z cv‡ib| Dc‡Rjv wbe©vnx Kg©KZ©v wn‡m‡e 

`vwqZ¡ cvjb Kv‡j cÖwZwbqZ Avwg mgMÖ Dc‡Rjvi Avbv‡P Kvbv‡P MÖv‡g M‡Ä Qy‡U †ewo‡qwQ Avi †`‡LwQ ¯‹yj-K‡jR-gv`ªvmv wVKg‡Zv 

Pj‡Q-¯^v¯’¨ Kg‡cø‡· Wv³vi Av‡Qb- cwievi cwiKíbv Kg©xiv my›`i kvwo c‡i `vwqZ¡ cvj‡b e¨¯Í- wVKv`viMb cÖK‡íi mvB‡U †Kvb ỳB 

b¤^ix wbg©vY mvgMÖx ivL‡Z cvi‡Qb bv -wK †mB cÖkvmK Avi Rb-‡bZvi f‚wgKvq AeZxY© n‡q `vwqZ¡ cvjb - wK †mB Abyf‚wZ! -GL‡bv 

Avgvi g‡b wkniY RvMvq| 

25| Kg©¯’‡j Abycw¯’Z _vKv GKUv †eAvBwb KvR| aiæb GK Rb Wv³vi mv‡n‡ei †cvw÷s LvwjqvRyix Dc‡Rjv ¯^v¯’¨ Kg‡cø‡·| wKš‘ 

wZwb †mLv‡b †bB| Av‡Qb gqgbwmsn| KvR Ki‡Qb †Kvb cÖvB‡fU nvmcvZv‡j| LvwjqvRyix‡Z †Kvb ivqwUs nj| †ivwM‡`i Riæwi 

wPwKrmv †mev `iKvi - wKš‘ nvmcvZv‡j †Kvb Wv³vi bv _vKvq wPwKrmv †mev †`qv hv‡”Q bv - GB `vq †Zv H me Abycw¯’Z Wv³vi 

mv‡ne‡`i enb Ki‡Z n‡e| Wv³v‡ii mvwU©wd‡KU Qvov gvgjv Kiv hv‡”Q bv -`vq †Zv Abycw¯’Z Wv³vi‡K wb‡Z n‡e| †hB cÖvB‡fU 

nvmcvZv‡j †eAvBwbfv‡e Kg©iZ †mLv‡b Av¸b †j‡M H Wv³vi gviv †M‡jb - ZLb Le‡ii KvM‡R msev` †eiæj LvwjqvRyix ¯^v¯’¨ 

Kg‡cø‡· wb‡qvwRZ Wv³vi gqgbwmsn cÖvB‡fU nvmcvZv‡j KvR Ki‡Z †h‡q AwMœKv‡Û wbnZ n‡q‡Qb| †Kgb gRvi NUbv! Wv³vi‡`i 

PvKwi †iwR‡g›Uvj †dv‡m©i g‡Zv Riæwi weavq _vbvi fvicÖvß Kg©KZ©v‡K cÖwZw`b welqwU †PK K‡i †`‡L Dc‡Rjv wbe©vnx Kg©KZ©v, 

cywjk mycvi, †Rjv cÖkvmK Ges wmwfj mvR©b‡K wi‡cvU© w`‡Z wb‡`©k †`qv hvq| ZvQvov, †mbvevwnbx‡Z Kg©¯’‡j A‰ea Abycw¯’wZ‡K 

DESERTER wn‡m‡e MY¨ Kiv nq| GB iæc †WmvU©vi-‡K a‡i wbKU¯’ †mbv BDwb‡U n¯ÍvšÍi Ki‡Z cv‡i _vbv cywjk|Zvici †mbv 

AvBb Abyhvqx Zv‡K mvRv †fvM Ki‡Z nq| Wv³vi mv‡ne‡`i †¶‡Î Kx †mB iæc GKB e¨e¯’v cÖ‡hvR¨ bq?  

26| c„w_exi †Kvb mf¨ †`‡k miKvwi nvmcvZv‡ji Wv³vi w`‡q †emiKvwi nvmcvZvj cwiPvjbv Kivi bRxi †bB| †mme †`‡k GUv‡K 

†eAvBwb KvR wn‡m‡e MY¨ Kiv n‡q _v‡K| GK m‡½ `y‡Uv KZ©…c‡¶i Aax‡b GK Rb Wv³vi Kxfv‡e wb‡qvwRZ _vK‡eb? GK m‡½ 

`y‡Uv cÖwZôv‡b Kxfv‡e GK Rb Wv³vi mvwf©m †`‡eb? GK ms‡M `y‡Uv cÖwZôvb †_‡K GK Rb Wv³vi Kxfv‡e †eZb fvZv mvwf©m PvR© 

MÖnY Ki‡eb? GK Rb miKvwi Wv³vi miKv‡ii †eZb fvZv Mvox evox c`-c`exmn mKj myweav MÖnY K‡i miKvwi nvmcvZvj APj 

K‡i w`‡q wKfv‡e †emiKvwi nvmcvZ‡ji e¨emv‡K cÖ‡gvU K‡i _vK‡eb? ¯^vwP‡ci Kx `vwqZ¡ n‡”Q Wv³vi mv‡ne‡`i e¨w³ ¯^v_© Ges 

†emiKvwi nvmcvZvj gvwjK‡`i e¨emv‡K cÖ‡gvU Kiv? ¯^v¯’¨ gš¿x I Kx Wv³vi mv‡ne‡`i e¨w³¯^v_© Ges †emiKvwi nvmcvZvj gvwjK‡`i 
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e¨emv‡K PvsMv Kivi welqUv‡K mnvqZv K‡i hv‡eb? we‡ivax ivR‰bwZK `‡ji †bZviv I Kx GKB KvR K‡i hv‡eb? ZvB hw` n‡e 

Zvn‡j RbmvaviY ïay XyK‡i Kuv`‡ZB _vK‡e - Zv‡`i Kvbœvi AvIqvR Kv‡iv KY©Kzn‡i cÖ‡ek Ki‡e bv|  

27| Wv³vi mv‡ne‡`i Kg©¯’‡j wdª ÷vBj Abycw¯’wZ,Awdm mg‡q miKvwi nvmcvZv‡j duvwK w`‡q †emiKvwi nvmcvZv‡j mvwf©m †`qv, 

Awdm mg‡qi c‡i †emiKvwi nvmcvZvj/wK¬wb‡K cÖvB‡fU †P¤^v‡i e‡m †ivMx †`Lv - H nvmcvZv‡j B‡Ûvi †ivMx‡`i mvwf©m †`qvi 

KzcÖfv‡e - 

1) miKvwi Wv³viiv PvKwi Rxe‡bi ïiæ‡ZB A‰bwZK Kv‡R Rwo‡q co‡Qb| welqUv Ggb iƒc cwiMÖn Ki‡Q †h miKviB †hb 

Zv‡`i‡K PvKwi Rxe‡bi ïiæ‡Z A‰bwZK cš’vq Rwo‡q †h‡Z mnvqZv Ki‡Qb| Wv³vwi †ckvUv gvbewn‰Zlx cweÎZg †ckv| cweÎZvi 

m‡½ A‰bwZKZvi mswgkÖ‡Y †h AvDUcyU †ei n‡e †mUv n‡e †bvsiv wKQy|  

2) miKvwi Wv³viMY miKvwi `vwq‡Z¡ duvwK w`‡q, Kg©¯’‡j Abycw¯’Z _vKvi g‡Zv Awbqg K‡i †emiKvwi nvmcvZvj / wK¬wb‡K cÖvB‡fU 

†P¤^vi / Bb‡Wvi mvwf©m w`‡q ¸iæZi A‰bwZK KvR Ki‡Qb| 

3) mgMÖ †`‡k miKvwi wPwKrmv e¨e ’̄v A‡bKvs‡k APj n‡q c‡o‡Q| Dc‡Rjvq, †Rjvq ¯^v¯’¨ Kg‡cø·, nvmcvZvj, AvevwmK feb 

Ae¨eüZ Ae¯’vq c‡o _vK‡Q| †`‡ki Avcvgq RbmvaviY mvaviY †ivM †_‡K RwUj †iv‡Mi wPwKrmvi R‡b¨ XvKv gyLx n‡q c‡o‡Q|  

4) †`‡k eQ‡i 10 j¶ 80 nvRvi wkï Rb¥ wb‡”Q AcÖ‡qvRbxq A¯¿cPv‡i - Gi †ewki fvMB cÖvB‡fU nvmcvZvj Ges wK¬wb‡K| GLb 

†`‡k cÖmeKvjxb gvZ„g„Z¨y Avk¼vRbK nv‡i †e‡o hv‡”Q|  

5) †`‡k †emiKvwi wPwKrmv e¨e¯’v I mwVKfv‡e †W‡fjvc Ki‡Z cvi‡Q bv; †`‡k †Kv_vq I mywKrmv bv †c‡q GB †`‡ki RbMY 

we‡`kx wPwKrmvi cÖwZ wbf©ikxj n‡q co‡Q| GUv †`‡ki wPwKrmv e¨e¯’v‡K AKvh©Ki K‡i w`‡q †`k‡K we‡`kwbf©ikxj K‡i †Zvjvi 

GKUv m~ÿè †KŠkj e‡j g‡b Kivi hyw³m½Z KviY we`¨gvb|  

6) †`‡ki †iwR‡g›Uvj †dvm©mn gvV cÖkvm‡b Kg©iZ Ab¨vb¨ Kg©KZ©v‡`i mvwf©m‡K I ¶wZMÖ¯Í Ki‡Q- mevB †Zv Ae‡jvKb Ki‡Q 

Wv³vi mv‡neiv Kg©¯’‡j Abycw¯’Z †_‡K †eZb fvZv wVKB wb‡”Qb Avevi †emiKvwi nvmcvZv‡j mvwf©m w`‡q I A‡Xj A_© †ivRMvi 

Ki‡Qb; 

7) †`‡ki wPwKrmv e¨e¯’vi cÖwZ mviv †`kevmx Av¯’v nvwi‡q we‡`wk wPwKrmv e¨e ’̄vi cÖwZ Avm³ n‡q co‡Qb- ïay gvÎ fvi‡Z wK 

cwigvY †jvK hv‡”Q wPwKrmv MÖn‡Yi R‡b¨ Zvi LwZqvb wb‡q †`Lyb; 

8) †`‡k †hiƒc wPwKrmv e¨e¯’v Pj‡Q Zv‡Z †`‡ki RbmvaviY miKvwi wKsev †emiKvwi †Kvb †m±i †_‡KB †Kvb iæc Reliable & 

Dependable wPwKrmv‡mev cv‡”Qb bv KviY GKUvB `yB RvqMv‡ZB GKB Wv³vi| miKvwi `vwq‡Z¡ duvwK †g‡i G‡m‡Qb †emiKvwi 

nvmcvZv‡j—we‡e‡Ki Ici †cÖkvi co‡Q, kix‡ii IciI †cÖkvi co‡Q—kixi I gb mwVKfv‡e `vwqZ¡ cvj‡bi R‡b¨ cÖ¯‘Z bq, 

†ivMxi KvQ †_‡K Kx ïb‡Qb, Avi Kx †cÖmµvBf Ki‡Qb—Zv nq‡Zv mwVK n‡”Q bv—†eªb wVKg‡Zv KvR Ki‡Q bv| Avgv‡`i nxiK-

iZœ‡`i Giƒc Ae¯’vUv‡K wK¬I‡dUªviƒcx GK gwnjvi B›Uvi‡b‡U †`Lv e³‡e¨i m‡½ Zyjbv Ki‡Z PvB| gwnjv ej‡Qb, Òeo †jvK 

ey‡ovUv‡K we‡q K‡iwQ †Zv mvBb‡evW© wn‡m‡e e¨envi Kivi R‡b¨; mvwf©m †Zv †`e †Zvgv‡`i g‡Zv †Rvqvb eÜy‡`i; M‡f© wKQy G‡m 

†M‡j e¨envi Kiv hv‡e ey‡ovUv‡K, Avi cywj‡ki nv‡Z aiv †L‡jI ey‡ov †Zv Av‡QB|Ó ey‡ovUv‡K Zyjbv Kiv hvq Avgv‡`i miKvwi 

nvmcvZvj Avi eÜyi m‡½ Zyjbv Kiv hvq †emiKvwi nvmcvZvj/wK¬wbK‡K| wK¬I‡cUªviƒwc gwnjv wKš‘ gvbwmK cÖkvwšÍ wb‡q †Kv_vq I 

mvwf©m w`‡Z cvi‡Qb bv| KviY ey‡ov‡K duvwK w`‡Z wM‡q we‡e‡Ki Ici †cÖkvi—ey‡ov †mUv eyS‡Z cvi‡j co‡Z n‡e Sv‡gjvq Avi 

eÜy‡`i m‡½ †gjv‡gkvi mgqUv‡ZI cywj‡ki nv‡Z aiv covi wPšÍv gv_vq KvR K‡i _v‡K|   

28| Dch©y³ Ae¯’vi †cÖ¶vc‡U abx Mixe wbwe©‡k‡l mK‡ji R‡b¨ mviv †`‡k GKB gv‡bi Dchy³ ¯^v¯’¨ †mev wbwðZ Ki‡Yi j‡¶¨ 

miKvi KZ©…K wb‡gœv³ Kvh©µg MÖnY Kiv †h‡Z cv‡it 

(1) mviv †`‡k wPwKrmv Kv‡i¨ wb‡qvwRZ Dc‡Rjv ¯^v¯’¨ Kg‡cø·, †Rjv nvmcvZvj, †gwW‡Kj K‡jR GÛ nvmcvZvj, †gwW‡Kj wek¦ 

we`¨vjq, Ab¨vb¨ Bbw÷wUDU  GK K_vq mKj ai‡bi miKvwi Wv³viMY Zv‡`i Kg©¯’‡j Ksev Kg©¯’‡ji evwn‡i †Kvb †emiKvwi wK¬wbK 

wKsev †emiKvwi nvmcvZvj wKsev †Kvb cÖvB‡fU dv‡g©wm‡Z e‡m cÖvB‡fU †cÖw±m Ki‡Z cvi‡eb bv| GB wb‡lavÁv miKvwi PvKwi‡Z 

Kg©iZ bvm©, ÷vd bvm©, †iwWIMÖvdvi mn mKj ÷vd I †UKwbK¨vj ÷v‡di †¶‡Î cÖ‡hvR¨ n‡e|  

(2) Z‡e Zviv Awdm mg‡qi c‡i Zv‡`i Kg©¯’j Z_v Dc‡Rjv ¯^v¯’¨ Kg‡cø·, †Rjv nvmcvZvj, †gwW‡Kj K‡jR nvmcvZvj, wewfbœ 

Bmw÷wUDU Ges †gwW‡Kj wek¦we`¨vjq nvmcvZv‡j Zv‡`i R‡b¨ wba©vwiZ †P¤^v‡i e‡m AvDU †Wvi †ivMx †`L‡Z cvi‡eb| AvDU †Wvi 
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†ivMx‡`i c¨_jwRKvj/wK¬wbKvj †U‡ói cÖ‡qvRb n‡j wba©vwiZ A‡_©i wewbg‡q miKvwi nvmcvZvj †_‡KB  †mme †Uó Kiv‡Z cvi‡eb| 

A_©vr Zviv ïay Kg©¯’‡j cÖvB‡fU cÖvw±m Ki‡Z cvi‡eb| 

(3) †h †iv‡Mi wPwKrmv Dc‡Rjv ¯^v¯’¨ Kg‡cø‡· †`qv m¤¢e †mUv Dc‡Rjv ¯^v¯’¨ Kg‡cø‡·B w`‡Z n‡e, †hUv †Rjv nvmcvZv‡j †`qv 

m¤¢e †mUv †mLv‡b w`‡Z n‡e| †h †iv‡Mi wPwKrmv GB `yB RvqMvq †`qv m¤¢e bq †mUv XvKvi †Kvb Dchy³ miKvwi nvmcvZv‡j †idvi 

Kiv hv‡e| †ivMxiv hv‡Z †Kvb ai‡bi nqivwbi mb¥yLxb bv nq †mUvi cÖwZ mZK© `„wó ivL‡Z n‡e|  

(4) miKvwi nvmcvZv‡ji †Kvb Wv³vi †Kvb µ‡gB †Kvb †ivMx‡K †Kvb †emiKvwi nvmcvZv‡j †idvi Ki‡Z cvi‡eb bv|  

(5) †iwR‡g›Uvj †dv‡m©i g‡Zv mKj Wv³vi Ges mv‡cvwU©s ÷vd‡`i Kg©¯’‡j Ae¯’vb eva¨ZvgyjK| †mbv evwnbxi GK Rb †gRi hw` 

Zvi BDwb‡Ui wmcvnxmn cve©Z¨ GjvKvi †h †Kvb `yM©g AÂ‡j Ae¯’vb K‡i `vwqZ¡ cvjb Ki‡Z cv‡ib Zvn‡j Wv³viMY †Kb Zv‡`i 

mv‡cvwU©s ÷vdmn Dc‡Rjv Ges †Rjv m`‡i Aew¯’Z Kg©¯’‡j Dcw¯’Z †_‡K `vwqZ¡ cvjb Ki‡Z cvi‡eb bv? ỳN©Ubvq ¸iæZi AvnZ 

e¨w³i wbKU¯’ nvmcvZv‡j `ªæZZvi ms‡M wPwKrmv †`qv AZ¨šÍ Riæwi| †÷ªv‡Ki †ivMx, cÖm~wZi †Wwjfvix BZ¨vw` welq¸‡jv Zvr¶wYK 

Ges Riæwi wfwË‡Z †gvKv‡ejv Kiv Z_v wPwKrmv‡mev †`qv AZ¨šÍ Riæwi welq| gvby‡li Rxeb Z_v euvPv givi welqUv †hLv‡b RwoZ 

Zv wK KL‡bv Kg ¸iæZ¡c~Y© n‡Z cv‡i? Kv‡RB †iwR‡g›Uvj †dv‡m©i `vwq‡Z¡i †P‡q Wv³vi‡`i `vwqZ¡ †Kvb As‡kB Kg ¸iæZ¡ c~Y© bq|  

(6) Wv³vi‡`i †¶‡Î †cÖl‡Y e`wj m¤úyY©fv‡e wbwl× Ki‡Z n‡e| XvKvq K¨Ývi BÝwUwUD‡U hw` GK Rb MvBwb Wv³vi‡K †cÖl‡Y 

wb‡qvM †`qv nq wZwb †mLv‡b wM‡q wK Ki‡eb| Mwmwcs K‡i Ab¨‡K wW÷ve© Kiv Qvov Zvi Avi Kivi wKQyB _vK‡e bv|  

(7) Dc‡Rjv nvmcvZv‡j Kg©iZ Wv³viMY‡K BDwbqb Iqvix †ivMx †`Lvi `vwqZ¡ eÈb K‡i †`qv †h‡Z cv‡i|  

(8) †h mKj †gwkbvixR wewfbœ nvmcvZv‡j †cÖiY Kiv n‡q‡Q Zv‡K Kvh©¶g ivLvi cÖ‡qvRbxq e¨e ’̄v MÖnY Ki‡Z n‡e Ges wbqwgZ 

e¨envi Ki‡Z n‡e|  

(9) 1-8 ch©šÍ mycvwik ev¯Íevq‡b ïay Awdm Av‡`k Rvwi Kiv Qvov Ab¨ †Kvb KvR †bB| †Kvb Avw_©K ms‡køl I †bB| wKš‘ †`‡ki 

¯^v¯’¨ e¨e ’̄vcbvq Avm‡e GK hyMvšÍKvix Ges Av‡jvob m„wóKvix cwieZ©b| †`‡ki cÖZ¨šÍ AÂ‡ji gvbyl‡K Avi XvKvq †`Šov‡Z n‡e bv| 

XvKvi miKvwi nvmcvZvj ¸‡jv‡Z †ivMxi Qvc A‡bK K‡g Avm‡e| e½ eÜy †kL gywRe †gwW‡Kj wek¦ we`¨vj‡q Specialised 

treatment Gi my‡hvM m„wó n‡e|  

(10) †emiKvwi wK¬wbK/ nvmcvZvj e¨e¯’vcbvi †¶‡Î I Avm‡e GK wekvj weeZ©b| Zv‡`i‡K wbR¯^ Rbej w`‡q Zv‡`i wK¬wbK/ 

nvmcvZvj Pvjv‡Z n‡e| Zv‡Z A‡bK Wv³v‡ii Kg© ms¯’v‡bi my‡hvM m„wó n‡e|  

(11) be m„ó Super Specialised nvmcvZvj Zvi Kvw•¶Z j¶¨ AR©‡b exi `‡c© GwM‡q †h‡Z cvi‡e| Ab¨_vq Specialised 

Hospital Gi fvM¨ eib Kivi R‡b¨ ˆZix _vK‡Z n‡e|  
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K)     Dbœq‡bi FYvZ¥K ZË¡ 

Dbœqb gv‡b n‡”Q DbœwZ| Lvivc Ae¯’v n‡Z fvj Ae¯’vq hvIqv| iæMœ Ae¯’v n‡Z my¯’ Ae¯’vq hvIqv| bxPy c` n‡Z DuPy c‡` c‡`vbœwZ 

cvIqv| Dbœqb gv‡b wk¶vi gvb Dbœqb, cwi‡e‡ki Dbœqb, wPwKrmv e¨e¯’vi Dbœqb, evK ¯^vaxbZv wbwðZ KiY, gvbevwaKvi cwiw¯’wZi 

Dbœqb, wePvi e¨e ’̄vi Dbœqb, b` b`x Lvj wej ~̀lY gy³ KiY, moK e¨e¯’vcbvi Dbœqb, Mb cwienb e¨e ’̄vi Dbœqb, cRvZ‡š¿i mKj 

m¤ú‡`i myi¶v wbwðZ KiY, RbM‡Yi R‡b¨ wbivc` cvwb mieivn e¨e ’̄v wbwðZ KiY, Rbmvavi‡Yi R‡b¨ gvb mb¥Z Avevmb e¨e¯’v 

wbwðZ Kib, Av¸b †bfv‡bvi R‡b¨ ch©vß cvwb mieivn wbwðZ KiY, `~‡h©vM †gvKv‡ejvi R‡b¨ ch©vß cÖ¯ÍywZi wbðqZv weavb, 

Rbmvavi‡Yi R‡b¨ wbivc` - gvbmb¥Z Lvevi cÖvwßi wbðqZv weavb, iv‡óªi mKj ¯Í‡i mykvmb wbwðZKiY, Aeva †fvUvwaKvi wbwðZ 

KiY, Kg©¶g Rb kw³i Rb¨ Kg© ms¯’v‡bi e¨e¯’v wbwðZ KiY, mKj ¯Í‡ii Kg©Rxwe gvby‡li Av‡qi e¨eavb Kwg‡q Avbv- A_©vr gvbe 

Rxe‡bi m‡½ mswkøó mKj d¨±‡ii mvgwMÖK Dbœq‡bi Dci wbf©i Ki‡e †`‡ki Dbœqb|  

GKUv gvbyl‡K my¯’¨ ej‡Z n‡j Zvi †`‡ni cv‡qi Zvjy n‡Z gv_vi Zvjy ch©šÍ cÖ‡Z¨KwU A½ my¯’¨ nIqvUv AZ¨vek¨K| GKUv wkïi 

cÖwZwU A‡½i mymg / e¨vjvÝW Dbœqb n‡jB Zvi c‡¶ my¯’¨ gvbyl wn‡m‡e †e‡o DVv mnR n‡q D‡V| Kv‡iv †`‡ni GK ev GKvwaK A½ 

Amy¯’¨ n‡j Zv‡K my¯’¨ gvbyl ejv hv‡e bv| Amy¯’¨ gvbyl I bvbv cÖKv‡ii Jla †meb K‡i, wcm †gKvi jvwM‡q w`we¨ Pjv‡div Ki‡Q 

mwZ¨ wKš‘ Zv‡K my¯’¨ ejvi †Kv‡bv AeKvk †bB| Kv‡iv kix‡ii wewfbœ ¸iæZ¡c~Y© A‡½i g‡a¨ 2/1 Uv A‡½i A¯^vfvweK Dbœqb / e„w× 

†c‡j I Zv‡K my¯’¨ ejv hv‡e bv| †KD A¯^vfvweK †gvUv n‡j, Kv‡iv cv 2‡Uv A¯^vfvweK j¤^v n‡j, Kvi gv_v A¯^vfvweK e„w× †c‡j - 

Zv‡`i KvD‡KB my¯’¨ ejvi †Kv‡bv AeKvk †bB|  

†Zgwbfv‡e GKUv †`k‡K Dbœqbkxj / DbœZ Kivi Uv‡M©U wb‡q G¸‡Z †M‡j Bnvi cÖwZwU †m±‡ii mymg Dbœqb mvab Kivi cÖ‡Póv Pvjv‡Z 

n‡e| ZvQvov mKj Dbœqb Kg©Kv‡Ûi mydj †hb me©mvaviY †fvM Ki‡Z cv‡i †mUvI wbwðZ Ki‡Z n‡e| mgMÖ †`‡k ỳb©xwZgy³ kvmb e¨e ’̄v 

Kv‡qg Kiv Qvov †`k‡K Dbœqbkxj / DbœZ †Kv‡bv ch©v‡q DbœxZ Kiv m¤¢e bq| GUv‡K wPišÍb mZ¨ e‡j Rvb‡Z n‡e Ges gvb‡Z n‡e|  

‡`k GKUv wekvj welq| iv‡óªi Dbœq‡bi ms‡M A‡bK d¨v±‡ii Dbœq‡bi welq RwoZ| me ¸‡jv d¨v±i‡K GK ms‡M wgwj‡q iv‡óªi 

Dbœqb wb‡q fve‡Z n‡e| iv‡óªi Dbœqb‡K g¨v‡µv †j‡f‡j fve‡Z n‡e| gvB‡µv †j‡f‡j iv‡óªi Dbœqb wb‡q fvevi †Kv‡bv my‡hvM †bB| 

gvB‡µv †j‡f‡j ïaygvÎ †m±ivj Dbœqb mvab Kiv hvq| gvB‡µv †j‡f‡j †m±ivj wKQy †¶‡Î Avgv‡`i A‡bK fvj AR©b I Av‡Q, 

†hgb moK gnvmoK wbg©vY, KY©dzjx Uv‡bj wbg©vY, cÙv eªxR wbg©vY, XvKv kn‡i †g‡Uªv †ij wbg©vY-Gwj‡f‡UW G·‡cÖmI‡q wbg©vY 

BZ¨vw`| †m±ivj Dbœqb Ges AR©‡bi †¶‡Î †hvMv‡hvM Lv‡Zi AR©b m‡e©v”P| Zv m‡Z¡I Avgiv `vex Ki‡Z cvi‡ev bv †h Avgv‡`i 

†hvMv‡hvM e¨e ’̄v‡K Avgiv wek¦gv‡b DbœxZ Ki‡Z m¶g n‡qwQ| †hvMv‡hvM e¨e ’̄v‡K wek¦gv‡b DbœxZ Kivi R‡b¨ Avgv‡`i Av‡iv wKQy 

KvR Ki‡Z n‡e- cvewjK cwienY Kv‡R e¨eüZ mKj j°o S°i gvK©v evm‡K moK †_‡K cÖZ¨vnviµ‡g wek¦gv‡bi Gwm evm Pvjy 

Ki‡Z n‡e, wi·v-wmGbwR- A‡Uvwi·v-†gvUi mvB‡Kj moK-gnvmoK †_‡K cÖZ¨vnvi Ki‡Z n‡e, cY¨ cwien‡b e¨eüZ mKj 

hvbevnb‡K I wek¦gv‡b DbœxZ Ki‡Z n‡e| †ijI‡q e¨e¯’vcbv‡K I wek¦gv‡b DbœxZ Ki‡Z n‡e| wegvb e¨e ’̄vcbv‡K I wek¦gv‡b DbœxZ 

Ki‡Z n‡e| †bŠ-e¨e¯’vcbv‡K I wek¦gv‡b DbœxZ Ki‡Z n‡e| GB KvR ¸‡jv Kivi ciB †Kej Avgiv `vex Ki‡Z cvie Avgv‡`i 

†hvMv‡hvM e¨e ’̄v‡K Avgiv wek¦gv‡b DbœxZ Ki‡Z †c‡iwQ|  

ZvQvov, moK †hvMv‡hvM e¨e ’̄vi Dbœqb w`‡q I †`‡ki mvgwMÖK Dbœqb‡K wPšÍv Kiv hv‡e bv| Dbœq‡bi †ivj g‡Wj wn‡m‡e †`k‡K 

AvšÍR©vwZK AsM‡b cÖ‡R± Kiv hv‡e bv| Ab¨vb¨ mKj †m±‡ii Dbœqb wb‡q I Avgv‡`i KiYxq i‡q‡Q| Avgv‡`i ¯^v¯’¨ LvZ 70-80 

kZvsk AKvh©Ki| XvKv e¨vZxZ mgMÖ †`‡ki miKvwi nvmcvZvj, ¯^v¯’¨ Kg‡cø· miKvwi Wv³viM‡Yi e¨vcK As‡ki Abycw¯’wZi Kvi‡Y 

mvaviY RbMY‡K wPwKrmv †mev w`‡Z e¨_©| ¯̂v¯’¨ Lv‡Z miKvwi e¨‡qi 70-80 kZvsk myweav‡fvMx n‡”Q †emiKvwi nvmcvZvj Ges 

wK¬wbK| Dc‡Rjv Ges †Rjv ch©v‡q miKvwi wPwKrmv †mev bv †c‡q †ivMx wb‡q mevB XvKvgyLx|wKš‘ XvKv‡Z I mywPwKrmv wgj‡Q bv| 

                                                      
*      hyM¥ mwPe (Ae.)| B-†gBj: mustafa_js@yahoo.com 

https://bea-bd.org/site/member-details/674
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mywPwKrmvi cÖZ¨vkvq mvg_¨©evb iæMxiv mevB cÖwZ‡ekx fviZ wKsev _vBj¨v‡Û Mgb Ki‡Q| Avgv‡`i ¯^v¯’¨ A_©bxwZ A‡bKvs‡k we‡`k 

wbf©ikxj n‡q c‡o‡Q| f‚wg A_©bxwZi Ae¯’v I †Zgb GKUv fv‡jv bq| evsjvi gnvb †bZv e½eÜy †kL gywReyi ingv‡bi ¯^v¶‡i 

RvwiK…Z The Land Holding Limitation Order, 1972 (cwievi wcQy 100 weNv wmwjs) Ges f‚wg ms¯‹vi Aa¨v‡`k, 1984 

(cwievi wcQy 60 weNv wmwjs) GL‡bv gvV ch©v‡q Kvh©Ki nqwb| G‡Z K‡i †`‡k be¨ Rwg`viZ‡š¿i m„wó n‡q‡Q| wk¶v Lv‡Zi 

Ae¨e¯’vcbv wb‡q I Rbg‡b i‡q‡Q e¨vcK Am‡šÍvl| e¨vsK Lv‡Zi e¨e¯’vcbv I AZ¨šÍ bvRyK| we ỳ¨r Lv‡Zi Ae¨e¯’vcbvq RbRxeb 

wech©¯Í| MÖvgxY A_©bxwZi †¶‡Î I Avkve¨ÄK †Kv‡bv AMÖMwZ †bB| ch©Ub A_©bxwZi †¶‡Î I Avgv‡`i †Zgb †Kv‡bv AMÖMwZ †bB|  

 

QUADRANT System e¨envi K‡i Dbœq‡bi gvÎv cwigvc 

A_©bxwZ‡Z Negative Utility graphicall cÖ`k©‡bi R‡b¨ GB Quadrant System e¨envi Kiv n‡q _v‡K| †`‡ki A_©‰bwZK 

Dbœq‡bi gvÎv cwigvc Kivi R‡b¨ wek¦ e¨vsK gv_v wcQy Avq‡K e¨envi K‡i _v‡K| wKš‘ ïay gvÎ gv_v wcQy Avq w`‡q Dbœq‡bi gvÎv 

cwigvc Kiv n‡j mwVK dj cvIqv hv‡e bv| aiæb, Avgv‡`i †`‡ki 5 kZvsk †jvK †`‡ki mKj Dbœqb g~jK Kg©h‡Ái 60-70 

kZvsk DcKvi‡fvMx| Zv‡`i gv_vwcQy Avq me©wbgœ av‡c _vKv 5 kZvsk †jv‡Ki gv_vwcQy Avq †_‡K 80 ¸Y †ewk| gv_vwcQy Av‡qi 

G‡Zv wekvj e¨eavb we`¨gvb †i‡L gv_v wcQy Avq w`‡q †`‡ki A_©‰bwZK AMÖMwZi cwigvc Kiv mwVK †Kv‡bv c×wZ bq| Ab¨w`‡K 

GKUv †`k DbœZ †`‡ki cÖwZØÜx nevi Kvi‡Y A_©‰bwZK wb‡lavÁv w`‡q †mB †`‡ki A_©bxwZ‡K ¶wZMÖ¯Í K‡i gv_vwcQy Av‡qi wbix‡L 

†mB †`k‡K wbgœ ga¨g Av‡qi †`k wn‡m‡e MY¨ Kiv I †hŠw³K bq †hgb, Bivb| gv_v wcQy Avq w`‡q Dbœq‡bi gvÎv cwigvc Kivi 

†¶‡Î A‡bK ÎæwU weP¨ywZ we`¨gvb _vKvq gv_vwcQy Av‡qi m‡½ Av‡iv 2Uv d¨v±i‡K †hvM Kivi Avek¨KZv i‡q‡Q - †mUv n‡”Q mykvmb 

Ges m¤ú‡`i mylg e›Ub| m‡e©v”P 5 kZvsk Avi me©wbgœ 5 kZvsk Gi gv_vwcQy Av‡qi e¨eavb 10 ¸‡Yi †ewk n‡Z bv cviv| myZivs 

gv_vwcQy Av‡qi wbix‡L wek¦ e¨vsK KZ©…K Dbœq‡bi gvÎv cwigv‡ci †¶‡Î cÖPyi ÎæwU weP¨ywZ we`¨gvb _vKvq weKí cš’vq Quadrant 

System e¨envi K‡i wbf©yjfv‡e Dbœq‡bi gvÎv cwigvc Kiv †h‡Z cv‡i|  

Avgiv X-axis w`‡q Dbœq‡bi me †m±i ¸‡jv‡K GK m‡½ cwigvc Ki‡Z cvwi| Avevi GK GKUv †m±i‡K GKK fv‡e I cwigvc 

Ki‡Z cvwi| cÖwZv †m±‡i Dbœq‡bi †cQ‡b †h A_© e¨q n‡”Q †mUv X-axis G cÖ`k©b Kiv †h‡Z cv‡i| Z‡e cÖK‡íi ms‡M †Kv‡bv 

ai‡Yi Negative Aspects RwoZ _vK‡j †mUv X-axis Gi Negative Side G P‡j hv‡e| GKB fv‡e Y-axis w`‡q Avgiv 

Dbœqb‡K cwigvc Ki‡Z cvwi| aiæb, moK -gnvmoK Dbœqb Gi †¶‡Î evsjv‡`‡ki PgrKvi AR©b i‡q‡Q| wKš‘ †mB moK gnvmoK 

Dbœq‡bi m‡½ I `yb©xwZi welqUv RwoZ _vKvq, XvKv knimn mKj kn‡i cvewjK cwien‡bi R‡b¨ e¨eüZ evm mvwf©m‡K wek¦gv‡b 

DbœxZ bv Kivq - moK gnvmoK Dbœq‡bi R‡b¨ hv e¨q Kiv n‡q‡Q †mUv X-axis Gi FYvZ¥K cv‡k †`Lv‡Z n‡e| KviY MY-cwienY 

†hvMv‡hvM †m±‡ii GKUv Ab¨Zg ¸iæZ¡c~Y© A½| Avi Dbœqb-‡K Y-axis Gi abvZ¡K cv‡k †`Lv‡Z n‡e| Zvi gv‡b GUvi Ae¯’vb n‡”Q 

4th quadrant G| Z‡e GKKfv‡e ¯^v¯’¨ Ges wk¶v LvZ c‡o hv‡e 3rd Quadrant G †hLv‡b Both X & Y Coefficients are 

Negative. we ỳ¨r LvZ c‡o hv‡e 4_© †Kvqv‡Wª‡›U|  

†`‡ki mKj Lv‡Zi mvgwMÖK Dbœqb mvwaZ bv n‡j Avgiv Dbœq‡bi gvÎv cwigvc Kivi R‡b¨ First Quadrant where both the 

Coefficients (XY) are positiv e¨envi Ki‡Z cvi‡ev bv| hZ¶Y ch©šÍ evsjv‡`k mKj †m±‡ii mvgwMÖK Dbœqb mvab K‡i First 

Quadrant G XyKvi R‡b¨ Qualify Ki‡Z bv cvi‡e ZZ¶Y ch©šÍ evsjv‡`k‡K 2nd, 3rd or 4th Quadrant Gi †h‡Kv‡bv GKwU‡Z 

†d‡j Dbœq‡bi gvÎv cwigvc Ki‡Z n‡e| Avgvi aviYv evsjv‡`k Gi Dbœqb Kg©KvÛ eZ©gv‡b †h Ae¯’vq Av‡Q †m Ae¯’vq evsjv‡`‡ki 

Dbœq‡bi gvÎv cwigv‡ci R‡b¨ 4th Quadrant e¨envi KivB n‡e m‡e©vËg cš’v| †m Ae¯’vq evsjv‡`‡ki Dbœq‡bi AMÖMwZ n‡e 

FYvZ¥K| GUvB n‡”Q Dbœq‡bi FYvZ¥K ZË¡ (THE NEGATIVITY THEORY OF DEVELOPMENT). 

`yb©xwZi i‡q‡Q Multiplier Impact & Adverse Conséquences ỳb©xwZ hw` †Kv‡bv †`‡ki kvmb e¨e¯’vq Zvi Aw¯ÍZ¡ wUwK‡q ivL‡Z 

m¶g nq Zvn‡j †m †`k‡K wcwQ‡q _vK‡Z n‡e| `yb©xwZ †Kv‡bv †`k‡K KL‡bv First Quadrant G cÖ‡ek Ki‡Z †`‡e bv|  

†Kv‡bv Dbœqb cÖK‡íi e¨q hw` B”QvK…Zfv‡e A‰bwZK D‡Ïk¨ PwiZv_© Kivi gvb‡l A¯^vfvweK fv‡e e„w× Kiv n‡q _v‡K †mB iƒc 

cÖK‡íi ev¯Íevqb e¨q wb‡q Rbg‡b cÖ‡kœi D‡`ªK K‡i|‡mUv I P‡j hv‡e X-axis Gi FYvZ¥K cv‡k|  

aiæb, GKwU cÖK‡íi ev¯Íevqb e¨q wba©viY Kiv n‡jv 20 nvRvi †KvwU UvKv| GB ev¯Íevqb e¨q I †KD N‡i e‡m wba©viY K‡iwb| 

wdwRwewjwU ÷vwW K‡i, †UKwbK¨vj cix¶v wbix¶v K‡i, cÖKí ev¯ÍevqbKv‡j †hb evowZ †Kv‡bv LiP bv jv‡M, gvjvgv‡ji evRvi `i 

hvPvB K‡i †h‡Kv‡bv cÖK‡íi ev¯Íevqb e¨q wba©viY Kiv n‡q _v‡K| GB ev¯Íevqb e¨‡qi g‡a¨ I wVKv`v‡iii jvf Ges AcÖZ¨vwkZ 



34 

Lv‡Z e¨q BZ¨vw` AšÍf©y³ _v‡K| cÖKíwU hw` 20 nvRvi †KvwU UvKvi g‡a¨ e¨q mxwgZ †i‡L h_vmg‡q ev¯Íevqb KvR †kl Kiv hvq 

Zvn‡j KZ©…c¶ GB iƒc cÖKí ev¯Íevq‡bi R‡b¨ †MŠievwš^Z †eva Ki‡ZB cv‡ib|  

wKš‘ cÖK‡íi e¨q hw` A‰bwZK D‡Ïk¨ PwiZv_© Kivi AwfcÖv‡q evi evi ms‡kvab K‡i e„w× Kiv nq Zvn‡j Rbg‡b ev¯Íevqb e¨q wb‡q 

msk‡qi D‡`ªK K‡i| aiæb evi evi ms‡kvab K‡i D³ cÖK‡íi e¨q wba©viY Kiv n‡jv 80 nvRvi †KvwU UvKv| ev¯ÍevqbKvj e„w× K‡i 

wba©viY Kiv n‡jv 3 eQ‡ii ¯’‡j 7 eQi wKsev 10 eQi| ev¯Íevqb e¨q Ges mgq wb‡q Rbg‡b Am‡šÍvl weivRgvb _vK‡e|RbMY aviYv 

Ki‡e cÖKí ev¯Íevq‡b `yb©xwZ‡K cÖkÖq †`evi Kvi‡Y cÖK‡íi ev¯Íevqb e¨q A¯^vfvweKfv‡e e„w× cv‡”Q| `yb©xwZi welqUv‡K avgvPvcv 

†`evi GKUv Ac‡KŠkj n‡”Q axi MwZ‡Z cÖK‡íi ev¯Íevqb KvR GwM‡q †bqv| †h me cÖKí ev¯Íevq‡b `yb©xwZi AvkÖq †bqv n‡e †mme 

cÖKí ev¯Íevqb wb‡q Me© Kivi gZ wKQy _vK‡e bv| KviY GB mKj cÖKí ev¯Íevq‡bi ms‡M ỳb©xwZi `yM©Ü †j‡M _vK‡e| Giƒc Dbœqb 

e¨q I P‡j hv‡e X-axis Gi FYvZ¥K cv‡k| 

Zv Qvov e¨emvqx, wVKv`vi, Puv`vevR Ges ev Í̄evqbKvix KZ©…c‡¶i A‰bwZK Avw_©K ¯^v_© PwiZv_© Kivi gvbwlKZv cÖmyZ AcÖ‡qvRbxq 

cÖKí m¤ú` bv n‡q iv‡óªi Rb¨ †evSv n‡q `uvovq| iv‡óªi Af¨šÍixY Drm wKsev ˆe‡`wkK FY -‡h myÎ †_‡KB GB iƒc cÖKí e¨q 

†gUv‡bv †nŠK bv †Kb -GB iƒc Ace¨q, AcPq †Kv‡bv fv‡eB mg_©b‡hvM¨ bq| ïay Avw_©K AcPqB bq wbg©vYmvgMÖxi I AcPq n‡”Q| 

†h f‚wgi Dci wbg©vY KvR Kiv n‡q‡Q †mB f‚wg‡K bó /Ace¨envi Kiv n‡”Q| cwi‡e‡ki Dci Gi weiæc cÖfve co‡e|RvnvsMxi bMi 

wek¦we`¨vjqmn wewfbœ wk¶v cÖwZôv‡b GB iƒc AcÖ‡qvRbxq cÖK‡íi ev¯Íevqb †mBme cÖwZôv‡bi cwi‡e‡ki Dci weiæc cÖfve 

†dj‡Q|GB iæc Dbœqb e¨q I P‡j hv‡e X-axis Gi FYvZ¥K cv‡k| 

F‡Yi A‡_© GB iƒc AcÖ‡qvRbxq cÖK‡íi ev¯Íevqb ivóª‡KB SyuwKi g‡a¨ †dj‡e| FY `vZv we‡`kx ms¯’v mg~‡ni KvQ †_‡K mve©‡fŠg 

M¨vivw›Ui wewbg‡q mKj ai‡Yi FY MÖnY Kiv n‡q _v‡K| ivóª‡K my‡` Avm‡j mgy`q F‡Yi A_© Pyw³i kZ© †gvZv‡eK h_vmg‡q 

cwi‡kva Ki‡Z n‡e| Puv`vevR Puv`vi A_© wb‡q †K‡U co‡e, cÖKí ev Í̄evq‡bi ms‡M RwoZ e¨w³iv Zv‡`i Kwgkb †c‡q Zyó _vK‡e, 

wVKv`vi jv‡fi A_© †c‡q Zvi fv‡M¨i cwieZ©b NUv‡e, cÖfvekvjx ivR‰bwZK / AivR‰bwZK e¨w³iv Zv‡`i ¯^v_© nvwm‡j †Kv‡bv iƒc 

Kvc©Y¨ Ki‡e bv -mevB Zv‡`i wbR¯^ ¯^v_© PwiZv_© Kiv wb‡q gnve¨ Í̄| cÖK‡íi ms‡M mswkøó e¨w³iv cÖK‡íi A_© e¨q K‡i cÖ‡gv` åg‡Y 

†Zv we‡`k hv‡ebB ms‡M Avevi gš¿Yvj‡qi KZ©ve¨w³‡`i I wb‡q hv‡eb| KviY gš¿Yvj‡qi KZ©ve¨w³‡`i mš‘ó ivLvUv Lye Riæwi GKUv 

welq| ZvQvov we‡`k hvevi miKvwi Av‡`k †Zv gš¿Yvjq †_‡KB Rvix Ki‡Z nq| cÖK‡íi ev¯Íevqb e¨q ms‡kvab Ki‡Z gš¿Yvj‡qi 

mb¥wZ Ges mycvwi‡ki cÖ‡qvRb c‡o| ev¯Íevqb, cwiex¶Y I g~j¨vqb wefvM Ges cwiKíbv wefvM †h‡Kv‡bv cÖK‡íi cÖKí c¯Íve cvk 

†_‡K ïiæ K‡i, m‡iRwg‡b cwiex¶Y-g~j¨vqb Ges cÖK‡íi evowZ e¨q cÖ¯Íve Aby‡gv`‡b ¸iæZ¡c~Y© fywgKv cvjb K‡i _v‡K| we‡`k 

åg‡Yi †¶‡Î Zv‡`i‡K AšÍf©y³ KivUv I Avek¨K n‡q c‡o| cÖK‡íi A_© e¨q K‡i †Kbv bZyb bZyb Rxc Mvoxi cÖwZ I A‡b‡Ki 

bRi c‡o _v‡K| AvRKvj gš¿Yvjq, AvBGgBwW Ges cwiKíbv wefv‡M Kg©iZ mnKvix mwPe †_‡K ïiæ K‡i Da©Zb cÖvq mKj 

Kg©KZ©vB wewfbœ cÖK‡íi Rxc Mvox A‰bwZKfv‡e e¨env‡ii my‡hvM wb‡”Qb|  

 wKš‘ cÖK‡íi AvIZvq wbwg©Z feb, AvevwmK feb wKsev †nv‡ój Ae¨eüZ c‡o _vKj|FY `vZv ms¯’v my‡` Avm‡j Zv‡`i F‡Yi A_© 

Av`vq K‡i wbj| miKvi GB wel‡q bxieZv cvjb Kij| m‡PZb RbmvaviY GB RvZxq cÖKí †`‡L wei³ †eva K‡i _v‡K| 

Rbmvavi‡Yi Kv‡Q miKv‡ii fveg~wZ© webó n‡e| RbMY g‡b Ki‡e miKvi mykvm‡bi cwie‡Z© Ackvmb Pvjv‡”Q| miKv‡ii fveg~wZ© 

D¾j Ki‡Z n‡j cÖKí ev¯Íevqb Gi †¶‡Î we`¨gvb `yb©xwZ‡K `yi K‡i mykvmb Kv‡qg Ki‡Z n‡e| AcÖ‡qvRbxq cÖKí ev¯Íevqb †_‡K 

`~‡i m‡i Avm‡Z n‡e| ïay `~‡i m‡i AvmvB h‡_ó bq| miKvi‡K GB e¨vcv‡i AZ¨šÍ K‡Vvi Ae¯’v‡b †h‡Z n‡e| †h mKj Kg©KZ©v GB 

RvZxq AcÖ‡qvRbxq cÖKí cÖ¯Íve cÖYqb K‡i cwiKíbv Kwgk‡b †cÖiY Ki‡e Zv‡`i weiæ‡× k„•Ljvg~jK e¨e¯’v MÖnY K‡i PvKwiPz¨wZi 

e¨e ’̄v MÖnY Ki‡Z n‡e hv‡Z K‡i fwel¨‡Z †KD GB RvZxq KvR Ki‡Z mvnm bv cvq| 

F‡Yi A_© e¨q K‡i K¨vcvwmwU wewìs cÖK‡íi Aax‡b miKvwi Kg©KZ©v‡`i we‡`‡k wejvm ågY †Kv‡bv fv‡eB mg_©b‡hvM¨ bq| mKj 

ai‡Yi ˆe‡`wkK F‡Yi A_© my‡` Avm‡j wiRvf© dvÐ †_‡K cwi‡kva Ki‡Z nq| GUv K‡Zv ¸iæZ¡c~Y©, wiRvf© dv‡Ð NvUwZ †`Lv w`‡j 

ˆe‡`wkK FY wb‡q †mB NvUwZ †gUv‡Z nq| †h‡nZy mve©‡fŠg M¨vivw›Ui wewbg‡q ˆe‡`wkK FY †bqv n‡q _v‡K †m‡nZy F‡Yi wKw¯Í 

cwi‡kv‡a †Kv‡bv iæc wej¤^ Kiv hv‡e bv| Kv‡RB K¨vcvwmwU wewìs cÖKí‡K AcÖ‡qvRbxq cÖKí wn‡m‡e we‡ePbv K‡i GB RvZxq cÖKí 

m¤ú~Y©&iæ‡c wbwl× Kiv Avek¨K|  

miKv‡ii †h mKj ms¯’vi wbR¯^ Avq i‡q‡Q Zviv Zv‡`i wbR¯^ Avq w`‡qB Dbœqb cÖKí MÖnY I ev Í̄evqb Ki‡e- GUvB nIqv DwPr 

miKv‡ii bxwZ| wKš‘ wbR¯̂ Znwe‡j cÖ‡qvRbxq A_© _vKv m‡Ë¡ I miKvwi ms¯’v¸‡jv K‡R©i A_© w`‡q Dbœqb cÖKí MÖn‡Y A‡bK †ewk 

AvMÖnx| Gi KviY n‡”Q K‡R©i A‡_© M„nxZ cÖK‡í we‡`k md‡ii e¨e¯’v _vK‡e, bZyb wRc Mvwo µ‡qi e¨e¯’v _vK‡e, K‡R©i A_© 
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cwi‡kva Ki‡e miKvi| cwiKíbv Kwgk‡bi DwPZ †hme ms¯’vi wbR¯^ Avq _vKv m‡Z¡I ˆe‡`wkK F‡Yi A‡_© cÖKí wb‡Z AvMÖnx 

Zv‡`i KvQ †_‡K ˆe‡`wkK F‡Yi mgcwigvY A_© Av`vq K‡i wb‡q iv‡óªi †KvlvNv‡i Z_v wiRvf© dv‡Ð Rgv `v‡bi e¨e¯’v Kiv|  

ˆe‡`wkK FY wbf©i Dbœqb cÖK‡íi cÖKí e¨q 8 †_‡K 10 ¸Y e„w× cvq| wbR¯^ A‡_© 20 †KvwU UvKv w`‡q †h cÖKí ev¯Íevqb Kiv m¤¢e 

ˆe‡`wkK FY w`‡q †mB GKB cÖKí ev¯Íevqb Ki‡Z PvB‡j cÖKí e¨q †e‡o `uvov‡e 160 †KvwU UvKv †_‡K 200 †KvwU UvKv| ZvQvov 

cÖK‡íi GB iæc e¨q e„w× `yb©xwZ‡K DrmvwnZ K‡i _v‡K| 

`yb©xwZi i‡q‡Q Multiplier Impact & Adverse Conséquences. ỳb©xwZ hw` †Kv‡bv †`‡ki kvmb e¨e¯’vq Zvi Aw¯ÍZ¡ wUwK‡q 

ivL‡Z m¶g nq Zvn‡j †m †`k‡K wcwQ‡q _vK‡Z n‡e| `yb©xwZ †Kv‡bv †`k‡K KL‡bv First Quadrant G cÖ‡ek Ki‡Z †`‡e bv|  

hZw`b ch©šÍ †`‡k mykvmb Kv‡qg Kiv bv hv‡e ZZw`b ch©šÍ †`‡ki A_©bxwZ abvZ¡K †Kvqv‡Wª‡›U G cÖ‡ek Kivi †hvM¨Zv AR©b Ki‡Z 

cvi‡e bv| †`‡ki Dbœqb Kg©KvÛ hZ¶Y ch©šÍ 1st Quadrant G cÖ‡ek Ki‡Z bv cvi‡e ZZ¶Y ch©šÍ †`‡ki A_©bxwZi †Kv‡bv ai‡Yi 

abvZ¡K AR©b (Positive Achievement) †`Lv‡bvi †Kv‡bv my‡hvM †bB| wbgœ ga¨g wKsev ga¨g Av‡qi †`k Aek¨B abvZ¡K AR©b| 

First Quadrant G cÖ‡ek Kivi c~‡e© †Kv‡bv †`k‡K wbgœ ga¨g wKsev ga¨g Av‡qi †`k wn‡m‡e †NvlYv Kivi †Kv‡bv AeKvk †bB| 

mykvmb Kv‡qg K‡i †h mKj †`k 1st Quadrant G cÖ‡ek Ki‡Z cvi‡jv bv †m mKj †`k‡K ïaygvÎ gv_v wcQy Av‡qi myPK e¨envi 

K‡i wek¦ e¨vsK KZ©…K wbgœ ga¨g Av‡qi †`k e‡j †NvlYv Kiv cy‡ivcywi A‡hŠw³K| Aek¨ Gi †cQ‡b wek¦ e¨s‡Ki GKUv Ac‡KŠkj 

KvR K‡i _v‡K| Least Developed Countries wn‡m‡e GB mKj †`k wek¦ e¨vsKmn Ab¨vb¨ `vZv ms ’̄vi KvQ †_‡K ¯^í my‡` †h 

Fb myweav †cZ Zv wbgœ ga¨g Av‡qi †`k wn‡m‡e Avi cv‡e bv| ZvQvov †h me †`k‡K wbgœ ga¨g Ges ga¨g Av‡qi †`k e‡j †NvlYv 

Kiv nj †mB me †`‡ki miKvi GUv‡K ivR‰bwZK nvwZqvi wn‡m‡e e¨envi Kivi my‡hvM cv‡e| †`k Zv‡`i kvmbvax‡b DbœwZi gnv 

†mvcv‡b GwM‡q hv‡”Q - GUv ejvi my‡hvM †b‡e| †`Lyb, wek¦ e¨vsK GK w`‡K ej‡Q evsjv‡`k wbgœ ga¨g Av‡qi †`‡k DbœxZ n‡q‡Q 

Avi Ab¨ w`‡K ej‡Q evsjv‡`‡ki 17 †KvwU †jv‡Ki g‡a¨ 12 †KvwU 10 j¶ †jvK ¯^v¯’¨mb¥Z Lvevi †L‡Z cv‡i bv A_©vr ¯^v¯’¨ mb¥Z 

Lvevi µq Kivi mvg_¨© Zv‡`i †bB (Atlas of Sustainable Development Goals 2023 - cÖ_g Av‡jv 7 RyjvB, 2023)| 

evsjv‡`k wbgœ ga¨g Av‡qi †`‡k DbœxZ n‡j Zvi 71 kZvsk †jvK †Kb ¯^v¯’¨ mb¥Z Lvevi wK‡b †L‡Z cvi‡e bv? 

‡h †`‡ki 71 kZvsk †jv‡Ki ¯^v¯’¨m¤§Z Lvevi wK‡b LvIqvi mvg_¨© †bB †m †`‡ki gvbyl A_© K‡ó w`b hvcb Ki‡Q e‡j MY¨ Kiv †h‡Z 

cv‡i| Giƒc Ae¯’vq iv‡óªi c¶ †_‡K 71 kZvsk †jvK‡K A_© mnvqZv †`evi Avek¨KZv i‡q‡Q hv‡Z K‡i Zviv ¯^v¯’¨ mb¥Z Lvevi 

wK‡b †L‡Z cv‡i| m‡e©v”P av‡c Ae¯’vbKvix iv‡óªi KvQ †_‡K me©vwaK myweav‡fvMx 5 kZvsk †jv‡Ki Dci AwaK nv‡i Kiv‡ivc K‡i 

GB iæc A_© mnvqZv †`qv †h‡Z cv‡i|  

Kv‡RB †Kv‡bv †`k‡K wbgœ ga¨g wKsev ga¨g Av‡qi †`k †NvlYv Kivi cy‡e© †mB †`k mykvmb Kv‡qg K‡i 1st Quadrant G cÖ‡ek 

Ki‡Z cvi‡jv wKbv †mB welqUv wek¦ e¨vsK‡K Aek¨B we‡ePbvq wb‡Z n‡e| Ackvm‡bi Kvi‡Y GKUv iv‡óªi Gross Domestic 

Product Gi e„n`vsk (60-75 kZvsk) cÖfvekvjx 5 kZvsk †jv‡Ki nv‡Z P‡j †h‡Z cv‡i| 5 kZvsk †jv‡Ki wekvj m¤ú`‡K 95 

kZvsk †jv‡Ki gv‡S AsK K‡l fvM K‡i †`Lv‡bv n‡j 95 kZvsk †jv‡Ki †Zv †Kv‡bv jvf †bB| Zv‡`i fv‡M¨i †Zv †Kv‡bv cwieZ©b 

n‡e bv| †h †`‡ki cÖvq 71 kZvsk †jv‡Ki ¯^v¯’¨ mb¥Z Lvevi µq K‡i LvIqvi mvg_¨© †bB †mB †`k‡K wbgœ ga¨g Av‡qi †`k wn‡m‡e 

†NvlYv Kiv wek¦ e¨vs‡Ki GKUv gnvfyj| †Kv‡bv †`k‡K wbgœ ga¨g wKsev ga¨g Av‡qi †`k wn‡m‡e †NvlYv Kivi c~‡e© †mB †`k 1st 

Quadrant G cÖ‡ek Ki‡Z cvi‡jv wKbv †mUv hvPvB K‡i †`Lvi Avek¨KZv i‡q‡Q|  

1st Quadrant G cÖ‡ek Kivi R‡b¨ evsjv‡`k‡K cvnvo ce©Z wWw½‡q A‡bK `yi c_ cvwo w`‡Z n‡e| †hB gyn~‡Z© evsjv‡`k 1st 

Quadrant G cÖ‡ek Kivi †hvM¨Zv AR©b Ki‡e †mB gyn~‡Z© evsjv‡`k Gi Dbœq‡bi gvÎv wba©viY Kiv †h‡Z cv‡i| evsjv‡`k wbgœ 

ga¨g, ga¨g wKsev DbœZ †Kv‡bv ¯Í‡i DbœxZ nj †mUv †Kej ZLbB wba©viY Kiv †h‡Z cv‡i| 1st Quadrant G XyKvi ci DbœZ †`‡ki 

KvZv‡i †h‡Z evsjv‡`‡ki 5 †_‡K 10 eQ‡ii †ewk mgq jvM‡e bv e‡j Avkv Kiv hvq|  

 

L) †`‡k wÎ-avivi A_©bxwZ wµqvkxj  

†`‡k GLb wÎ-avivi wÎgvwÎK fqsKi A_©bxwZ Pvjy i‡q‡Q| GB wel‡q Kv‡iv my¯úó aviYv †bB e‡jB cÖZxqgvY n‡”Q| wmwcwW ej‡Z 

†P‡q‡Q `yB A_©bxwZi K_v| Zv‡`i e³e¨ wbgœiƒc- 
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Ò2 A_©bxwZ-Avgiv Avev‡iv GK †`‡k 2 A_©bxwZi c‡_ P‡j hvw”Q| 2010 mv‡ji Lvbv Rwi‡ci Z_¨ Abyhvqx me‡P‡q Kg 5 kZvsk 

Av‡qi gvbyl Avi me‡P‡q †ewk 5 kZvsk Av‡qi gvby‡li g‡a¨Kvi cv_©K¨ wQj 30 ¸Y Avi 2022 mv‡ji Rix‡c †mUv †e‡o `uvwo‡q‡Q 

80 ¸YÓ- cÖ_g Av‡jv-24 wW‡m¤^i-2023| welqwUi ¸iæ‡Z¡i gvÎvq wmwcwWÕi GB UyKz e³e¨ h‡_ó bq|  

†m hv †nvK, Avgvi aviYv †`‡k GLb wÎ-avivi wÎ-gvwÎK A_©bxwZ Pvjy i‡q‡Q| cÖ_g MÖæ‡c cÖ_g ¯Í‡i kxl© ¯’vbxq K‡qKRb e¨emvqx 

hv‡`i msL¨v 5 †_‡K 50 Gi g‡a¨ _vK‡e| GB MÖæ‡c GB ¯Í‡i hviv i‡q‡Qb Zv‡`i me©wbgœ m¤ú‡`i cwigvY aiv †h‡Z cv‡i 5 nvRvi 

†KvwU UvKv Avi m‡e©v”P m¤ú‡`i cwigvY n‡Z cv‡i nvRvi j¶ †KvwU UvKv| GB MÖæ‡c wØZxq mvwii abvX¨ e¨w³ hviv i‡q‡Qb Zv‡`i 

m¤ú‡`i m‡e©v”P cwigvY n‡e GK nvRvi †_‡K cuvP nvRvi †KvwU UvKvi g‡a¨| cÖ_g MÖæ‡c `yB ¯Í‡ii abvX¨ e¨w³ wg‡j Gi msL¨v 1 j¶ 

AwZµg Ki‡e bv e‡jB Avgvi Kv‡Q cÖZxqgvb n‡”Q| GB MÖæ‡ci †jvKRb bvbv †KŠk‡j msm`xq Avmb, cÖRvZ‡š¿i m¤úwË, cÖRvZ‡š¿i 

wewfbœ ms¯’vi m¤úwË Ges e¨vs‡K iw¶Z cÖRvZ‡š¿i mvaviY RbM‡Yi Mw”QZ AvgvbZ jyÉb K‡i—meB Zv‡`i `L‡j wb‡q wb‡”Qb| 

miKv‡ii cÖkvmb hš¿ cy‡ivcywi Zv‡`i nv‡Zi gy‡Vvq| RvZxq ivR¯^ †evW© Zv‡`i‡K Ki †iqvZmn Ab¨vb¨ e¨emvwqK mywe‡a w`‡Z GK 

cv‡q `uvwo‡q i‡q‡Qb| evsjv‡`‡ki †QvU eo mKj ivR‰bwZK `jB Zv‡`i c„ô‡cvlKZv MÖnY µ‡g Zv‡`i ¯^v_© myi¶vq e×cwiKi| 

Zviv †Møvevj wmwU‡Rb| ¯^v¯’¨ cix¶vi R‡b¨ gvD›U GwjRv‡e_ Zv‡`i me©wbgœ P‡qm| BD‡ivwcqvb ÷¨vÛv‡W©i Lvevi`vev‡i Zv‡`i AvMÖn 

†ewk _vK‡e| KvbvWvi †eMg cvovmn BD‡iv‡ci †h‡Kv‡bv †`‡k Zv‡`i †m‡KÛ Avevm _vK‡Z cv‡i| Zv‡`i †Q‡j †g‡qiv †ewkifvM 

†¶‡Î BD‡iv‡cB cov‡kvbv K‡i _v‡K| Zv‡`i Pjvi c‡_i g~j gš¿ n‡”Q †h‡Kv‡bv g~‡j¨ †h‡Kv‡bv Dcv‡q cÖRvZ‡š¿i mKj m¤ú` 

wb‡R‡`i Kâvq wb‡q wM‡q wb‡Riv †fvM `Lj Ki‡e Avi †mB m¤ú‡`i GKUv ¶y`ª Ask cÖRvZ‡š¿i Kg©Pvix Ges ivR‰bwZK †bZv 

Kg©x‡`i gv‡S wewj‡q w`‡q Zv‡`i wejvmx Rxeb‡K wb®‹›UK K‡i ivL‡e| miKv‡ii Dbœqb Kvh©µ‡gi AvbygvwbK 60-70 kZvsk 

DcKvi‡fvwM n‡”Qb GB cÖ_g MÖæ‡ci ¯^í msL¨K †jvKRb|¯^v¯’¨ Lv‡Z miKvwi wewb‡qv‡Mi 70-80 kZvsk DcKvi‡fvMx n‡”Qb GB 

MÖæ‡ci ¸wUK‡ZK e¨emvqx| kxl© ¯’vbxq e¨emvqxiv Zv‡`i wb‡R‡`i‡K Rwg`vi wn‡m‡e we‡ePbv K‡i _v‡Kb| cÖRvZ‡š¿i mvaviY 

RbMY‡K Zviv cÖRv wn‡m‡e we‡ePbv K‡i _v‡Kb| cÖRvZ‡š¿i Kg©Pvix‡`i‡K Zviv we‡ePbv K‡i _v‡Kb-Zv‡`i‡K †mev w`‡Z eva¨ 

Kg©Pvix wn‡m‡e|  

Avi wØZxq MÖæ‡c i‡q‡Q GK †KvwU UvKvi D‡aŸ© wKš‘ GK nvRvi †KvwU UvKvi wb‡gœi †jvKRb| GB MÖæ‡c _vK‡e gvSvix ai‡Yi 

e¨emvqx, cÖRvZ‡š¿i Kg©Pvix Ges ivR‰bwZK `‡ji †bZv-Kg©x| G‡`i msL¨v †`‡ki mvgwMÖK Rb‡Mvôxi 4 kZvsk Gi g‡a¨ _vK‡e e‡j 

Avgvi aviYv| cÖRvZ‡š¿i Kg©Pvixiv bvbv Kvq`vq iv‡óªi KvQ †_‡K my‡hvM myweav Av`vq K‡i wb‡”Qb Avi cÖ_g MÖæ‡ci †jvK‡`i‡K 

cÖRvZ‡š¿i m¤úwË-m¤ú` `L‡ji my‡hvM Ges e¨emvwqK ¯̂v_© myi¶vi wewbg‡q wKQy Avw_©K mywe‡a Av`vq K‡i wb‡Z m`v Zrci| GB 

MÖæ‡ci †jvKRb ivóªxq my‡hvM myweavi AvbygvwbK 20 kZvsk myweav‡fvMx| GB MÖæ‡ci †jvKRb I mgv‡R mycÖwZwôZ Ges wejvmx Rxeb 

hvc‡b Af¨¯Í| cÖRvZ‡š¿i Kg©Pvixiv my‡hvM †c‡j wb‡R‡`i †Q‡j †g‡q‡`i‡K we‡`k cvwV‡q w`‡”Qb D”P wk¶v MÖnY Ges ¯’vqxfv‡e 

emevm Kivi R‡b¨| Zv‡`i g‡a¨ †KD †KD †eMg cvovq evwo µq K‡i wejvmx Rxeb hvc‡bi ¯^‡cœ wbN©yg ivwÎ hvcb K‡i _v‡Kb| 

PvKwii gvSLv‡b †Kv‡bv my‡hvM Ki‡Z cvi‡jB Zviv wb‡Riv BD‡ivc, Av‡gwiKv wKsev KvbvWvq P‡j †h‡Z wØav‡eva K‡ib bv| 

cÖRvZ‡š¿i Kg©Pvix‡`i PwiÎUv‡K Avwg †hfv‡e Dc¯’vcb Ki‡Z Pvw”Q †mUv GB iKg- K·evRvi miKvwi evwjKv we`¨vj‡qi cv‡k¦© 

Aew¯’Z gw›`‡ii Mv‡q wj‡L ivLv †køvKwU GB iKg- Ò‡c‡Z Pvm& †Zv w`‡Z _vwKm&, †hLv‡b †h Ae¯’vq †hfv‡e cvwim&Ó| GB MÖæ‡ci 

†jvKRb I AZ¨šÍ kw³kvjx| Zviv †jvKRb‡K †VwK‡q wKQy Av`vq K‡i †bevi mvg_¨© iv‡L| ivR‰bwZK †bZv Kg©xiv †Zv Puv`vevwR‡K 

A‡bKUv †ckv wn‡m‡e MÖnY K‡i‡Qb|  

cÖ_g Ges wØZxq MÖæ‡ci †jvKR‡bi wWKkbvwi †_‡K bxwZ-‰bwZKZv kã `y‡Uv wejyß n‡q wM‡q‡Q| Zv‡`i Rxe‡bi GKgvÎ j¶¨ n‡”Q 

- †h‡Kv‡bv Dcv‡q m¤ú` AR©b K‡iv Avi †fvM K‡iv|  

Z„Zxq MÖæ‡c i‡q‡Q GK †KvwU UvKvi bx‡P hv‡`i A ’̄vei m¤úwË i‡q‡Q Zviv| G‡`i msL¨v †`‡ki mvgwMÖK RbmsL¨vi AvbygvwbK 95 

kZvsk| Zviv ivóªxq Dbœqb Kvh©µ‡gi AvbygvwbK 20 kZvsk myweav‡fvMx| GB 95 kZvsk †jvKR‡bi Avw_©K Ae ’̄v LyeB Lvivc| Zviv 

miKvi‡K ¶gZvq emvq Zv‡`i DbœZ Rxeb hvc‡bi cÖZ¨vkvq| wKš‘ miKvi ¶gZvi gmb‡` Av‡ivnY K‡i KvR K‡i _v‡K cÖ_g I wØZxq 

MÖæ‡ci 5 kZvsk †jvKR‡bi Rxeb gvb Dbœq‡bi R‡b¨ -GUv Zv‡`i A „̀‡ói cwinvm| Zviv †h cÖRvZ‡š¿i gvwjK Zvi mvsweavwbK ¯̂xK…wZ 

_vK‡j I ivóªxq ¯̂xK…wZ Zviv Av`vq K‡i wb‡Z cv‡ibwb-ivóªxq Kv‡R K‡g© Zvi †Kv‡bv cÖwZdjb †bB| Zv‡`i †Q‡j †g‡q‡`i‡K we‡`k 

cvwV‡q w`‡q wk¶v`v‡bi mvg_ ©̈ Zv‡`i †bB| †`‡k wek¦ gv‡bi wk¶v e¨e ’̄v bv _vKvq Zviv Zv‡`i †Q‡j †g‡q‡`i‡K Dchy³ wk¶vq wkw¶Z 

K‡i M‡o Zyj‡Z cvi‡Qb bv| †Q‡j †g‡q‡`i K‡g© wb‡qvM Kiv wb‡q ỳwðšÍvq Zviv iv‡Î Nygv‡Z cv‡ib bv| †Rjvq-Dc‡Rjvq miKvwi ¯̂v ’̄¨ 

e¨e ’̄v Wv³vi‡`i e„nr As‡ki Kg© ’̄‡j Abycw ’̄wZRwbZ Kvi‡Y AKvh©Ki _vKvq Zviv miKvwi ¯̂v ’̄¨ †mev †_‡K I ewÂZ|cywó mb¥Z Lvev‡ii 

K_v Zviv wPšÍvB Ki‡Z cv‡ib bv| m„wóKZ©v Qvov Zv‡`i †`Lvi †KD †bB| m„wóKZ©v wKš‘ †Kv‡bv Ae ’̄v‡ZB Kv‡iv cÖwZ †Kv‡bv iæc Ab¨vh¨ 



37 

wKQy K‡ib bv| Z‡e m„wóKZ©v cÖ‡Z¨K m„wói AbyK~‡j Zvi m¤ú‡`i hZUyKz eivÏ K‡i †i‡L‡Qb †mwU Zv‡K Av`vq K‡i wb‡q †fvM Ki‡Z 

n‡e| †mwU Av`vq K‡i †fvM Ki‡Z bv cvi‡j Zv‡K D‡cvl †_‡K gi‡Z n‡e- Zvi ỳf©v‡M¨i R‡b¨ MÖóv‡K `vqx K‡i †Kv‡bv jvf †bB| 

aiæb 1Uv QvM‡ji 3Uv ev”Qv| `y‡ai evU `y‡Uv| `y‡Uv ev”Qv `y‡Uv evU w`‡q me mgq `ya †U‡b †L‡q Zv wbt‡kl K‡i †d‡j| Avi 3q 

ev”QvwU Zv †P‡q †P‡q †`‡L wKš‘ `ya cvbiZ `y‡Uv ev”Qvi 1Uv‡K †Rvi K‡i mwi‡q w`‡q `ya cvb Kivi †Póv 3q ev”QvwU K‡i bv| `y‡Uv 

ev”Qv †cU cy‡i †L‡q evU Qvovi ci 3q ev”QvwU evU PvU‡Z _v‡K - wKš‘ ev‡U †Zv `ya †bB| Gfv‡e bv †L‡q 3q ev”QvwU `~e©j n‡Z 

_v‡K Avi GK mgq KsKvjmvi n‡q c‡o| mªóv †Zv Zvi †i‡hK w`‡q‡Qb wVKB wKš‘ †mB †i‡hK †m †fvM Ki‡Z cvi‡jv bv| mªóv‡K Kx 

†mRb¨ `vqx Kiv hv‡e? †`‡ki 95 kZvsk †jv‡Ki Ae¯’v n‡”Q QvM‡ji 3q ev”QvwUi g‡Zv| 95 kZvsk †jv‡Ki †i‡hK eve` m„wóKZ©v 

hv eivÏ K‡i‡Qb †mUv Zviv †fvM Ki‡Z cvi‡Qb bv - Zv‡`i †mB †i‡hK †Rvi cye©K jy‡Ucy‡U wb‡q †fvM Ki‡Qb cÖ_g I wØZxq MÖæ‡ci 

5 kZvsk †jvKRb| PyovšÍ wePv‡ii w`‡b †mB `vq †_‡K Zviv †KD Zv‡`i‡K i¶v Ki‡Z cvi‡eb bv| 3q MÖæ‡ci †jvKR‡bi i‡q‡Q 

k³kvjx e¨w³Z¡| wL‡`i R¡jvq †c‡Ui wfZi BU †eu‡a c‡o _v‡K wKš‘ Kv‡iv m¤ú` Pywi Kivi Rb¨ Zviv Zv‡`i cweÎ nvZ e¨envi K‡i 

bv| cÖRvZ‡š¿i †Kv‡bv Kg©Pvixi KvQ †_‡K †mev wb‡Z †M‡j eLwkk w`‡qB Zviv †mev MÖnY K‡i _v‡K| m¤úwËi bvg Rvixi Av‡e`b 

Ab-jvB‡b `vwLj Kivi R‡b¨ Zv‡`i‡K †fÐv‡ii Kv‡Q aY©v w`‡Z nq| GbwRI-‡`i KvQ †_‡K Pov my‡` Zv‡`i‡K A_© KR© wb‡Z nq| 

GbwRIi Pov my‡`i wKw¯Í UvKv wVK g‡Zv cwi‡kva Ki‡Z bv †c‡i A‡b‡K AvZ¡nZ¨v Ki‡Z I eva¨ n‡q _v‡K| 3q MÖæ‡ci 95 kZvsk 

Gi 71 kZvsk Rb‡Mvôx Pig A_© K‡ó w`b hvcb K‡i _v‡K|  

mvgwMÖKfv‡e Avgv‡`i A_©bxwZi Ae¯’vUv n‡”Q—e¨emvqx‡`i kw³kvjx MÖæc g‡b K‡i _v‡K cÖRvZ‡š¿i m¤úwË—cÖRvZ‡š¿i RbM‡Yi 

e¨vs‡K Mw”QZ wekvj As‡Ki AvgvbZ—ZvivB †fvM `Lj Ki‡eb †h‡Kv‡bv Dcv‡q—†mR‡b¨ iv‡óªi bxwZ wba©viYx ¶gZv Zv‡`i nv‡Z 

_vKv PvB| ivR‰bwZK Ges AivR‰bwZK Avgjviv †f‡e _v‡K—†fvM `L‡ji †mB my‡hvM - ÒAvgiv †Zvgv‡`i‡K K‡i †`e wKš‘ †mRb¨ 

†Zvgv‡`i‡K I wKQy GKUv Ki‡Z n‡e- e¨emvqxiv Reve w`‡q _v‡K - †mUvi †Kv‡bv Amyweav n‡e bv—Avgiv Avgv‡`i mva¨vbyhvqx †Póv 

Ki‡ev Avcbv‡`i Lykx Kivi R‡b¨Ó| Z„Zxq MÖæ‡ci Ae¯’vb n‡”Q ïay †P‡q †P‡q †`‡L _vKv| cÖ_g `yB MÖæc RgKv‡jv Kbmv‡U©i g‡Â 

D‡V bvP Mvb K‡i DËvj Avb‡›` Zviv gv‡Zvqviv Avi `k©‡Ki mvwi‡Z e‡m 3q MÖæc w¶‡`i R¡vjv ey‡K aviY K‡i I †mUv †`‡L Avb›` 

Dc‡fvM Ki‡Qb| 95 kZvsk mvaviY RbMY mwZ¨B gnvb| 

 GB 95 kZvsk †jvKRb GUvI eyS‡Z cv‡i bv †h Zv‡`i †i‡h‡Ki eivÏ †_‡K 80-90 kZvsk cÖ_g `yB MÖæ‡ci †jvKRb WvKvwZ K‡i 

wb‡q wb‡”Q wKsev jyÉb K‡i wb‡q hv‡”Q| Zviv †f‡e _v‡Kb mªóv Zv‡`i R‡b¨ †i‡hK wn‡m‡e hv eivÏ K‡i‡Qb †mUv Lye †ewk wKQy bq 

Ges †mUv Zviv cv‡”Qb| Bmjvgx Iqv‡qR¡xb Ges ag© wekvi`iv I Zv‡`i‡K GKBfv‡e eyS w`‡q _v‡Kb| BmjvwgK ¯‹jvi‡`i I GB 

wel‡q Áv‡bi mxgve×Zv i‡q‡Q e‡j Avgvi aviYv| ivRbxwZwe`, A_©bxwZwe`, mykxj mgvR Kv‡iv GB wel‡q cwi®‹vi/¯^”Q aviYv †bB 

e‡j Avgvi aviYv| KviY Avwg †hfv‡e welqUv‡K we‡kølY KiwQ †mfv‡e KvD‡K fve‡Z wKsev we‡kølY Ki‡Z †`wLwb| GB wel‡q 

wjLvi cy‡e© Avwg wb‡R I Gfv‡e KL‡bv fvwewb|  

aiæb, G‡`‡ki 17 †KvwU †jvKR‡bi R‡b¨ mªóvi c¶ †_‡K 100 wewjqb BD Gm Wjvi Gi m¤ú` eivÏ Kiv nj| GUv‡KB 17 †KvwU 

†jv‡Ki †i‡hK wn‡m‡e MY¨ Ki‡Z n‡e| 17 †KvwU †jvK mgnv‡i Zv fvM K‡i †bevi K_v|KviY GUvB Zv‡`i †i‡hK| wKš‘ 17 †KvwU 

†jv‡Ki GB wel‡q †Kv‡bv ¯^”Q aviYv †bB| 100 wewjqb BD Gm Wjvi Gi cy‡ivUv Avevi K¨vk I bq| G‡Z _vK‡e K…wlRvZ cY¨, 

grm¨ m¤ú`, cÖRvZ‡š¿i gvwjKvbvaxb m¤úwË, e¨vs‡K Mw”QZ UvKv, mvaviY exgv K‡c©v‡ik‡bi AwR©Z wcÖwgqvg, ˆe‡`wkK mvnvh¨ 

BZ¨vw`|aiæb, cÖ_g MÖæ‡ci 1 j¶ †jvKRb bvbv Q‡j e‡j †KŠk‡j 60 wewjqb Wjv‡ii m¤ú` Zv‡`i `L‡j wb‡q wb‡Z m¶g nj| 

wØZxq MÖæ‡ci 4 kZvsk †jvKRb 20 wewjqb BDGm Wjvi Gi m¤ú` Zv‡`i `L‡j wb‡Z cvi‡jv| ev`evKx 20 wewjqb Wjvi Aewkó 

_vKj 95 kZvsk A_©vr 16‡KvwU 15 j¶ †jv‡Ki R‡b¨| GB mvgvb¨ A_© w`‡q Zv‡`i byb Avb‡Z cvbZv dzivq Ae¯’v| Zviv ¯^v¯’¨ 

mb¥Z Lvevi wK‡b Lv‡e wK w`‡q?GUv n‡”Q evsjv‡`‡ki ev¯Íe wmbvwiI| †m Kvi‡YB G‡`‡ki 12 †KvwU 10 j¶ †jvK ¯^v¯’¨ mb¥Z Lvevi 

wK‡b †L‡Z cv‡i bv| iv‡óªi bxwZ wba©viK‡`i‡K welqUv wb‡q †f‡e †`Lvi AeKvk i‡q‡Q| 

M) mykvmb Kv‡qg Kiv Qvov AvMvgx GK nvRvi eQ‡i I †`k‡K DbœZ †`‡ki KvZv‡i wb‡q hvIqv m¤¢e n‡e bv  

mykvmb gv‡b n‡”Q †`‡ki mKj †¶‡Î b¨vqwfwËK kvmb e¨e¯’v Pvjy Kiv| me©‡¶‡Î `yb©xwZ‡K mg~‡j D‡”Q` Kiv| `yb©xwZi gvÎv‡K 

wR‡iv-‡Z wb‡q Avmv| e¨y‡iv‡µmx‡KI `jxq cÖfvegy³ Ki‡Z cviv| wePvi e¨e ’̄v‡K kZ fvM `jxq cÖfvegy³ Ges kZfvM `yb©xwZgy³ 

ivLv| AvBb k„•Ljv i¶vKvix evwnbx‡K `jxq cÖfvegy³ Ges kZfvM `yb©xwZgy³ ivLv|`yb©xwZ `gb Kwgkb‡K `jxq cÖfvegy³ Ges 

`yb©xwZgy³ Kiv| wk¶v½b‡K QvÎ ivRbxwZ gy³ K‡i wek¦gv‡bi wk¶v e¨e¯’v Pvjy Kiv| ivRbxwZ‡K e¨emvwq‡`i ivûMÖvm †_‡K gy³ Kiv, 

cwi”Qbœ ivRbxwZi weKvk NUv‡bv| e¨vswKs e¨e ’̄vcbv wek¦gv‡b DbœxZ Kiv| cvewjK cwienY e¨e¯’v‡K wek¦gv‡b DbœxZ Kiv| Lvj-b`x 



38 

Lbb -cybtLbb, `~lbgy³ Ges A‰ea `Ljgy³ Kiv, cwiKwíZ Dcv‡q miKvwi e¨e¯’vcbvq kZfvM RbM‡Yi Rb¨ Avevm‡bi cwiKíbv 

cÖYqb Ges ev¯Íevqb Kiv| nvIi, evIi, Lvj, wej BZ¨vw` fivU K‡i †kÖYx cwieZ©b wbwl× Kiv| fvé-‡nW Gi e¨envi wbwl× Kiv| 

miKv‡ii ¯^v¯’¨ LvZ‡K e¨emvqx‡`i ¯^v‡_© e¨envi bv K‡i Rb¯^v‡_© e¨envi Kiv, mve©Rbxb wPwKrmv †mev Pvjy Kiv Ges wek¦gv‡b DbœxZ 

Kiv| AveR©bv e¨e¯’vcbv‡K wek¦gv‡b DbœxZ Kiv|  

mykvm‡bi wecixZ kã n‡”Q Kzkvmb| Kzkvmb ke`Uv ïb‡Z fvj ïbvq bv| we‡k¦i wewfbœ †`‡k wewfbœ kvm‡Ki Kzkvm‡bi Kvi‡Y 

RbRxeb wech©¯Í| wKš‘ †Kv‡bv kvmKB GB K_v ¯^xKvi Ki‡Z PvB‡e bv †h wZwb ỳtkvmb Pvjv‡”Qb|  

evsjv‡`‡k `yb©xwZ Av‡Q wKsev w`b w`b Zv †e‡oB P‡j‡Q †mB K_vwU Avwg ej‡Z Pvw”Q bv| GB wel‡q bewbhy³ cÖavb wePvicwZi 

gZvgZ D‡jøL Ki‡Z Pvw”Q| cÖavb wePvicwZ wn‡m‡e wb‡qvM cvIqv wePvicwZ Ievq`yj nvmvb e‡j‡Qb, Ò`yb©xwZ GKUv K¨vbmv‡ii 

g‡Zv KvR Ki‡Q me©Î| GwU Ggb bq †h ïay wePvi wefv‡MB Av‡Q, Ggb bq †h GUv ïay Ab¨ †Kv‡bv wefv‡M Av‡Q- GUv me 

RvqMv‡ZB wKQy bv wKQy Av‡Q| `yb©xwZ Kgv‡bvi B”Qv _vK‡j GwU wKQy bv wKQy Kgv‡bv hv‡eB| mvgvwRK cwieZ©b bv Avb‡j ïay AvBb 

Av`vjZ K‡i GB mgvR‡K mwVK c‡_ Avbv hv‡e bvÒ -cÖ_g Av‡jv -14-9-2023|  

`yb©xwZ‡K jvjb, †cvlY, †ZvlY Ges cÖ‡gvU K‡i we‡k¦i †Kv‡bv †`k mb¥yLcv‡b GwM‡q wM‡q‡Q A_©vr DbœZ n‡Z †c‡i‡Q - GB iƒc 

†Kv‡bv bRxi †bB| D`vniY wn‡m‡e wm½vcyi‡KB Avb‡Z Pvw”Q| GK mgq ejv nZ `yb©xwZ wK wRwbm Zv Rvb‡Z, eyS‡Z Ges wkL‡Z 

PvB‡j -wm½vcyi hvI| Avi 2 nvRvi mv‡ji ïiæ‡Z †mUv kZfvM cv‡ë †Mj| ZLb †_‡K ejv n‡”Q, kZfvM `yb©xwZgy³ †`k †`L‡Z 

PvB‡j Òwm½vcyi hvI|Ò hZw`b ch©šÍ wm½vcyi miKvi `yb©xwZ‡K AvkÖq - cÖkÖq, jvjb -cvjb Ges †ZvlY K‡i A_©bxwZ‡K PvsMv Ki‡Z 

†P‡qwQj ZZw`b ch©šÍ wKš‘ wm½vcyi DbœZ †`‡ki KvZv‡i †cŠuQy‡Z cv‡iwb| `yb©xwZ‡K kZ fvM wbg©~j K‡i mykvmb Kv‡qg K‡i cuvP †_‡K 

`k eQi mg‡qi g‡a¨B wm½vcyi DbœZ †`‡ki KvZv‡i †cŠu‡Q hvq|  

wm½vcyi AwZ ¶y`ª GKUv †`k| GB †`‡ki †bB †Zgb †Kv‡bv cÖvK…wZK m¤ú`-‡bB wgVv cvwbi †Kv‡bv †mvm© -wgVv cvwb Avg`vwb Ki‡Z 

nq cÖwZ‡ewk †`k gvj‡qwkqv †_‡K| †bB K…wlRwg-‡bB wkí KviLvbv Kivi g‡Zv ch©vß Rwg| GwU 22 wK‡jvwgUvi cÖk¯Í Ges 44/45 

wK‡jvwgUvi ˆ`N¨© AvqZ‡bi GKwU †QvU kni /‡QvU †`k| GB †`‡ki miKvi hw` wba©vwiZ cwiKíbvi AvIZvq kZfvM cwievi‡K DuPy 

fe‡b emev‡mi e¨e¯’v Ki‡Z cv‡i Zvn‡j Avgiv †Kb †mUv Ki‡Z cvie bv? †mB †`k hw` kZfvM †jvK‡K kZfvM cwiï× cvwb 

mieivn Ki‡Z cv‡i Avgiv †Kb †mUv cvi‡ev bv ? †mB †`‡ki gv_vwcQy Avq hw` nq 91 nvRvi 100 Wjvi Zvn‡j Avgiv †Kb †mB 

ch©v‡q Avgv‡`i gv_vwcQy Avq‡K DbœxZ Ki‡Z cvie bv? Avgv‡`i gv_vwcQy Avq gvÎ 2 nvRvi 621 Wjvi (wek¦ e¨vsK-2023)| 

wm½vcy‡ii wPwKrmv e¨e¯’v we‡k¦i A‡bK DbœZ †`‡ki †P‡q I DbœZ| Avgiv †K‡bv †mB j¶¨ AR©‡b KvR K‡i †h‡Z cvie bv ?  

‡KD nq‡Zv cÖkœ Ki‡Z cv‡ib, wm½vcyi AwZ ¶y`ª GKUv †`k| †mB †`‡ki m‡½ Avgv‡`i †`‡ki Zyjbv Ki‡j Pj‡e wK K‡i? 

Avgv‡`i‡K ¯§iY ivL‡Z n‡e wm½vcyi cÖPyi RbmsL¨vi †QvU GKUv †`k| Avgv‡`i I cÖPyi RbmsL¨vi †QvU GKUv †`k| GB wg‡ji 

Kvi‡Y Avgv‡`i I A‡bK cwiKíbv Ki‡Z n‡e wm½vcyi g‡Wj‡K gv_vq †i‡L| wm½vcyi‡K ev` w`‡q hw` Avgiv Pxb, Zyi¯‹, 

A‡÷ªwjqvmn c„w_exi †h‡Kv‡bv DbœZ †`‡ki ms‡M Avgv‡`i †`k‡K Zyjbv Kwi Zvn‡j Avgiv wK †mB me †`‡ki ch©v‡q Avgv‡`i 

†`k‡K DbœxZ Ki‡Z †c‡iwQ?¯^vaxbZv AR©‡bi 52wU eQi †Zv BwZg‡a¨ AwZµvšÍ|  

wKQy wKQy †¶‡Î Avgv‡`i A‡bK fvj AR©b Av‡Q - †hgb moK gnvmoK wbg©vY, KY©dzjx Uv‡bj wbg©vY, cÙv eªxR wbg©vY, XvKv kn‡i 

†g‡Uªv †ij wbg©vY, Gwj‡f‡UW G·‡cÖmI‡q wbg©vY BZ¨vw`| †m±ivj Dbœqb Ges AR©‡bi †¶‡Î †hvMv‡hvM Lv‡Zi AR©b m‡e©v”P| Zv 

m‡Z¡I Avgiv `vex Ki‡Z cvi‡ev bv †h Avgv‡`i †hvMv‡hvM e¨e¯’v‡K Avgiv wek¦gv‡b DbœxZ Ki‡Z m¶g n‡qwQ| †hvMv‡hvM e¨e¯’v‡K 

wek¦gv‡b DbœxZ Kivi R‡b¨ Avgv‡`i Av‡iv wKQy KvR Ki‡Z n‡e- cvewjK cwienY Kv‡R e¨eüZ mKj j°o S°i gvK©v evm‡K moK 

†_‡K cÖZ¨vnviµ‡g wek¦gv‡bi Gwm evm Pvjy Ki‡Z n‡e, wi·v-wmGbwR- A‡Uvwi·v- †gvUi mvB‡Kj moK -gnvmoK †_‡K cÖZ¨vnvi 

Ki‡Z n‡e, cY¨ cwien‡b e¨eüZ mKj hvbevnb‡K I wek¦gv‡b DbœxZ Ki‡Z n‡e| †ijI‡q e¨e ’̄vcbv‡K I wek¦gv‡b DbœxZ Ki‡Z 

n‡e| wegvb e¨e ’̄vcbv‡K I wek¦gv‡b DbœxZ Ki‡Z n‡e| †bŠ-e¨e¯’vcbv‡K I wek¦gv‡b DbœxZ Ki‡Z n‡e| GB KvR ¸‡jv Kivi c‡iB 

†Kej Avgiv `vex Ki‡Z cvie Avgv‡`i †hvMv‡hvM e¨e¯’v‡K Avgiv wek¦gv‡b DbœxZ Ki‡Z †c‡iwQ|  

f‚wgi †¶‡Î Avgv‡`i wKQy AR©b Av‡Q, B-wgD‡Ukb, AbjvB‡b f‚wg Dbœqb Ki cÖ`vb, BZ¨vw`| GB AR©b‡K Lye eo GKUv wKQy ejvi 

g‡Zv Ae¯’vq Avgiv hvBwb| B-wgD‡Ukb Gi †¶‡Î AbjvB‡b Av‡e`b Kivi R‡b¨ wbixn RbmvaviY‡K †h‡Z n‡”Q _vW© cvwU© †fÐv‡ii 

Kv‡Q, †mLv‡b cÖ‡qvRbxq A_© e¨q K‡i Zv‡K AbjvB‡b `iLv¯Í Ki‡Z n‡”Q| AbjvB‡b `iLv¯Í Kivi ci Av‡e`bKvix‡K f‚wg Awd‡m 

†`Šov‡Z n‡”Q, ïbvwb‡Z nvwRi _vK‡Z n‡”Q| wmsMvcyimn Ab¨b¨ DbœZ we‡k¦ AbjvB‡b Av‡e`b Kivi ci Av‡e`bKvix‡K Abvek¨K 

†`ŠoSuvc wKsev ïbvbx‡Z nvwRi n‡Z nq bv| f‚wg gš¿Yvjq Bnvi gvwjKvbvaxb cvnvo-ce©Z, b`x-Lvj-we‡ji A‰ea e‡›`ve¯Í (PP©v 
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g¨v‡ci wfwË‡Z) Kvh©µg eÜ Ki‡Z cv‡iwb, b`x-Lvj-wej, cvnvo-ce©Z A‰ea `Ljgy³ Ki‡Z cv‡iwb, e½eÜyi ¯^v¶‡i RvixK…Z The 

Land Holding Limitation Order, 1972 Gi gva¨‡g cwievi wcQy wba©vwiZ 1 kZ weNv wmwjs Ges f‚wg ms¯‹vi Aa¨v‡`k, 1984 

Gi gva¨‡g cwievi wcQy wba©vwiZ 60 weNv mxwjs gvV ch©v‡q GL‡bv Kvh©Ki Ki‡Z cv‡iwb| GB `y‡Uv AvBb AKvh©Ki _vKvq wKQy 

e¨emvqx Ges abvX¨ cwievi cÖPyi m¤úwË µq K‡i be¨ Rwg`vix cÖwZôv Ki‡Z m¶g n‡”Q|  

cve©Z¨ PÆMÖv‡g kvwšÍ Pyw³ K‡i I kvwšÍ Avbv hvqwb| eis AkvwšÍ, cvnvo-ce©‡Zi Lvm f‚wg A‰eafv‡e AvZ¡mvZ, †m‡Ujviiv cvnvo-ce©‡Zi 

~̀M©g AÂ‡j ’̄vqx emwZ ’̄vcb K‡i wb‡R‡`i Ae ’̄vb‡K Av‡iv my „̀p K‡i hv‡”Q| cve©Z¨ PÆMÖvg‡K AkvšÍ †i‡L †`‡ki Dbœqb m¤¢e bq|  

Avwki `k‡K wk¶v †m±‡i gvwdqv P‡µi AbycÖ‡ek N‡U‡Q| cÖkœ e¨vsK, GgwmwKD cÖ_v cÖeZ©b, Bs‡iRx MÖvgvi wk¶v‡K Ae‡njv, 

bvbvwea A‡hŠw³K cÖKí MÖnY, BZ¨vw`i gva‡g wk¶v LvZ‡K †KvwPs wbf©i, evwYwR¨KxKiY K‡i e¨vcKfv‡e ¶wZMÖ¯Í Kiv n‡q‡Q| 

wk¶v †m±‡i `ye©…ËP‡µi Aeva wePiY mg‡qi cwiµgvq `„p †_‡K `„pZi n‡q‡Q| wk¶vi gv‡bi µgvebwZ n‡Z n‡Z gnvmyo‡½i 

Zjvbx‡Z wM‡q †V‡K‡Q| bxwZwba©vi‡Kiv wk¶vi gvb, gvwdqv P‡µi Ae¯’vb Ges Zv‡`i KzgZje m¤ú‡K© †gv‡UB kw¼Z bq| Zviv 

wb‡RivB A‡bKUv gvwdqv P‡µi wbqš¿‡Y| gvwdqv P‡µi wbqš¿‡Y Ae¯’vb K‡i Zv‡`i weiæ‡× Ae¯’vb †bqvi †Kv‡bv my‡hvM Zv‡`i †bB| 

Zv‡`i wbqš¿‡Y eo eo cÖKí ev¯ÍevwqZ n‡”Q—G‡ZB Zviv A‡bK †ewk AvZ¡Z„wß jvf Ki‡Qb|  

†`‡ki ¯^v¯’¨ LvZ cy‡ivcywi kw³kvjx gvwdqvP‡µi wbqš¿‡Y| miKvwi nvmcvZv‡ji wPwKrmv e¨e¯’vi Dbœq‡b miKvi wb‡qvwRZ Wv³vi‡`i 

Abxnv, miKvwi nvmcvZv‡j miKvicÖ`Ë wPwKrmvmvgMÖx-hš¿cvwZ Ae¨eüZ Ae¯’vq Ah‡Zœ †d‡j †i‡L bó Kiv, AcÖ‡qvRbxq A¯¿cPv‡i 

eQ‡i 10 j¶ 80 nvRvi wkïi Rb¥ †emiKvwi nvmcvZvj/ wK¬wb‡K `vwqZ¡ cvj‡bi e¨vcv‡i miKvi wb‡qvwRZ Wv³viM‡Yi AwZ Drmvn, 

†`‡ki wPwKrmv e¨e ’̄vq Av¯’v nvwi‡q we‡`‡k wM‡q wPwKrmv †bevi nvi µgvš^‡q †e‡oB P‡j‡Q, BZ¨vw`| ¯̂v¯’¨ Lv‡Z miKv‡ii †h 

wewb‡qvM Zvi 70-80 kZvsk DcKvi‡fvMx n‡”Q †emiKvwi nvmcvZvj I wK¬wbK| mvaviY RbM‡Yi ¯^v¯’¨‡mev wbwðZ bv K‡i †emiKvwi 

nvmcvZvj, wK¬wbK‡Ki e¨emvq‡K cÖ‡qvRbxq Wv³vi, bvm© Ges mv‡cvwU©s ÷vd w`‡q mnvqZv w`‡q hvIqvB †hb miKv‡ii ¯^v¯’¨ 

gš¿Yvj‡qi GKgvÎ KvR| G‡Z K‡i miKvwi ¯^v¯’¨LvZ RbmvaviY‡K ¯^v¯’¨ †mev w`‡Z e¨_© n‡”Q| hv‡`i evB‡i wM‡q wPwKrmv †mev MÖnY 

Kiv m¤¢e bq Zviv g„Zz¨‡K ¯^vMZ Rvbv‡”Q wKsev c½yZ¡ eiY K‡i ciwbf©ikxj Rxeb hvc‡b eva¨ n‡”Q|  

Avgv‡`i †`‡ki kni, e›`i, MÖvg—†Kv‡bvwUB cwiKwíZfv‡e M‡o DV‡Q bv| kni e›`i gvby‡li emev‡mi R‡b¨ SywKc~Y© †_‡K hv‡”Q| 

kni¸‡jvi †ewki fvM GjvKvq dvqvi mvwf©‡mi Mvwo cÖ‡e‡ki g‡Zv cÖk Í̄ iv Í̄v †bB| Avevi †hLv‡b dvqvi mvwf©‡mi Mvox cÖ‡ek Kivi g‡Zv 

iv Í̄v Av‡Q †mLv‡b Av¸b wbqš¿Y Kivi g‡Zv ch©vß cvwb cvevi g‡Zv †Kv‡bv Drm †bB| f‚wg K‡¤úi ¶q¶wZ †gvKv‡ejvi †¶‡Î I bvbv 

cÖwZK~j cwiw ’̄wZ †gvKv‡ejv Ki‡Z n‡e| cwiKwíZfv‡e MÖvgxY Rbc` M‡o bv DVvi Kvi‡Y K…wl Rwg bó K‡i bZyb bZyb evwo I Ab¨vb¨ 

’̄vcbv wbg©vY KvR Pjgvb i‡q‡Q| G‡Z K…wl Rwgi cwigvY µgvš̂‡q K‡g hv‡”Q, cyiv‡bv evwoi Rwg A‡bKUv cwiZ¨³ Ges Ae¨eüZ †_‡K 

hv‡”Q| GB iƒc Pj‡Z _vK‡j mgMÖ cjøx GjvKv MÖvgxY Rbc‡` iæcvšÍwiZ n‡e| K…wlRwg, †¶Z, cv_i, e‡j Avi wKQyi Aw Í̄Z¡ iwn‡e bv| 

lv‡Ui `k‡Ki MÖvgxY Rbc‡`i ms‡M eZ©gvb MÖvgxY Rbc‡`i Zyjbv Ki‡j eySv hv‡e wK nv‡i K…wl Rwg wejyß n‡q hv‡”Q|  

evsjv‡`k bvgK f‚LÐwU‡K `yf©vMv ej‡Z n‡”Q| ¯^vaxbZv c~e©eZ©xKv‡j GB AÂjwU mykvmb †_‡K ewÂZ n‡qwQj| A‡bK Z¨vM-

ZxwZ¶v, j¶ j¶ †jv‡Ki Rxe‡bi wewbg‡q e½eÜyi †bZ„‡Z¡ gnvb gyw³hy‡×i gva¨‡g AwR©Z ¯^vaxbZvi my`xN© cÂvkwU eQi I mykvmb 

QvovB AwZµvšÍ n‡q‡Q| GB 50 erm‡i Avgv‡`i AR©‡bi ZvwjKv ch©v‡jvPbv K‡i Avgiv wK Lyu‡R cve ? MYZ‡š¿i myó weKvk GB †`‡k 

N‡Uwb| myófv‡e †fvU `v‡bi AwaKvi Av`v‡qi R‡b¨ 2023 mv‡j I RbMY‡K Av‡›`vjb Ki‡Z n‡q‡Q| ivRbxwZ‡Z e¨emvqx‡`i 

e¨vcK AbycÖ‡ek N‡U‡Q| i‡Ü« i‡Ü« `yb©xwZ Xy‡K c‡o‡Q| msm‡`i AwaKvsk Avmb e¨emvqx‡`i `L‡j| e¨emvqx‡`i ¯^v_© myi¶v K‡iB 

†`‡ki me Kg©KvÐ cwiPvwjZ n‡”Q| msm‡`i AwaKvsk Avmb e¨emvqx‡`i `L‡j †Q‡o w`‡q, e¨emvqx‡`i ¯^v_© myi¶v K‡i †`k 

cwiPvjbv K‡i †`‡ki mylg Dbœqb G‡Kev‡iB Am¤¢e GB K_vwU ivRbxwZK‡`i eySvi †Póv Ki‡Z n‡e| GB iƒc Ae¯’v Ae¨vnZ _vK‡j 

AvMvgx GK nvRvi eQ‡i I †`k‡K DbœZ †`‡ki KvZv‡i mvwgj Kiv hv‡e bv|  

GLb Avgv‡`i Ny‡i `uvov‡Z n‡e| Avgv‡`i wPšÍv fvebvq cwieZ©b Avb‡Z n‡e| ivR‰bwZK `j¸‡jvi cÖPwjZ bxwZ Ges fvebvq 

cwieZ©b Avb‡Z n‡e| ivRbxwZi ¸bMZ gvb DbœxZ Ki‡Z n‡e| ivRbxwZ‡Z fvj fvj †jv‡Ki AbycÖ‡ek‡K DrmvwnZ Ki‡Z n‡e| 

AemicÖvß AmvgwiK Ges mvgwiK Kg©KZ©v‡`i‡K ivRbxwZ‡Z †hvM`v‡b DrmvwnZ Kiv †h‡Z cv‡i| hviv mybv‡gi AwaKvix bq, hv‡`i 

weiæ‡× gvgjv, †gvKÏgv Av‡Q Zv‡`i ivR‰bwZK `‡j †Kv‡bv ¯’vb †`qv hv‡e bv| kvmb e¨e¯’vq Avg~j cwieZ©b Avb‡Z n‡e| 

wbe©vPb‡K kZfvM wb®‹jyl Ki‡Z n‡e| ỳb©xwZ‡K kZfvM wbg©~j K‡i †`‡k mykvmb Kv‡qg Ki‡Z n‡e| mykvmb Kv‡qg Ki‡Z cvi‡j 

†`kwU‡K `k eQi mg‡qB DbœZ †`‡ki ch©v‡q wb‡q hvIqv m¤¢e| mykvmb wbwðZ Kiv †M‡j cuvP eQi mgqKv‡j evsjv‡`‡ki gv_vwcQy 

Avq 10 nvRvi Wjv‡i Ges 10 eQi mgqKv‡j gv_v wcQy Avq 20 nvRvi Wjv‡i DbœxZ Kiv m¤¢e|  
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Abstract 

The present study projected to inspect the performance of agricultural labor market in Birampur Upazila of 

Dinajpur district. A cluster of three villages (Katla, Shibpur and Catra) from Birampur Upazila of Dinajpur 

district was randomly selected for the study. Thirty respondents from each village were selected on a random 

basis from the particular cluster of villages. The pre-tested schedules were used for collection of primary data 

from the selected agricultural labor households during 2022-23. The collected data were processed and 

analyzed by using various statistical and mathematical tools. The frequency of labor credit interlocking was 

much more prominent as compared to labor-land interlocking. More than half of the labor had borrowed 

money from their employers. There was no definite rate of interest on the loaned money from the employers. 

However, the employers recovered very high implicit rate of interest in terms of a number of little owing jobs. 

The labor-land interlocking was, however, yet another form of wage labor since all the inputs were being 

provided by the landowners. It was varied in between 13-17 percent. However, the average wage/day earned 

in this system was slightly higher (TK. 480-500) than the average wage rate in the casual labor system. 

Family size, family income, socioeconomic status of the family and age had a significant effect on the 

probability of an agricultural labor household entering into interlocked arrangements. 

Keywords: agricultural labor market ‧ labor credit interlocking ‧ labor-land interlocking ‧ casual labor system 

 

1.      Introduction 

Labor is the most important input in increasing production in traditional agriculture. In the early stage of 

development, since land was available in plenty increase in labor supply led to the clearing of more land for 

bringing it under cultivation. Labor market in Bangladesh constitutes of three types of market: formal, rural 

informal and urban informal. A small portion of the total labor force, however, works under the formal labor 

market framework.  

Close to 50 percent of Bangladesh's population is primarily employed in agriculture, with more than 70 percent of its 

land dedicated to growing crops (BBS 2019). The rural labor market in Bangladesh, as in many developing countries, is 

usually characterized by certain peculiarities which make a straightforward application of the conventional definition of 

labor force, unemployment, etc. rather unsatisfactory. These 'peculiarities' of rural labor market have a significant effect 

on the availability of labor and their efficiency.   

Therefore, it is important to understand some of the peculiarities in order to put the subsequent discussion in a 

proper standpoint. 
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First, the seasonal nature of agricultural production in these economies causes the demand for labor to vary 

considerably over time, resulting in labor scarcities at certain periods of the year and considerable 

unemployment at other periods. 

Second, as a result of the seasonality’s primarily and the implications these have for fluctuations in earnings and 

poverty levels over time, the size of the rural labor force also varies considerably over time by frequent entries 

into and exits from the labor force. A person who at certain periods of the year is neither employed nor actively 

looking for work (because of the non-availability of jobs, personalized nature of rural labor markets, etc.) may 

seek and get employed at peak periods of demand. 

Third, the rural labor market is characterized by considerable variability in work hours, both over time and over 

activities. In peak periods, a day's work may extend up to 12 hours of intensive field work, whereas in slack 

periods it may fall to about 6 hours a day with reduction in the intensity of work. 

Fourth, rural workers (both self-employed and wage laborer) often engage in more than one economic activity a 

day. As a result, accounting for time spent for different economic activities is difficult, unless one can closely 

observe the switches between different activities and make the time unit for work much smaller than the 

conventional accounting unit of a labor-day. 

The above mentioned 'peculiarities' of rural labor market have a significant effect on the availability of labor. 

Consequently, the concept of interlocked transaction is rising as a significant issue in this sector. The unequal 

distribution of land holding is one of the distinguishing factors in poor socio-economic culture in agriculture. 

This disproportion distribution land holding encourages the lease of the land to make optimum utilization of 

land resources. Therefore, those who have spare land either lease it or hire in labor to make optimum utilization 

of land resources. Correspondingly, those who do not have sufficient land, either lease-in land or hire out the 

labor services to earn livelihood. This circumstance promotes labor markets in agriculture, thus this functioning 

of two markets labor may be complementary, which function independent and simultaneously. 

Therefore, the concept of interlocked transaction is rising as a significant issue in this sector. Consequently, the 

need for a comprehensive and strategic framework within which to consolidate rural labor market has emerged 

as an important issue within the wider policy community. To address such a need, the schoolwork might have a 

say to facilitate the guiding principle to the policy makers so that they may originate effectual policies on the 

subject of sustainable and financially viable advancement of Bangladesh. 

With that in view, this study was conducted to present a detailed the extent of incidence of inter-linkage in the 

labor-land and labor-credit markets, explicit and implicit costs of these contracts and the factors affecting 

interlocking of factor markets. 

In this investigation, Birampur upazilla of Dinajpur district has purposively selected; as it is the area of 

promising development. Then three villages have randomly selected for the detailed study. The pre-tested 

schedules were used for face-to-face interviewing of agricultural labors to collect the primary data for two 

consecutive seasons of the agricultural year 2022-23. The collected data was processed and analyzed by using 

various statistical and mathematical tools of Microsoft Office Excel for achieving objective oriented results.  

 

2.     Problem Statement  

Agriculture laborer can be defined as the involvement of any person in connection with cultivating the soil, or in 

connection with raising or harvesting any agricultural or horticultural commodity, management of livestock, 

bees, poultry etc. The agricultural laborer’s have to face the problems of unemployment and underemployment. 

For a substantial part of the year, they have to remain unemployed because there is no work on the farms and 

alternative sources of employment do not exist. 

In the context of Bangladesh, agricultural labor market and rural labor market means the same depending upon 

their functioning nature. Although there is not a conventional definition which provides an exact description of 

the term, the rural dimension is usually defined by comparing it with its opposite dimension, i.e., the urban 

dimension. The latter, is usually characterized by the superior access to financial, physical, human and social 
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capital, which implies lower rates of labor productivity in the rural sector. As Wiggins and Proctor (2001) point 

out, the term ‘rural’ refers to things of the countryside: “rural areas constitute the space where human settlement 

and infrastructure occupy only small patches of the landscape, most of which is dominated by fields and 

pastures, woods and forests, water, mountain, and desert”. A few formalized facts are commonly acknowledged 

in describing rural areas:  

(i) relative abundance of land and other natural resources, which are immobile; hence, rural areas are 

usually the location for farming;  

(ii)  distance between rural settlements and cities, which implies high costs of movement;  

(iii)   relative poverty of many of the inhabitants, as average incomes are lower in rural areas than in towns 

and cities, with the exception of some rural areas in Bangladesh. 

In this situation, the linked transaction is preferred in as much as because, such interlinking of market shorten 

the controlling power of the stronger section for the reason that there could be partial to operation in any one 

market due to tradition or custom or due to fiscal factors. Again, the interpenetration of the markets permits 

them to throw application in diverse markets and to phase out operation over time as well.  The interlocked 

transactions are among other things, used to ensure contract enforcement, reduce the transaction cost in 

recruiting labor and also to the formation of labor unions. The incidence of interlocking of labor-credit and 

labor-land markets is not only low but also is less exploitative in terms of the explicit and implicit rates of 

interest and wages rate. The factors like ownership of land, family size, dependency ratio, non-farm source of 

income farm assets including livestock, age, literacy, etc. affect the probability of an agricultural labor 

household entering into interlocked arrangements. 

Therefore, for a wide-ranging and strategic framework for consolidating rural labor market it is a prerequisite 

that, it is necessary to pay policy attentiveness in this regard. To discourse such a requirement, the exercise 

might have a say to facilitate the managerial principle to the policy makers so that they may initiate effectual 

policies on the subject of sustainable commercially feasible advancement of Bangladesh. 

 

3.     Rationale of the Study  

Labor is one of the most important inputs in agricultural production. How it is measured and valued is critical 

for establishing the cost of producing agricultural commodities and accurately portraying labor's relative share 

of the total cost of production. The problems of agricultural labor in Bangladesh are as follows: 

 Marginalization of agricultural workers 

 Wages and income issues 

 Employment and working conditions 

 Indebtedness and 

 Low wages for women in agricultural labor. Female agricultural workers are generally forced to work 

harder and paid less than their male counterparts. 

Many economies are characterized by imperfect rural labor markets, due to transaction costs and structural 

impediments, which result in a sub-optimal allocation of labor, lower income of workers and thus constrained 

rural development. To the extent that rural development is the key objective for improving people’s living 

conditions and their income, well-functioning rural labor markets are an essential pre-requisite for rural 

agricultural economies. Therefore, it is crucial to gain insights into the functioning of rural labor markets, by 

looking at the issues of inter-linkage in the labor-land and labor-credit markets, explicit and implicit costs of 

these contracts and the factors affecting interlocking of factor markets. 

In order to understand and describe the functioning of the labor market in rural areas it is crucial to define the 

nature of inter-linkage in the labor-land and labor-credit markets, explicit and implicit costs of these contracts 

and the factors affecting interlocking of factor markets and thus, recognize the main variables of interest. 

The results will provide insights on the functioning of the agricultural labor market and on the policy 

environment. This information will be useful for the subsequent labor development strategies and will provide 
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valuable insights for policies that aim at improving structural and financial development in the agricultural/rural 

labor sector. 

Since the goal of this study is a comprehensive assessment of the rural labor market, a number of 

methodological challenges had to be met simultaneously. Knowing the detailed of this aspect would facilitate 

the planning and implementation of effective rural labor policy in the future. 

 

4.      Objectives of the study 

To study the extent of incidence of inter-linkage in the labor-land and labor-credit markets, explicit and 

implicit costs of these contracts and the factors affecting interlocking of factor markets is necessary to know. 

The aim of the present research work was to study of micro-evidences for agricultural labor market 

functioning in agriculturally developed Birampur upazilla of Dinajpur district. 

The objectives which have been placed within the horizon of this study are as follows: 

i. To identify the incidence of interlocking among casual agricultural labor households 

ii. To identify and quantify the cost of labor-credit interlocking in the study area 

iii. To measure the cost of labor-land interlocking in the study area 

 

5.     A Brief Review of Literatures 

A literature review is a piece of academic writing demonstrating knowledge and understanding of the academic 

literature on a specific topic placed in context. A literature review also includes a critical evaluation of the 

material; this is why it is called a literature review rather than a literature report. 

This part reviews the available literatures that are related to the study. These are as follows: 

Khan et. al. (1981) found that the labor days expended in non-farm activities about 1.5 times higher than those 

in farm activities. Even though non-activities usually subsume non-agricultural activities, the shares of non-

agricultural activities in the two study villages are likely to be higher than agricultural activities. 

Khuda (1982) found that seasonal variation in productive employment is less pronounced for females than 

males. It is hard to see why the females should have more stable employment than males unless he has picked 

up in his sample only the regularly employed females many of whom are primarily engaged as domestic help. 

Bhaduri (1984) on rural labor markets dealt with the issues of interlocked factor markets and captive labor 

focuses that, personalized nature of the labor market as well as bonds, sanctions and interlocked nature of 

different markets can, and often do, create captive labor. Though labor is primarily unskilled and not as 

differentiated as in the urban areas, yet education and skill barriers and lumpy character of certain jobs create 

differentiation and allow only restricted movement of labor. 

Muqtada and Alam (1983) found that workers from small farm households remain more employed than 

workers from other household groups in both the low and rapid agricultural growth areas. Only adjacent to the 

industrial center area do the landless workers have greater employment than other workers. Large farmers are 

generally found to have lower employment. The BIDS study (1985) on the other hand found highest 

employment for the landless and near landless workers. The large farmers were found to have larger 

employment than other household’s phenomenon explained by the greater availability of non-farm activities of 

the larger farmers.  

Rahman & Islam (1986) noted that, First, women worker spends a substantial part of their time in other 

agricultural activities such as livestock rearing, vegetable gardening, etc. Second, a large part of women labor 

time is taken up by post-harvest activities. In fact post-harvest activities and activities related to other 

agricultural operations explain more fourth-fifths of the total labor time devoted to agriculture of female 

workers. Third, junior workers spend more time than female workers in field activities; but like the females, 

they also concentrate more on post-harvest and other agricultural activities, mostly in animal rearing. 
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The analysis of Rahman & Islam (1986) shows that land ownership on the whole does have a rather negative 

impact on labor use, particularly after income increases to a certain level. Education is also found to have a 

negative impact on agricultural labor use but a positive impact on non-agricultural labor use.  Productive use of 

labor by female workers is seen to be negatively affected by both the proportion of children in the family as well 

as by total land area. Both kitchen gardening and the number of livestock per household are found to affect 

female labor use positively. The impact of education on female labor is found to be rather indeterminate.  

Fiendeis et.al. (1991) argued that, The institutionalize perspective provides the rationale for minimum wage 

policies to counter exploitation by providing all workers with a fair wage and, more generally, as an anti-poverty 

policy. This view sees minimum wages both in a rights-based framework and as a social policy. While 

distortionist argues that, if set above the competitive equilibrium wage, a minimum wage can price low-

productivity workers out of the (formal) labor market, hurting exactly those people who were meant to benefit 

from the policy. Moreover, it questions minimum wages as an effective anti-poverty tool, arguing that it is not 

well targeted to poor households, who may be unlikely to have covered workers. 

Brown (1999), in a frequently cited review, concludes that, the minimum wage effect is small (and zero is often 

hard to reject). In its reexamination of the Job Strategy, the OECD (2006) came to a similar conclusion, basing 

its policy advice on - the considerable number of studies have found that the adverse impact of minimum wages 

on employment is modest or non-existent. 

The above review leads us to conclude that, the literature on rural labor market in the context of many 

developing particularly Bangladesh has raised and eventually sustained interesting debates on various aspects of 

the market. 

 

6.     Approaches or Methodologies of the study 

A.    Proposed Area and Sample Selection 

In this investigation, Birampur upazilla of Dinajpur district was purposively selected; as it is the area of 

promising development. Then three villages namely Katla, Shibpur and Catra were randomly selected for the 

detailed study. A cluster of three villages were randomly selected. Based on probability proportion, randomly 

thirty respondents from each village were selected and primary data was collected from the selected agricultural 

labor households.  

 

B.     Data Collection Methods 

The pre-tested schedules were used for face-to-face interviewing of agricultural labors to collect the primary 

data for two consecutive seasons of the agricultural year 2022-23. The collected data were processed and 

analyzed by using various statistical and mathematical tools of Microsoft Office Excel for achieving objective 

oriented results.  

 

C.     Targeting Methodology 

Explicit cost = wage of hired labor, value of seed, manure, fertilizer, irrigation charges etc. 

Implicit cost = interest on loan.  

The cost (both explicit and implicit) of inter linkages of labor-credit and labor-land markets were worked out by 

following the procedure given below: 

Explicit interest = the amount of interest paid on the loans  

Implicit interest= L (Mw - Aw) + (N x Mw) 

Where  

L  =  is the total number of days worked for landlord creditor on a wage less than the   

         prevailing market wage  
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Mw  = the market wage rate  

Aw  = the actual wage received  

N  = the number of days worked without wage for landlord creditor. 

 

The total interest = explicit interest + implicit interest  

The rate of interest = ( i/p ) x 100 

Where 

I = the explicit + implicit interest and  

P = the total amount borrowed 

Likewise, the cost of labor-land inter-linkages will be computed  

The explicit rent = the amount of rent paid  

The implicit rent = L (Mw-Aw) + (N + Mw)  

Total rent = explicit rent + implicit rent  

Where  

L = the number of days worked for the landlord on wages less than market wage  

Mw = the market wage rate  

Aw = the actual wage which he gets and  

N = number of days worked for the landlord without wage. 

 

7.       Results and Discussion 

7.1     Incidence of Interlocking Among Casual Agricultural Labor Households  

Some of the relevant indication establishes the empirical importance of interlinking. Generally, a discussion of 

the reasons for interlinking, the principal-agent and bargaining theoretic approaches are compared and 

contrasted in the context of resource allocation, innovation, and welfare. The discussion refers to rural life and 

its principal actors: farmers, laborers, landlords, tenants, moneylenders, and traders.  

The percent of households involved in labor-credit and labor-land interlocking was very high in all selected 

villages (Table 1). It is yet again evident from the table that, more than 82 % of the selected households were 

observed either borrowing or leasing in land from their employers in the studied cluster area. Additionally, 

labor-credit interlocking was reported extra prominent in comparison to labor-land interlocking.  

 

Table 1: Incidence of interlocking among casual agricultural labor households 

Sl. No. Particulars Villages All 

Katla Shibpur Catra 

1. Land – credit 72 67 62 67.0 

2. Labor-land 13.9 15.8 16.7 15.47 

3. Labor- credit and labor 

land 

13.9 15.8 16.7 15.47 

4. Sample households in 

interlocking 

87.7 83.9 82.01 84.54 

5. Sample households 30 28 29 87 

Source: Field Survey, 2022-23 
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Figure 1. Incidence of interlocking among casual agricultural labor households 

 

7. 2      Causes of Interlocking of Agricultural Markets 

Interlocking often acts as a security against risk. The reason is that, one can recover his loan from the tenants’ 

share of the crop. Thus, the risk of default is reduced through the interlocking of the land (lease) and the credit 

market. Similarly, if there is crop failure due to adverse weather or some natural calamity, the landowner can 

recover his rent by forcing the tenant to supply his labor service free in the next agricultural season. This is 

possible due to interlocking of land (lease) market and labor market. About 79.67 percent replied regarding this 

issue. 

Another reason for such interlocking is to derive some economies or advantages. During the peak season, the 

wage rate goes up due to high demand for labor. But due to inter-market contractual relations (in this case 

between the credit market and labor market) the landowner can get labor services from, the tied laborers at 

lower wage rates. In this way, the wage cost of the landowner becomes much less than it would be in the 

absence of interrelation between these two markets. On an average, 33.01 percent responded concerning this 

issue. 

Finally, interlocking of different markets acts as a money-substitute. In some parts of the area, the exchange 

system still exists. Commodities are directly exchanged for commodities. But the success of this system requires 

double coincidence of wants which is created through the interlocking of different markets in agriculture. On an 

average, 15.47 percent answered relating to this issue. 

 

Table 2: Causes of Interlocking of Agricultural Markets 

Sl. No. Particulars Villages All 

Katla Shibpur Catra 

1. Risk reduction 81 79 79 79.67 

2. Economic security 31 34 32 33.01 

3. Money substitute 13 15 16 15.47 

Source: Field Survey, 2022-23 
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Figure 2. Causes of Interlocking of Agricultural Markets 

Risk reduction Economic security Money substitute

 

 

7. 3     Cost of Labor-Credit Interlocking 

Two things identified that requires considerable influence over its analysis. First, where information is 

concerned, there is the distinction between not knowing what sort of being one is dealing with, which may result 

in adverse selection, Second, the problems of contractual enforcement and determined, or avoidance by 

borrowers are given a prominent place. Again, a third theme shoots from these exits from the framework of 

complete and competitive markets—namely, how the scope for strategic behavior is resolved in balance.  

The amount borrowed in the interlocked transactions varied from Tk. 2690 in Katla to Tk. Tk.2410 in Catra 

(Table 2). The frequency of borrowing varied between 2.00 in Katla to 3.00 in Shibpur. No sample household 

reported explicit payment of the rate of interest on the amount borrowed from their employers. The employers, 

however, draw out implicit rate of interest in terms of taking extra work without making any payment and also 

paying lower wages to those who had borrowed money from them. The data at our disposal showed that the 

number of days worked on poorer pay per annum varied from 79 (Catra) to 62 (Katla). This covered additional 

hours of work on routine working days and the performance of many small works like leaving the message or 

other things to the relatives of the employers, help in irrigating the field, bringing inputs from the market, 

delivering some small goods etc. without getting any extra wage taking into account the number of hours put for 

performing those unusual jobs and the extra hours without wage, the average difference in the wage, which they 

ought to have received and what they actually received varied between Tk. 6.50 to Tk. 11.00 in the sample 

villages.  

Considering the number of days worked on poorer pay and the difference in the wage rate and the average 

amount borrowed, the integral rate of interest varied between 35-23 percent. The frequency of traditional debt 

was observed only in one village, which was Tk. 11,900 in Catra. It is, however important to remark that since 

both the employers and laborers belonged to the same / nearby villages and knew one another, the degree of 

market imperfections arising from asymmetrical information, moral hazards and an adverse selection was very 

low. 

 

 

 



48 

Table 3: Cost of labor-credit interlocking 

Sl. No. Particulars Villages All 

Katla Shibpur Catra 

1. Amount borrowed (Tk/ annum) 2690 2530 2410 2543.33 

2. Frequency of borrowing 

(Number per annum) 

2.0 3.0 2.50 2.52 

3. Explicit rate of interest - - - - 

4. Days worked on lower wage 

Number per annum) 

62 73 79 71.33 

5. Difference in the wage rate (Tk.) 8 11 6.5 8.5 

6. Total implicit interest paid (Tk.) 642 698 581 640.33 

7. Implicit rate of interest (Percent 

per annum) 

23 31 35 29.67 

8. 

8 (i). 

8 (ii). 

Hereditary debt 

Household (Percent) 

Amount (Tk.) 

  

 - 

- 

 

- 

- 

  

 7.0 

11,900 

 

2.38 

4110.01 

Source: Field Survey, 2022-23 

 

Figure: 3. Cost of labor-credit interlocking 

7. 4     Cost of Labor-Land Interlocking 

An interlinked transaction is one in which the parties trade in at least two markets on the condition that the terms 

of all trade between them are jointly determined. According to their definition two parties and more than one 

market are involved in the interlocked factor market. Interlocking of agricultural factor market is possible due 

to interlocking of land (lease) market and labor market. This interlocking of different markets in agriculture 

leads to risk reduction. 

The low frequency of labor-land interlocking was varied in the range of 13-17 percent sample households 

involved in such interlocking (Table 3). The low frequency of labor-land interlocking was principal because 

most of the agricultural labor households did not have the supporting inputs, which are essentially required in 

farming. They also lacked farming skills. In the villages of the study areas, the land was leased, in both Kharif 

and Rabi seasons to grow wheat and maize. The average amount of land leased in per household was 3-6 
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hectares. Since the employer landlords provided all inputs except labor, three fourths of the total production 

were paid to the landlords as rent for leased-in land. The remaining one fourth of total production were given as 

the reward of the labor.  

The system was thus yet another form of wage labor. The average wage rate per day in this system varied from as 

high as Tk. 500 in Shibpur to Tk. 480 in Catra, which was higher than the average wage under the casual labor 

system. As mentioned above, the agricultural labor households are thankful to borrow from their landlord employers 

for purposes like illness, social ceremonies, buying food grains etc. Similarly; in recent investigation, the low 

incidence of labor-land interlocking was primarily due to most of the agricultural labor households did not have the 

supporting inputs, like bullocks and other farm implements which are essentially required in farming.  

  

Table 4: Cost of labor-land interlocking 

Sl. No. Particulars Villages All 

Katla Shibpur Catra 

1. Labor land interlocking 

(percent household) 

13 15 17 15.01 

2. Land leased in (ha) 4 6 3 4.35 

3. Total output of (q/ha) 

(i) Wheat 

(ii) Maize 

 

42 

24 

 

44 

25 

 

43 

24.5 

 

43.10 

4. Rent (q/ha) 14 12 11 12.31 

5. Tenant’s share (q/ha) 4.00 3.50 5.00 4.18 

6. Number of days worked 27 28 26 27.01 

7. Total value of tenant’s share 

(Tk.) 

9600 8400 10200 9400.02 

8. 

 

Wage rate (Tk./day) 481 500 480 487.12 

Source: Field Survey, 2022-23 

 

Figure 4. Cost of labor-land interlocking 
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8.       Conclusion 

The study reveals that, in most of the cases the frequency of labor credit interlocking was more projecting in 

comparison to labor-land interlocking, more than half of the labor had borrowed money from their employers. 

There was no explicit rate of interest on the funds borrowed from the employers. On the other hand, the 

employers recovered very high intrinsic rate of interest in terms of a number of small owed jobs. The labor-land 

interlocking was, however, yet another form of wage labor since all the inputs were being provided by the 

landlords. However, the average wage/day earned in this system was higher than the average wage rate in the 

casual labor system. Family size, family income, socio-economic status of the family and age had a significant 

effect on the probability of an agricultural labor household entering into interlocked arrangements.  

In order to strengthen rural labor markets, a few policy preparations have been encouraged in different 

literatures like create jobs in rural areas, especially those complementary with agricultural activities in terms of 

skill requirements and seasonal labor demand, and support education through extensive programs to address low 

levels of human capital in rural areas. Therefore, investments in education and human capital would improve the 

quality of labor-credit and labor-land interlocking system and would increase its flexibility, reducing labor-credit 

and labor-land interlocking mismatch and facilitating the move towards a more efficient labor adjustment.  At 

the same time, it is fundamental to support rural infrastructure, in order to encourage rural businesses and to 

increase the user-friendliness of jobs to rural residents and to provide job-specific training programs to rural 

inhabitants. 
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Abstract 

This study investigates the causal relationship between military expenditure and economic growth in 

Bangladesh spanning from 1980 to 2022. Aligning with methodologies employed in similar studies conducted 

in other countries, we utilize Granger causality tests and ARDL bound testing for cointegration analysis. Our 

empirical findings reveal an inverse correlation between defense spending and economic growth, along with 

at least one long-run equilibrium relationship among the variables. Specifically, we observe a unidirectional 

causal link from military expenditure to economic growth. These results hold significant implications for 

policymakers, suggesting that reducing defense spending could potentially stimulate economic expansion. 

Keywords: ARDL bounds test ‧ Bangladesh ‧ Economic growthn ‧ Granger causality ‧ Military expenditures 

 

1.       Introduction 

The relationship between military spending and economic development, particularly in less developed countries, 

has garnered significant attention since Benoit's (1978) seminal findings. Benoit's research, suggesting a positive 

influence of higher military expenditures on economic growth, sparked considerable debate in the field. 

Subsequent studies have delved into various mechanisms through which defense spending impacts economic 

growth, encompassing demand, supply, and security effects (Dunne et al., 2005). Despite the extensive research 

conducted thus far, the literature presents mixed results regarding the true impact of military expenditure on 

economic growth.  

This study focuses on Bangladesh as a case study to reexamine the interrelationship between military spending 

and economic growth. Initially established to defend against external aggression following the brutal experience 

of the 1971 liberation war, the Bangladesh military faces relatively minimal threats presently and in the 

foreseeable future. With well-defined borders with India and Myanmar, the majority of which are peaceful, 

military conflict is unlikely. Additionally, there are no significant disagreements between Bangladesh and India 

that might escalate into military conflicts with other nations. Instead, Bangladesh has concentrated on 

developing military capabilities aimed at fostering peace, such as participating in UN peacekeeping missions, 

rather than engaging in external military adventurism or conflicts (Choudhury, 2014). Despite this stable 

security environment, Bangladesh has witnessed a rise in military expenditures in recent years. Military 

expenditure in Bangladesh has been on an upward trajectory since 2008, reaching its highest level of USD 4.97 

billion in FY 2021-22. According to the Stockholm International Peace Research Institute (SIPRI), Bangladesh 

experienced the second-largest relative growth in military spending between 2008 and 2017. In 2017, 

Bangladesh ranked third among South Asian countries in terms of defense expenditure as a percentage of 

government spending, based on SIPRI data (Figure 1). Notably, the Bangladeshi military shares similar 

commercial objectives with Pakistan, with involvement in various industries including food, apparel, 

electronics, real estate, shipbuilding, maritime construction, and travel, as reported by the BBC. Furthermore, 
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there have been reports of top military officers receiving illegal loans from Trust Bank and the Ansar VDP Bank, 

both affiliated with the military. The Bangladesh Army's economic ventures extend to power plants, highways, 

infrastructure, and bridge projects, amassing billions of dollars in private assets, according to BBC research 

(Smith, 2018). 

 

Figure 1: Military expenditure (% of government spending) of South Asian countries 

 

 

Muravska (2012) argues that incorporating profit motives into non-profit organizations like the Bangladesh 

Armed Forces detracts from their official duties, undermining institutional cohesion and professional integrity. 

This focus on business ventures diminishes the military's proficiency and exposes the country to domestic and 

international threats, with funding for these ventures sourced from the army welfare trust intended to support 

retired army personnel. Similarly, the military procurement system in Bangladesh, like in many developing 

countries, is shrouded in secrecy. As part of its Forces Goal 2030, a military modernization strategy initiated by 

the Government of Bangladesh, the country seeks international partners for affordable defense systems to fund 

Special Operations Forces and emergency assistance. However, Delavallade (2006) highlights the susceptibility 

of the military procurement system to corruption. Moreover, according to SIPRI's (2018) report, the 

international arms trade and arms procurement conventions in Asia, Africa, and the Middle East are vulnerable 

to significant risks of waste and corruption. Additionally, what were once considered non-traditional security 

(NTS) challenges, such as international criminal activity, terrorism, humanitarian crises, climate change, and 

public health emergencies, are now viewed as essential national security concerns (Walsh, 2011). Given these 

concerns, it is evident that the government's heavy military expenditure can be questioned on various grounds. 

The secretive nature of the procurement system and the dominance of business motives raise the specter of 

corruption for personal gain, potentially jeopardizing national sovereignty and security. However, despite the 

negative implications associated with high military spending, the critical importance of national security and 

emerging non-traditional threats cannot be ignored. In light of these considerations, this study aims to address 

the following research questions:  

1. What impact does military spending have on economic growth? 

2. What is the direction of causality between the variables of interest? 

The subsequent sections of the paper are structured as follows: Section 2 reviews existing literature on the 

relationship between the variables of interest and identifies research gaps; Section 3 discusses the data sources 

and methodological considerations employed to establish causal connections between the variables; Section 4 

presents the empirical findings of the study; and Section 5 offers policy recommendations based on the research 

findings. 
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2.      Literature review 

Benoit's (1978) seminal work initiated the exploration of the relationship between defense spending and 

economic growth. Subsequent academic endeavors have delved into various studies to investigate the presence 

and direction of causation between these two variables, either focusing on specific countries or analyzing a 

broad array of nations. Current literature examines the Keynesian and Neoclassical approaches as the primary 

frameworks through which defense spending may influence economic growth rates. The Keynesian perspective 

emphasizes aggregate demand, positing that an increase in defense spending leads to a corresponding rise in 

aggregate demand, subsequently stimulating output and employment growth. Thus, defense spending is seen as 

conducive to economic expansion. In contrast, the Neoclassical viewpoint prioritizes aggregate supply. It argues 

that military investment diverts productive resources, particularly human capital, away from potential civilian 

sector investments. Moreover, there may be a "distortion effect," where military expenditure disrupts other 

expenditures and compromises resource allocation efficiency, potentially through price inflation and 

encouraging rent-seeking behavior. Consequently, the Neoclassical framework anticipates a negative impact of 

defense spending on economic growth. However, the literature presents a spectrum of findings regarding the 

relationship between economic growth and defense spending, influenced by factors such as methodology, 

sample size, and the selection of nations. Below, we present a summary of some of these analyses. 

 

2.1     Positive relationships 

Defense spending has been identified as a potential contributor to human capital development, particularly in 

health and education sectors (Ram, 1995). This is especially true in emerging nations, where defense personnel 

and conscripts often receive rigorous physical training and acquire various skills (Benoit, 1978). Moreover, 

greater defense expenditures are believed to stabilize a nation's political unrest, strengthening its defenses 

against both internal and external threats, which in turn can foster enhanced investment and market functioning 

(Dunne et al., 2005). Consequently, military spending may lead to increased output, provided it enhances 

national security. Technological advancement plays a significant role in shaping the relationship between 

defense spending and economic growth. Mueller and Atesoglu (1993) incorporate this aspect, dividing the 

impact of defense spending into two parts: the relative size of the defense sector and the change in the pace of 

defense spending. Their estimates suggest that changes in defense spending positively and significantly impact 

the growth rate of the economy, with each aspect of defense spending exerting noteworthy effects individually.  

In examining the relationship between defense spending and economic growth, Dunne et al. (2001) utilize 

standard Granger causality tests and VAR Granger causality methods to account for cointegration. While 

conventional Granger causality tests suggest a positive impact of increased military spending on Greece's 

economic growth, this conclusion is challenged when VAR modeling is employed to address cointegration 

among the variables. Atesoglu (2002) employs cointegration analysis in the US context, finding that an increase 

in defense spending leads to an increase in US GDP. Cuaresma and Reitschuler (2004) allow for a non-linear 

relationship between defense spending and growth in the United States, using an expanded version of the Barro 

and Sala-i-Martin (1995) framework. Aizenman and Glick (2006) uncover intriguing findings by elucidating the 

non-linear connections between defense investment, foreign threats, corruption, and growth, indicating 

accelerated growth in the face of external threats due to defense spending. 

Jalil et al. (2016) use an ARDL approach to examine the long-term link between military spending and 

economic growth in Pakistan and India. They find a positive relationship initially, but as both economies reach 

critical points, the net effect becomes negative. Yolcu et al. (2017) employ the PSTR model to investigate this 

relationship for Turkey and Middle Eastern countries, revealing an asymmetric relationship between military 

expenditure and economic growth. Ahmed and Naslmosavi (2017) find a favorable association between military 

spending and economic growth in five SAARC countries, while Ajmair et al. (2018) scrutinize the case of 

Pakistan, revealing significant positive short-run effects of military expenditure on economic growth. Desli et al. 

(2017) investigate the dynamic relationship between military spending and economic growth across 138 nations 

from 1988 to 2013. Their findings suggest little evidence of short- and long-term causality from military 

spending to economic growth overall, except in developing nations where a long-term positive correlation is 

observed.  
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2.2     Negative relationships  

Manamperi (2016) has uncovered significant adverse effects for Turkey in both the short and long term. Zhao et 

al. (2017) utilized Granger causality tests and generalized impulse response functions based on vector error 

correction models (VECM) to identify similar negative effects of defense spending on economic growth for the 

period spanning 1952 to 2012 in China. Shahbaz et al. (2013) aimed to explore the relationship between military 

spending and economic growth in Pakistan from 1972 to 2008. Their study confirmed the cointegration of 

interest rates, military spending, government spending, and economic growth, revealing a negative impact of 

military spending on Pakistan's economic growth. Government non-military spending positively influenced 

economic growth, while real interest rates showed an inverse relationship with economic growth. Klein (2004) 

focused on Peru during the years 1970–1996, demonstrating a significant crowding-out effect of defense 

spending using a Deger-type simultaneous equations model (Deger, 1985). Dunne and Nikolaidou (2001) 

examined Greece's case from 1960 to 1996, utilizing a set of four equations estimated through two-stage least 

squares (2SLS) and ordinary least squares (OLS). They found a substantial negative impact of defense spending 

on economic growth, both directly and indirectly through savings and trade balance. The use of time series data 

with varying horizons, sample sizes, socioeconomic conditions, and geographical locations across countries, 

along with diverse theoretical frameworks guiding distinct econometric specifications, makes meaningful 

comparisons unattainable (Desli et al., 2017). Consequently, researchers have turned to panel studies to ensure 

more representative decision-making. For instance, Ismail (2017) investigated the connection between economic 

expansion in South Asia and military spending using a panel fixed-effect model. While empirical findings 

suggested a positive association between the variables of interest, the impact was less significant than when 

scarce resources were allocated to non-military purposes. The study concluded that increasing military spending 

to stimulate economic growth is ineffective and inefficient. Dunne and Tian (2015) utilized a balanced panel of 

106 nations covering the years 1988–2010, considering non-linearity and group heterogeneity. Their results 

indicated a short- and long-term negative impact of military spending on growth, supported by subgroup 

analysis. However, the body of research on the subject remains insufficient to draw firm conclusions regarding 

the actual relationship between military spending and economic expansion. Reviewing 170 studies, Dunne and 

Tian (2013) found that a growing body of recent research suggests that military spending has a detrimental 

impact on economic growth. 

 

2.3     Insignificant relationships 

Biswas and Ram (1986) observed that in 80% of the nations studied, there was no statistically significant 

correlation between defense spending and economic growth, while Chowdhury (1991) found a lack of 

correlation in 55% of the countries. Mintz and Stevenson (1995) utilized a multisector model based on 

neoclassical growth theory to investigate the external effects of defense spending across 103 nations. Their 

analysis revealed that while nonmilitary spending positively impacts growth in many nations, military spending 

generally has a minimal effect on overall growth, with only around 10% of cases showing a significant boost in 

growth. Huang and Mintz (1991) examined U.S. economy data from 1952 to 1988 to reassess the coefficients of 

the externality element of military spending. They compared their findings with those of Mueller and Atesoglu 

(1993) and Alexander (1990), finding no discernible externality effect of military spending on economic growth 

according to their calculations. Additionally, Mintz and Huang (1990) investigated the direct and indirect effects 

of reduced U.S. military spending on economic growth using a two-equation model. Their study suggested that 

defense expenditure has a delayed and indirect impact on growth, with effects becoming apparent approximately 

five years after the spending reduction. Gerace (2002) conducted a spectral study of the growth rates of U.S. 

government spending, both military and nonmilitary, and GDP from 1951 to 1997. His findings indicated that 

military spending does not fluctuate counter-cyclically with real GDP growth rates, unlike non-military 

spending. Similar conclusions were drawn by Kinsella (1990) and Payne and Ross (1992) in their studies of the 

U.S. context. Heo (2010) analyzed the relationship between defense spending and growth in the U.S. from 1954 

to 2005 using the Feder-Ram and augmented Solow models, finding no discernible impact of defense spending 

on the economy. Habibullah et al. (2008) investigated the connection between military spending and economic 

growth in various Asian countries from 1989 to 2004. Their empirical findings, using the panel error-correction 

technique, suggested by Pesaran et al. (1999), indicated no correlation between defense spending and economic 
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growth in the Asian countries studied. Abu-Qarn (2010) examined the causal connection between military 

spending and economic growth for the four adversaries of the Israeli-Arab conflict from 1960 to 2004 using 

causality tests. The analysis concluded that there is little to no causal association between economic growth and 

defense spending. 

 

2.4     Research gap 

Upon examination of the existing literature, it is evident that several panel and cross-sectional studies have 

included Bangladesh among their sample countries. However, there is a notable absence of time series studies 

specifically examining military expenditure in the context of Bangladesh. The present study aims to address this 

gap by investigating the relationship between military expenditure and economic growth in Bangladesh, thus 

contributing to the existing body of research. 

 

3.      Data and Methods 

3.1    Data Sources  

Data utilized in this research were sourced from two main repositories: the Stockholm International Peace 

Research Institute (SIPRI) and the World Development Indicator (WDI). SIPRI is highly esteemed in defense 

literature due to its transparent and easily accessible data, available on its website, ensuring clarity and 

reliability. Significantly, SIPRI maintains consistency in defining military expenditure across different time 

periods and countries (Malizard, 2016). Conversely, data for variables such as GDP, real interest rates, and gross 

fixed capital formation (used as a proxy for investment) were extracted from the World Development Indicator 

(WDI). 

 

Table 1: List of variables and their sources 

Variables Sources 

GDP (constant 2015 US$) [lngdp] World Development Indicator 

Military expenditure (constant 2021 US$) [lnmex] 
Stockholm International Peace Research Institute 

(SIPRI) 

Real interest rate [lnrin] World Development Indicator 

Gross Fixed Capital Formation (% of GDP) [lninv] World Development Indicator 

 

3.2     The Model 

This study adopts a model akin to Feder (1983) to evaluate the relationship between military spending and 

economic growth. Feder's concept has been utilized by Biswas and Ram (1986), Ram (1986, 1995), and 

numerous subsequent studies. Linear variable specification often yields inefficient outcomes in developing 

economies (Karagol, 2006). Hence, log-linear specification, providing direct elasticity, is preferred for more 

reliable results (Sezgin, 2004). The empirical equation used is as follows: 

 

In the equation,  represents real GDP (a proxy for economic growth),  denotes military 

expenditure,  signifies investment, and  represents the real interest rate. The residual term,  is 

assumed to follow a normal distribution.  

Economic analysis frequently indicates the existence of a stable, long-term relationship among specific 

variables, suggesting that their means and deviations remain constant over time. This stable relationship is 

captured using a fundamental econometric technique called cointegration. Various methods exist for conducting 

cointegration testing, including the residual-based Engle and Granger (1987) test, Gregory and Hansen (1996), 

Johansen (1988) techniques, and Johansen and Juselius (1990). In recent years, the autoregressive distributed lag 

(ARDL) approach pioneered by Pesaran and Shin (1998) and Pesaran et al. (2001) has gained attention. The 



56 

ARDL model offers distinct advantages, particularly its application independence compared to other 

cointegration methods, which require similar degrees of integration for all variables. Unlike these methods, the 

ARDL technique does not necessitate the use of Augmented Dickey-Fuller unit root tests or autocorrelation 

function tests when assessing the order of integration. It also addresses the issue of limited sample size. 

Furthermore, ARDL models incorporate the error correction term in their lagged periods, fully covering both the 

long- and short-run relationships of the variables under study. Since the error correction term in the model is not 

subject to restricted error corrections, ARDL is considered an unconstrained error correction model (UECM), 

eliminating endogeneity issues commonly associated with other methods (Jalil et al., 2016). In this study, we 

applied the ARDL bound testing method of estimation proposed by Pesaran et al. (2001), consisting of the error 

correction (EC) version of the ARDL model to analyze the effects of military spending on GDP. We estimated 

the following unrestricted error correction model (UECM) within the ARDL framework: 

 

where, , ,  and  are gross domestic product, military expenditures, investment and real 

interest rate in log form respectively, Δ is operator of first-difference and  are lag length. The null for no 

co-integration among variables:  against the alternative 

 is tested by comparing the calculated F-statistic with LCB (lower critical bound) 

and UCB (upper critical bound) tabulated by Narayan (2005). According to Narayan (2005), CVs from Pesaran 

et al. (2001) created for bigger sample sizes shouldn't be applied to smaller ones. CVs of the F test is shown by 

Narayan (2005) for sample sizes ranging between 30 and 80 observations. Both the 99%, 95%, and 90% critical 

values from Narayan (2005) are presented in tables 5 and 6 for this sample, which has 43 observations. If the 

observed F-statistic value exceeds the upper critical value, then we perceive the presence of cointegration by 

rejecting the null hypothesis of no cointegration. If it is below the lower critical value, then we conclude to have 

no cointegration. Lastly, if it falls between the upper and lower critical bound, we conclude the test as 

inconclusive. Optimal lag length selected using SBC criteria. The estimate the short-run dynamics with the aim 

to derive the error correction coefficient from the validated long-run model. The specification of the error 

correction model is  

 

Where  represents the error correction term resulting from the established long-run equilibrium 

relationship, while  denotes the parameter indicating the speed at which the system adjusts to the equilibrium 

level following a shock. The coefficient of  must exhibit a negative and statistically significant value to 

ensure that the dynamics of the system converge towards the long-run equilibrium. Both stability and diagnostic 

tests are carried out to make sure the model fits the data well. The diagnostic test looks at the selected model's 

serial correlation, functional form, normality, and heteroscedasticity. According to Pesaran and Smith (1998), 

stability tests should be used. Cumulative sum (CUSUM) and cumulative sum of squares (CUSUMSQ) are other 

names for this method. Plotting of the CUSUM and CUSUMSQ data against the break points is done iteratively. 

It is not possible to reject the null hypothesis that the presented regression has stable coefficients if the plots of 

the CUSUM and CUSUMSQ statistics remain within the critical bounds of the 5% level of significance. Next, 

this study deployed the Pair-wise Granger causality test to determine the direction of causality. 
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3.3     Causality Analysis 

Cointegration analysis implies that there is causality, at least one way. However, it is meaningless to detect the 

direction of causality between the parameters. Thus, the Granger test for causality has been undertaken in this 

investigation. The variables must be integrated in the same sequence in order to estimate Granger causality using 

the VEC model. Regretfully, two of the four variables in this study are  while the other two are stationary at 

level, i.e.  As a result, Granger causality based on VEC environment cannot be used in this study due to the 

current circumstances. In this scenario, following (Jalil et al., 2016) this study has employed pairwise Granger 

causality to test the way of causation between the dependent and independent variables. Pairwise Granger 

causality, in a bivariate environment estimates the following two equations: 

 

 

for all possible pair of  series in the group. The reported F-statistics are the Wald statistics for the joint 

hypothesis: for each equation.  

 

4.       Findings and discussion 

4.1     Unit root test 

This study has conducted both Augmented Dickey Fuller and Phillps-Perron test for unit root to check the 

robustness. Figure 2-5 below show the graphical representation of the variables under the study. From the figure 

it has been seen that all the variables posit trend. Owing to this scenario, the null hypothesis of each test is 

represented as ‘the series has both a constant and a linear trend’. The results of these two tests are shown in the 

following tables. 

Table 2: Unit root test 

Variables 

ADF test Phillips-Perron Test 

Level Level First difference 

Trend & intercept Decision 
Trend & 

intercept 
Decision Trend & intercept Decision 

Lngdp -4.428*** I (0) -9.024*** I (0)   

lnmex -3.250* I (0) -2.373 I (1) -4.563*** I (0) 

lninv -4.124** I (0) -2.106 I (1) -5.993*** I (0) 

Lnrin -4.991*** I (0) -4.892*** I (0)   

N.B: *, ** and *** resembles the 10%, 5% and 1% level of significance respectively.  

 

Table 2 shows that all the variables are non-stationary at level when we used ADF test. However, it is evident 

that Phillips-Perron test of unit root exhibits somewhat different results. Military expenditure and the investment 

variables are not stationary at level but become stationary after first differencing. Therefore, we need to perform 

the ARDL bound testing approach.  

 

4.2      Cointegration test 

The first task is to identify the optimal lag length. Pesaran, et al (1999) warn that selecting the lower limit of the 

lag length to prevent the conditional ECM from being over-parameterized and the upper limit of the lag length 

to lessen the serial correlation issue must be done in moderation. Because SBC is parsimonious, choosing lag 
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structure through it is traditionally recommended. Since it requires the fewest parameters when compared to all 

other lag selection criteria, the empirical researchers refer to it as a strict algorithm (Jalil et al., 2016). Taking 

into consideration the above suggestions, this study has performed and unrestricted vector autoregressive model 

to select the maximum number of lags.  

 

Table 3: Selection of optimal lag length 

Lag LogL LR FPE AIC SBC HQ 

0 -95.40843 NA 0.001693 4.970422 5.13931 5.031486 

1 36.40497 230.6735* 5.20E-06 -0.820248 0.024191* -0.514926* 

2 53.02147 25.75557 5.18e-06* -0.851073* 0.668918 -0.301493 

3 63.35332 13.94799 7.35E-06 -0.567666 1.627877 0.226173 

 

Table 4 shows that the upper limit of lags is 2 and 1 according to AIC and SBC respectively. Therefore, in the 

next stage ARDL bound test will be performed using lag 1 as confirmed by SBC (due to its parsimonious nature) 

utilizing. 

 

Table 4: Bound testing to cointegration [based on SBC] 

Estimated model 
 

Optimal lag structure (based on SBC) (1, 0, 1, 0) 

F-statistics 6.499*** 

Significance level Lower bound Upper bound 

1% 4.428 6.250 

5% 3.202 4.544 

10% 2.660 3.838 

 

0.99994 

Adjusted  0.99993 

Decision Cointegration 

 

Critical bounds for the F statistics are applicable for 35 observations with unrestricted intercept and no trend 

(Narayan (2005). Critical values (T = 40) 

To ascertain the presence of a long-run relationship, we examine the estimated F-statistics of equation 2, as 

presented in Table 5. The results indicate that there is at least one cointegrating vector in the model when lngdp 

is used as the dependent variable. However, it's essential to consider potential endogeneity issues in the 

association between military spending and economic growth. To address this concern, we employ a method 

proposed by Ang (2010) within the ARDL framework. This method involves testing for cointegration by 

regressing the major independent variable on the other variable, as suggested by Ang (2011). Specifically, we 

conduct a cointegration test using military spending as the dependent variable. The results of this test reveal that, 

at the 5% and 10% levels of significance, lnmex exhibits an F-statistic below the lower bound of critical values. 

This suggests that there may not be any evidence of endogeneity in the relationship between military spending 

and economic growth. 

 

Long run results  

Based on the findings presented in Table 5 (Ahmed et al., 2013), we proceed with the ARDL model with lnrgdp 

as the dependent variable. Before estimating the long-run model and determining the coefficients of the 

regressors and the error correction term, it is crucial to determine the optimal lags for the ARDL model. In 
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ARDL cointegration analysis, researchers often select models based on both the Akaike Information Criterion 

(AIC) and the Bayesian Information Criterion (BIC) criteria (Ahmed et al., 2013). In this study, we employ the 

lags chosen by the BIC criterion. The subsequent tables present the results of this analysis. 

 

Table 5: Estimated Long Run Coefficients using the ARDL Approach based on SBIC 

Dependent variable: lngdp  

Regressor Coefficient Standard Error T-ratio [Prob] 

Lnmex -0.00692*** 0.0024415 -2.8378 [0.007] 

Lninv 0.33640*** 0.0061770 54.4596 [0.000] 

Lnrin 0.00032*** 0.0001087 2.9851 [0.000] 

F-stat = 4.68 

N.B: *, ** and *** indicates 10%, 5% and 1% level of significance respectively. 

 

Table 8 illustrates the significant relationships between lnmilex, lninv, realin, and lnrgdp. Specifically, lnmilex, 

lninv, and realin exhibit significant effects on lnrgdp at the 1% level of significance. Notably, a 1% increase in 

military expenditure, as indicated by lnmilex, corresponds to a decrease of approximately 0.692% in economic 

growth, holding other variables constant. This finding is consistent with prior research by scholars such as Abu-

Bader & Abu-Qarn (2003), Manamperi (2016), and others, suggesting an inverse relationship between defense 

spending and economic growth, implying that the defense industry lacks beneficial externalities or spin-offs for 

the economy (Dunne & Nikolaidou, 2001). Moreover, investment emerges as a key driver of economic growth, 

exerting a substantial positive impact. The significant influence of investment on growth underscores its pivotal 

role in economic performance. Thus, the negative impact of military spending on economic performance may be 

attributed to its crowding-out effect on investment, indicating an indirect impact of military expenditure on 

growth through investment (Mintz & Huang, 1990). On the other hand, real interest rates exhibit a minimal 

positive impact on economic growth. While the magnitude of the impact is small, it remains highly significant. 

This suggests that increased interest rates may attract new investment, both through higher saving and foreign 

direct investment, thereby theoretically contributing to economic growth. However, given the significant but 

small impact rate, careful consideration of the implications of military expenditure on economic growth is 

warranted (Mintz & Huang, 1990). 

 

Short run Dynamix 

The following table provides the estimates of the short run model in panel A while the results of the diagnostic 

tests are shown in panel B. 

 

Table 6: Short run results 

Panel A  Panel B 

ARDL (1, 0, 1, 2) based on SBC  Diagnostics Tests 

Regressor Coefficient T-ratio[prob]   F-stat  [prob] 

Dlnmex -0.00153 -2.6528[0.012]  Serial Correlation 1.6215 0.211 

Dlninv -0.34857 -112.24[0.000]  Heteroscedasticity 8.2258 0.007 

Drin -0.22164 3.0670[0.004]  Functional form 1.6181 0.000 

Ecm(-1) -0.22164 -4.4945[.000]   LM-version [Prob] 

    Normality 1.8211 0.402 

 

Table 7 highlights significant findings regarding the impact of various factors on economic growth. The first lag 

of lnmex exhibits significance at the 5% level, negatively affecting economic growth in the short term. 

Similarly, investment's first lag is significant at the 1% level, also exerting a negative influence on economic 



60 

growth. Real interest rates negatively impact economic growth in the short term as well. However, the ECM 

term emerges as the most crucial component, signifying a projected convergence process in long-term economic 

growth trends and other macroeconomic indicators. Its negative sign indicates a corrective adjustment process, 

with approximately 22% of previous-year disequilibrium addressed in the current year. Moreover, the stability 

of long-run coefficients, combined with short-run dynamics to generate the error-correction term, is discussed. 

To address this, CUSUM and CUSUMQ tests developed by Brown et al. (1975) have been applied to the 

residuals of each model. If the cumulative sum crosses critical lines, the model is deemed unstable according to 

the CUSUM test. Similarly, instability occurs when CUSUMQ, based on squared recursive residuals, crosses 

critical lines. Figure 6 illustrates the CUSUM and CUSUMQ of the SBIC-based model. Examining the two 

figures plainly shows that both models pass the parameter stability test.  

 

Figure 2: CUSUM and CUSUMQ 
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4.3     Granger causality test 

It is widely recognized that the presence of Granger causality is typically anticipated if a long-term relationship 

exists between the variables, at least in one direction. To identify causally related variables, researchers 

commonly employ a pairwise Granger causality test proposed by Engle and Granger (1987). This method has 

been utilized in prior studies, including those conducted by Jalil et al. (2016) and Manamperi (2016), to 

determine the direction of causality between military spending and economic growth. The results of the Granger 

causality test (equations 4-5) are presented in the following table. 

 

Table 7. Granger causality test results 

Null Hypothesis Observation F-Statistic Prob. 

 lnmex does not Granger Cause lngdp  41  5.06128 0.0116 

 lngdp does not Granger Cause lnmex   0.81953 0.4487 

 lninv does not Granger Cause lngdp  41  1.54318 0.2275 

 lngdp does not Granger Cause lninv   1.63318 0.2094 

 lnrin does not Granger Cause lngdp  41  4.26413 0.0218 

 lngdp does not Granger Cause lnrin   0.44137 0.6466 

 lnmex does not Granger Cause lninv  41  5.78598 0.0066 

 lninv does not Granger Cause lnmex   0.87348 0.4262 

 lnrin does not Granger Cause lninv  41  3.86680 0.0301 

 lninv does not Granger Cause lnrin   0.50421 0.6082 

 lnrin does not Granger Cause lnmex  41  0.74204 0.4833 

 Lnmex does not Granger Cause lnrin   0.46005 0.6349 
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Table 8 shows that there is unidirectional Granger causality running from military expenditure to economic 

growth. There is no causality running between economic growth and investment. Real interest rate granger 

causes economic growth but economic growth does not granger cause real interest rate. Military expenditure 

granger cause investment by building military infrastructures and enhancing capacity. But investment does not 

granger cause military expenditures. There is a unidirectional Granger causality running from real interest rate to 

economic growth while there is no causal relation running from investment to real interest rate. Lastly, there no 

causality running between real interest rate and military expenditures.  

 

5.      Conclusion and policy recommendations 

In this study, we examined the relationship and direction of causation between military spending and economic 

growth in Bangladesh over the period 1980–2022. Utilizing time series data and employing the ARDL bounds 

testing approach to cointegration, as well as Pairwise Granger causality, we sought to shed light on this complex 

relationship. The results of the ARDL bounds test revealed the presence of at least one cointegrating vector, 

indicating a long-run relationship between military spending and economic growth in Bangladesh. Interestingly, 

our findings suggest that military expenditure has a negative impact on economic growth in the long run, 

aligning with prior research conducted by scholars such as Abu-Bader & Abu-Qarn (2003), Manamperi (2016), 

Hou & Chen (2013), and others. Contrastingly, investment and real interest rates exhibited a positive impact on 

economic growth, underscoring the importance of these factors in driving economic expansion. Furthermore, the 

error correction term (-0.221) indicated that approximately 22% of the disequilibrium from the previous year 

was corrected in the current year, suggesting a rapid adjustment process in the relationship following a shock. 

Through pairwise Granger causality testing, we determined a short-term, unidirectional connection between 

military spending and economic growth, with the relationship being negative. This implies that reducing 

Bangladesh's defense budget could potentially bolster economic health, leading to a "peace dividend" if these 

resources were redirected to more productive economic sectors. However, it is important to acknowledge the 

role of security concerns in dictating the military burden. As long as increased military spending enhances 

national security, it may contribute to output growth, as noted by Dunne et al. (2005). Given Bangladesh's 

commitment to maintaining friendly relations with its neighbors, increased military spending may not 

necessarily translate into economic well-being, as it could deter investment without substantially improving 

security. Thus, policymakers face a delicate balance between security needs and economic priorities in 

allocating resources effectively. 
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Abstract 

Considering the coastal zone as one of the top risk hotspots around the globe as evident, we conducted seven 

(7) qualitative exercises i.e., focused group discussions among inclusive groups of climate affected migrated 

and non-migrated male and female individuals in selected rural, urban and semi-urban coastal sub-districts of 

Bangladesh since 2020. We analyze two (2) types of mobility statuses of individuals – full and partial based 

upon various disaster types; and focus on affected and marginalized groups who are internally migrated to 

move out of climate risk areas which could generate poverty traps, increase household and gender 

vulnerability and inequality. In this study, we investigate to what extent climate-induced disaster risk causes 

affected households to migrate - either full or partial as a coping/adaptation strategy to avoid poverty traps. In 

this line of investigation, we particularly focus on the patterns of women’s income-generating activities and 

their economic empowerment i.e., the decision-making power on households’ income and wealth utilization 

after climate mobility. Our study show that women lack diversification in adopting economic activities in low 

climate risk areas in diverse economic belts. The study further reveals that access to credit (via kinship and 

institutions) and training facilities (e.g., public and private) mostly matters as coping strategy for households 

and to shift towards sustainable jobs and employment for marginalized groups of women. Primarily, we find 

no significant changes in the economic decision-making power of women among climate migrated households 

compared to the non-migrated households i.e., the host community. However, the intriguing aspect of this 

finding is gender inequality arises in economic empowerment indicators and could vary based upon 

households’ mobility status, number of times of forced migration and types of climatic disasters. We suggest 

implementation of integrated and inclusive ‘Climate Livelihoods Development Programme’ through the 

gender action plan to support livelihoods for both inclusive groups of women who are internally migrated and 

women who stays in the coastal belt due to climate change. 

Keywords: Women ‧ Economic empowerment ‧ Livelihoods ‧ Climate mobility ‧ Gender inequality ‧ Coastal 

belt. 
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mvims‡ÿc  ivLvBb Awaevmxiv evsjv‡`‡k emevmiZ GKwU ¶y`ª b„‡Mvôx, hviv AvVvi kZ‡Ki †k‡l AviKvb  †_‡K eZ©gvb 

evsjv‡`‡ki DcK‚jxq  †Rjv cUyqvLvjx I ei¸bv ‡Rjvq emwZ ’̄vcb K‡i| ivLvBb‡`i Avw`evm eZ©gvb gvqvbgv‡ii  AvivKvb 

c«‡`‡k n‡jI HwZnvwmK Z_¨vbymv‡i, 1784 mv‡j e„nËi ewikv‡j ivLvBb‡`i cÖ_g AvMgb N‡U| eZ©gv‡b e„nËi ewikv‡ji eû 

ivLvBb bvix i‡q‡Qb hviv ZuvZ wk‡íi Dbœq‡b KvR K‡i hv‡”Qb| ivLvBb‡`i cÖvPxb I cÖavb †ckv ZuvZ eybb| ZuvZ †_‡K Kvco 

†evbv Ges Drcvw`Z ZvuZ cY¨ evRviRvZ KivB ivLvBb‡`i Avw` I eskMZ †ckv| evsjv‡`‡k A‡bK GjvKvq cyiæl ZuvZx 

_vK‡jI ivLvBb mgv‡R †Kej bvixivB ZuvZ †ckvi mv‡_ m¤ú„³| ZuvZ †_‡K kx‡Zi Pv`i , jy½x, _vwg, †Zvqv‡j, MvgQv, e¨vM, 

†eWwkU, iægvj, kvU© BZ¨vw` ˆZwi n‡q _v‡K| ÿz ª̀ b„‡Mvôx wnmv‡e ivLvBb‡`i A_©‰bwZK Kvh©µ‡g ZuvZ wk‡íi mv‡_ RwoZ bvix 

D‡`¨v³v‡`i AskMÖnY Zvrch©c~Y©| †hLv‡b gvbyl i‡q‡Q †mLv‡b Zviv Zv‡`i wb‡R‡`i ¯̂v‡_© wKQz wbqg Kvbyb, cÖ_v cÖwZôvb 

wek^v‡mi mgš^‡q mgv‡Ri iƒc w`‡q‡Q| cUzqvLvjx I ei¸bv †Rjvi ivLvBb bvix mgvR mvgvwRK, wkÿvMZ, A_©‰bwZK I 

ivR‰bwZK ‡ÿ‡Î Ae‡nwjZ| mf¨Zvi AMÖMwZi †Qvqvu AvR ivLvBb bvix mgv‡R †cuŠ‡Q‡Q| Avw` g‡½vjxq bi‡Mvôxi iÿYkxj 

RvwZ wn‡m‡e iLvBb‡`i i‡q‡Q `xN© Qq nvRvi eQ‡ii HwZn¨ I BwZnvm| GKmgq cUzqvLvjx I ei¸bv †Rjvi ivLvBb  cvovq w`b 

ivZ Zuv‡Zi LU LU k‡ã g~Li wQj| ivLvBb bvix‡`i `g †djvi mgq wQj bv| wKš‘ †mB e¨ Í̄Zv GLb Avi †bB| eZ©gv‡b eû 

ivLvBb bvix i‡q‡Qb hviv ZuvZ wk‡íi Dbœq‡b KvR K‡i hv‡”Qb| ivLvBb RvwZi DrcwË I ivLvBb ivRZ¡Kvj, ivLvBb emwZi 

Avw`iƒc I we Í̄vi, ivLvBb m¤úª`v‡qi M„nvqb I †jvKvPvi, g~j¨‡eva Ges ivLvBb‡`i Av_©-mvgvwRK Ae ’̄v I ivLvBb‡`i RxebKg© 

Ges ivLvBb‡`i mgm¨vmg~n Rvbvi †Póv Kiv n‡q‡Q| c„w_exi me Avw`evmx ÿz`ª †Mvôxf‚³ gvby‡liv hviv A_©‰bwZK, ivR‰bwZK, 

mvgvwRK I ˆeÁvwbKfv‡e AbMÖmi Ges cvkvcvwk AbMÖmi wewfbœ e„nr †Mvôxf‚³ Ômf¨Õ gvbyl‡`i wbišÍi Ae‡njv I eÂbvi wkKvi 

n‡q AvRI wcQ‡b c‡o Av‡Qb Zv‡`i cyiv‡bv a¨vb-avibv, Drcv`b- c×wZ I Rxeb‡eva wb‡q| Pig `vwi`ª¨, ÿzav, Abvnvi, 

gnvgvwi, Acywó AvR Zv‡`i wbZ¨ m½x| cÖK…wZi jxjvq jvwjZ mnR mij mšÍv‡biv cÖwZw`b D™¢vwmZ m~h© I AMªMwZi ÔZvÛeÕ 

†`‡L‡Qb Avi †Ku‡`‡Qb wKfv‡e Zv‡`i DËivwaKvimy‡Î cÖvß RvqMv-Rwg I m¤ú` nvZQvov n‡q mf¨ gvby‡li nv‡Z P‡j hv‡”Q 

(gwR`: 2003:8)| evsjv‡`‡k eZ©gv‡b ivLvBb‡`i †gvU RbmsL¨v 14 nvRvi 500 Rb| cUzqvLvjx I ei¸bv †Rjvq ivLvbB‡`i 

†gvU RbmsL¨v 2 nvRvi 500 Rb, hv †`‡ki †gvU ivLvBb‡`i 17 kZvsk| hw`I 1784-1900 mv‡ji w`‡K ewikvj DcK‚jxq 

AÂ‡j cÖvq 50 nvRv‡ii †ewk ivLvBb evm KiZ| 1900-1948 mv‡j GB msL¨v cÖvq 35 nvRvi| 1990 mv‡j K‡g ùvovq 4 

nvRvi| ivLvBb Rb‡Mvôxi we‡køl‡Y †`Lv hvq D‡jøwLZ GjvKvq †gvU 394wU cwiev‡i 2067 Rb ivLvBb Awaevmxi emevm| 

 

1.      f‚wgKv   

e„nËi ewikv‡ji cUzqvLvjx I ei¸bv †Rjvq ivLvBb‡`i AvMg‡bi wewfbœ Z_¨ we‡køl‡Y cÖZxqgvb †h, m‡Zi kÕ Pzivwk mv‡j 

AvivKv‡bi wewfbœ GjvKv †_‡K cÖvq GKk cwievi ZrKvjxb `wÿYvÂ‡ji mvMi msjMœ MjvwPcv I iv½vevjx  AÂ‡j emwZ ¯’vc‡bi 

D‡Ï‡k¨ AvMgb K‡i| wØZxq ch©v‡q A_©vr AvVv‡iv kÕ wek mv‡j Av‡iv cwðg w`‡Ki evwjqvZjx AÂj Ges Z…Zxq ch©v‡q AvVv‡iv kÕ 

evBk mv‡j AvivKvb †_‡K †ekwKQz ivLvBb cwievi DcK~jxq wewfbœ ¯’v‡b emwZ ¯’vcb K‡i (eyjeyj, 2012)| eg©x ivRv †ev`vcvqv 

1784 mv‡j AvivKvb `Lj K‡i †bq| Avi g~jZ †m Kvi‡bB AvivKv‡bi Awaevmx‡`i GKwU Ask evsjv‡`‡ki `wÿY-c~e© Ask 

K·evRvi I ev›`iev‡b Ges e„„nËi cUzqvLvjxi `wÿY As‡k DØv¯Í wn‡m‡e AvMgb K‡i emwZ ¯’vcb K‡ib| Z‡e evsjv‡`‡k 

AvivKvbx‡`i AvMg‡bi avivevwnKZv 700 wLªóvã †_‡KB ïiæ nq| Zviv K·evRvi, PÆMÖvg, LvMovQwo, iv½vgvwU, ev›`ieb, 

cUzqvLvjx I ei¸bv †Rjvi wewfbœ AÂ‡j Qwo‡q wQwU‡q emevm Ki‡Q (gwR`, 2003)| evsjv‡`k cwimsL¨vb ey¨‡ivi RbmsL¨v I 

M„nvqb Rwic (2011) Abyhvqx cUzqvLvjx I ei¸bv †Rjvi ivLvBb‡`i †gvU RbmsL¨v 2 nvRvi 369 Rb Gi g‡a¨ cUzqvLvjx †Rjvi 

ivLvBb RbmsL¨v 1 nvRvi 310 Rb Ges ei¸bv †Rjvi ivLvBb RbmsL¨v 1 nvRvi 69 Rb (evsjv‡`k cwimsL¨b ey¨‡iv, 2013)| 

                                                      
*  wcGBPwW M‡elK, Rvnv½xibMi wek^we`¨vjq I mnKvix Aa¨vcK, A_©bxwZ wefvM, bvwRicyi BDbvB‡UW K‡jR, gyjv`x, ewikvj|  

B- †gBj:  sislam.dc@gmail.com 
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g~jZ AvivKv‡bi Avw`evmxivB ivLvBb bv‡g AwfwnZ Ges Giv AvivKvb †_‡KB G‡`‡k G‡m‡Qb| Avi AviKvb f‚LÛ eZ©gv‡b cvk^©eZx© 

†`k gvqvbgv‡ii (evg©v) GKwU cÖ‡`k ev ivR¨  (gwR`, 2003)|
 

AšÍZ cÖvq 200 eQi Av‡M ZvjZjx Dc‡Rjvq ivLvBbiv c`vc©Y 

K‡i R½jvKxY© Abvevw` f‚wg Avev`‡hvM¨ Ges Rbnxb f‚wg‡Z M‡o Zz‡jwQj gbyl¨evm, m„wó K‡iwQj MÖvg Rbc`| ‡lvok kZvãxi c~‡e© 

AvivKvbxiv †KD Rj`my¨ e„wË †ckv wn‡m‡e MÖnY K‡i‡Q Giæc †Kvb HwZnvwmK cÖgvb †bB| myZivs AvivKv‡bi mgMÖ Rb‡Mvôx gywó‡gq 

Rj`my¨i ỳ¯‹‡g©i Askx`vi n‡Z cv‡i bv| AwaKš‘ 1727 wLªóv‡ãi ci AvivKvbx Rj`my¨‡`i DrcvZ cÖvq eÜ n‡q †M‡Q  (Karim, 

1964)| 

nv‡f© D‡jøL K‡ib, 1789 mv‡j evsjvq weªwUkiv gM cwievi‡`i me© `wÿY Mv‡½q eØxc ev‡LiM‡Äi my›`ieb AÂ‡j DrK…ó 

avbx Rwg `vb K‡i wQ‡jb| ZLb (ev‡LiMÄ) wQj RbemwZnxb Rjv I eb (Harvey, 1961)| eZ©gvb cÖR‡b¥i Kv‡Q ivÿvBb kãwUi 

†P‡q ivLvBb kãwUB AwaK cÖPwjZ| 1784 wLªóv‡ã  ivLvBb‡`i wcZ…f‚wg AvivKvb fzLÛwU Kziæ‡ÿ‡Î cwiYZ n‡j ¯^vaxbZv jyß 

AvivKv‡b †ig‡eª, †gsAs, †mb‡Wv‡q K¨vD d«z AÂj †_‡K ¯^vaxb‡PZv I wZbRb D”Pc` ’̄ ivLvBb ivR Kg©Pvix †Z‡gbMÖx †c¨v As 

(General Pyo Ayaung) , D Ns MÖx (Gaung Gree) Ges D AsK¨ †PŠayixi ( Aung Kyaw Chowdhury) †bZ…‡Z¡ 150wU ivLvBb 

cwievi 50wU †bŠhvb †hv‡M wcZ…f‚wgi gvqv Z¨vM K‡i e‡½vmvM‡ii DËvj †XD AwZµg K‡i `wÿY evsjvi ev‡LiMÄ (eZ©gvb cUzqvLvjx 

I ei¸bv ‡Rjv) †Rjvi me©`wÿY cÖv‡šÍ ivOvevjx, †gŠWzex I c‡i evwjqvZjx mn AsmL¨ AÂj RbemwZnxb eY¨ AiY¨gq ØxcvÂj 

DcK~jxq GjvKvq emwZ ¯’vcb K‡i| †m mgq G AÂjwU evN, fvjøyK, Kzwgi BZ¨vw` fqvbK Rxe Rš‘‡Z ficyi I emev‡mi Abyc‡hvMx 

wQj| ivLvBbiv me fqvbK Rxe Rš‘i mv‡_ Rxeb evRx †i‡L Amxg mvn‡mi m‡½ Zxeª jovB K‡i Abvevw` cwZZ GjvKv mg~n‡K 

K‡Vvi cwikÖ‡gi gva¨‡g myRjv mydjv, km¨ k¨vgjv Avev`‡hvM¨ f‚wg‡Z cwiYZ K‡i| weªwUk fviZ miKvi ivLvBb m¤úª`vq‡K 

ZrKvjxb ev‡LiMÄ †Rjvq ÔgMÕ Awfavq Avw`evmx m¤úª`vq wn‡m‡e wPwýZ K‡i f‚m¤úwË msiÿ‡Y GK wbw`©ó AvBb cÖbqb K‡i| G 

G¨v±wU weªwUk †U¨bvwÝ G¨v± bv‡g cwiwPZ jvf K‡i| cieZx©Kv‡j cvwK¯Ívb miKvi 1950 m‡b ivóªxq AwaMÖnY I cÖRv¯^Z¡ AvB‡b 

Avw`evmx‡`i ¯^v_©  iÿv‡_© f‚wg n¯ÍvšÍi wel‡q 97 aviv mwbœ‡ek K‡i| b„ZvwI¦K we‡køl‡Y gM bv‡g †Kvb RvwZmËv bv _vK‡jI ewikv‡ji 

Avw`evmx ivLvBb m¤úª`vq‡K ÔgMÕ Awfav‡q K‡qK kZvãx a‡i wPwýZ n‡Z nq 1978 wLª÷v‡ã cUzqLvjx ‡Rjvi BwZnvm I HwZn¨ 

m¤úwK©Z †mwgbv‡i hye‡bZv Zvnvb KZ…©K evsjv‡`‡ki DcRvwZ ivLvBb bvgK cÖeÜwU Dc¯’vc‡bi gva¨‡g ivLvBb bvgwU ZvjZjx 

Dc‡Rjvq e¨vcK cwiwPwZ jvf K‡i| mß`k kZvãx ch©šÍ evsjv‡`‡ki `wÿYbvÂj h_v: Lvcovfv½v, jZvPvcwj, eo evBk w`qv, 

iv½vevjx I AvBjv cÖf„wZ RvqMv wQj ebR½j cwic~b©| †dWvwiK g¨vbwiK bv‡g R‰bK cÖwm× f‚ch©UK 1641 wLªóv‡ã GZ`vÂ‡j 

G‡mwQ‡jb, wZwb D‡jøL K‡i‡Qb †h H AÂ‡j ZLb wZwb †Kvb RbemwZ †`‡Lbwb (Jack, 1918)| evsjv‡`‡k eZ©gv‡b ivLvBb‡`i  

†gvU RbmsL¨v 14,500 Rb| `wÿbe‡½i  cUyqvLvjx I ei¸bv  †Rjvq ivLvBb‡`i  †gvU RbmsL¨v 2 nvRvi 500 Rb| ei¸bv I 

cUyqvLvjxi ivLvBb RbmsL¨v  †`‡ki  †gvU ivLvBb‡`i 17 kZvsk| hw`I 1784-1900 mv‡j w`‡K ewikvj DcK‚jxq AÂ‡j cÖvq 50 

nvRv‡ii  †ekx ivLvBb emevm Ki‡Zv wKš‘ 1900-1948 mv‡j GB msL¨v †b‡g Av‡m 35 nvRv‡i|  Av‡iv c‡i A_©vr 1990 mv‡j  †mB 

msL¨vwU K‡g 4 nvRv‡i G‡m `vuov (cv_© : 2018:8)| Av‡jvP¨ M‡elYvq e„nËi ewikv‡ji ivLvBb bvix‡`i RxebK‡g© ZvZuwk‡íi 

m¤úK©, Zv‡`i ms¯‹…wZK, A_©‰bwZK ch©v‡jvPbv K‡i Zv‡`i mvgwMªK Ae¯’v Av‡jvP¨ cÖe‡Ü D‡jøL Kiv n‡q‡Q|  

 

2.     M‡elYvi D‡Ïk¨  

‡h †Kvb D‡Ïk¨‡K mvg‡b †i‡LB M‡elYv cwiPvjbv Ki‡Z nq| GB M‡elYvi g~j D‡Ïk¨ n‡”Q evsjv‡`‡ki ewikvj wefv‡Mi 

cUzqvLvjx I ei¸bv †Rjvi ivLvBb‡`i ivLvBb bvix‡`i RxebKg© I ZvZuwkí m¤ú‡K© Rvb‡Z GB M‡elYvwU cwiPvwjZ n‡q‡Q| GB  

M‡elYv Kg©wU myôfv‡e m¤úv`‡bi Rb¨ wKQz mywbw`©ó D‡Ïk¨ we‡ePbvq ivLv nq| M‡elYv Kg©wUi mywbw`©ó D‡Ïk¨ mg~n wb¤œiæc:  

K .  ivLvBb bvix‡`i Av_©-mvgvwRK I mvs¯‹…wZK Ae¯’v m¤ú‡K© Rvbv ;   

L.  ivLvBb bvix‡`i RxebK‡g© ZuvZ wk‡íi m¤úK© wbiæcb Kiv Ges ZuvZ wk‡íi eZ©gvb Ae¯’v Rvbv ;   

M.  ZuvZ wk‡í wb‡qvwRZ ivLvBb bvix‡`i Kv‡Ri aib I cwiwa m¤ú‡K© Rvbv ;   

N.  ZuvZ wk‡í wb‡qvwRZ ivLvBb bvix‡`i mgm¨v wPwýZ Kiv Ges †m ¸‡jv mgvav‡bi e¨vcv‡i cÖ‡qvRbxq c`‡ÿc mg~n mycvwik 

Kiv| 

 

3.      M‡elYv c×wZ  

Av‡jvP¨ M‡elYvwU GKwU AskMÖnYg~jK M‡elYv| Av‡jvP¨ M‡elYv cÖeÜwUi Z_¨-DcvË  msMª‡ni  Rb¨ cÖv_wgK  Drm  †_‡K Z_¨ 

msMªn  Kiv  n‡q‡Q| G QvovI M‡elYv Rvb©vj, RvZxq I AvšÍ©RvwZK wewfbœ MÖš’vejx I  ˆ`wbK cwÎKvi wi‡cvU©‡K gva¨wgK Drm 

wnmv‡e we‡ePbv Kiv n‡q‡Q| evsjv‡`‡ki ewikvj wefv‡Mi cUzqvLvjx I ei¸bv †Rjvi ivLvBb‡`i ivLvBb bvix‡`i RxebKg© I 
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ZvZuwkí m¤ú‡K© Rvb‡Z GB M‡elYvwU cwiPvwjZ n‡q‡Q| weGg K‡jR A_©bxwZ wefvM G¨vjvgbvB G‡mvwm‡qkb Gi m`m¨‡`i 

mn‡hvwMZvq DcvË msMÖn Kiv n‡q‡Q Ges M‡elK wb‡R mvÿvrKvi MÖnY K‡i‡Qb| Ôe„nËi ewikv‡ji ivLvBb bvix‡`i RxebKg© I 

ZvZuwkí : GKwU ch©v‡jvPbvÕ kxl©K Av‡jvP¨ M‡elYvwU cwiPvwjZ n‡q‡Q mvgvwRK M‡elYvi cÖ‡qvRbxq Dcv`vb wb‡q| M‡elYvi 

cÖ‡qvR‡b gva¨wgK Drm †_‡K Z_¨ msMÖn Kiv n‡q‡Q| M‡elYv Kg©wU cwiPvwjZ n‡q‡Q  ¸YMZ I cwigvYMZ Dfq w`‡Ki wfwË‡Z|  

 

4.     M‡elYvi bgybv msMÖn  

M‡elYvq ZvZu wk‡íi mv‡_ cÖZ¨¶fv‡e RwoZ ivLvBb bvix‡`i‡K bgybvq‡bi Rb¨ †bIqv n‡q‡Q, Zvi g‡a¨ cUzqvLvjx †Rjvi Kjvcvov 

Dc‡Rjvi (†Mvov Avg‡Lvjv cvov, KuvjvPvb cvov, bvBDix cvov, ‡Kivbx cvov, wg¯¿xcvov, nvwocvov †Kv¤úvbx cvov Ges ZzjvZzjx 

cvov) Ges  ei¸bv †Rjvi ZvjZjx Dc‡Rjvi (AvMvVvKzi cvov, mI`vMvi cvov, ZvjZjx cvov, QvZb cvov, KweivR cvov, bvwgkx 

cvov Ges gby‡L cvov) ivLvBb bvix‡`i‡K bgybv wn‡m‡e †bIqv n‡q‡Q| M‡elYvi myweav‡_© D‡jøwLZ ¯’v‡bi cªZ¨ÿ ivLvBb ZuvZx‡`i 

hv‡`i wb‡R‡`i ZuvZ Av‡Q Ges wb‡RivB ZuvZ e¯¿ ˆZwi Ki‡Qb †m mKj ivLvBb bvix ZvuZx‡`i wPwýZ K‡i Zuv‡Zi cÖPvi cÖmvi 

m‡e©vcwi GB wk‡íi Dbœqb mnvqZv Ki‡Qb, ‡m mKj ivLvBb bvix‡K bgybv wn‡m‡e wbe©vPb Kiv n‡q‡Q| D³ bgybv †_‡K cÖYxZ 

cÖkœgvjvi wfwË‡Z mvÿvrKvi MÖnY Kiv n‡q‡Q| M‡elYvq ivLvBb bvix‡`i Kg©KvÛ m¤ú‡K© Av‡jvKcvZ Kivi D‡Ï‡k¨ †Km÷vwW 

cwiPvjbv Kiv n‡q‡Q| gva¨wgK Drm wn‡m‡e wewfbœ cÖKvkbv, RvZxq I AvšÍ©RvwZK Rvb©vj,cwÎKv, mvgwqKx, M‡elYv cÖeÜ, 

cÖwZ‡e`b, mgmvgwqK cwimsL¨vb BZ¨vw` †_‡K cÖ‡qvRbxq Z_¨ msMÖn Kiv n‡q‡Q| Zv QvovI Zuv‡Zi eZ©gvb Ae¯’v, GB wk‡í ivLvBb 

bvix D‡`¨v³v‡`i Kvh©µg, Zv‡`i Kg© cwi‡ek, Av_©-mvgvwRK Ae¯’v, Zuv‡Z cY¨ ˆZwii cÖwµqv Ges Drcvw`Z cY¨ mP‡ÿ Ae‡jvKb 

Kiv n‡q‡Q|  

 

5.    M‡elYvi †hŠw³KZv  

ivLvBbiv evsjv‡`‡ki Ab¨vb¨ ÿz`ª b„‡Mvôxi g‡a¨ Ab¨Zg| GB ÿz`ª b„‡Mvôx G ‡`‡k K‡qK kZvãxKvj †_‡K K·evRvi, cUzqvLvjx I 

ei¸bv †Rjvq emevm K‡i Avm‡Q| ivLvBb‡`i i‡q‡Q wbR¯^ fvlv, ms¯‹…wZ I g~j¨‡eva| Zv‡`i ms¯‹…wZ ev½vjx ms¯‹…wZ †_‡K wfbœZi| 

‡Kvb RvwZi Rxeb hvÎvi gvb wKsev aib †_‡KB †mB RvwZ ev m¤úª`vq KZUzKz DbœZ ev AbybœZ Zvi avibv Avgiv Rvb‡Z cvwi| 

Avgv‡`i mgMÖ RvwZmËvi cwiPq Rvb‡Z n‡j G ‡`‡k emevmiZ ÿz`ª b„‡Mvôx‡`i cwiPq Rvb‡Z n‡e Ges G‡`i cwic~Y© fv‡e Rvbv 

Avgv‡`i mylg Dbœqb I myôz cwiKíbv ev¯Íevq‡b Zvrch©c~Y©| wewfbœ ag©, eY© I †kÖYxi g‡a¨ cvi¯úvwiK Av¯’v I m¤úªxwZi Rb¨ Z_v 

m¤úªxwZ e„w×i Rb¨ cÖ‡qvRb mevi mgvb bvMwiK my‡hvM myweav, K_v ejvi AwaKvi, wbivcËvi AwaKvimn ivóªxq e¨e¯’v †_‡K ïiæ K‡i 

mgv‡Ri cÖwZwU †ÿ‡Î mevi AskMÖnY, `vwqZ¡ cvjb I my‡hvM myweavi mdj ev¯Íevqb| Avi ZvB G †ÿ‡Î ivLvBb Rb‡Mvôx Ges ZvuZ 

wk‡í wb‡qvwRZ ivLvBb bvixiv Zv‡`i ˆ`bw›`b Rxeb hvc‡bi †ÿ‡Î †Kgb Av‡Q ev wKfv‡e Zuviv Rxeb RxweKv wbe©vn Ki‡Q Gme 

DËi Rvbvi †ÿ‡Î M‡elYvi cÖ‡qvRbxqZv i‡q‡Q| Avgv‡`i †`‡ki †gvU RbmsL¨vi A‡a©K bvix| cUzqvLvjx I ei¸bv †Rjvi ivLvBb 

bvix mgvR mvgvwRK, wkÿvMZ, A_©‰bwZK I ivR‰bwZK ‡ÿ‡Î Ae‡nwjZ| GB M‡elYv Kg©wUi gva¨‡g ivLvBb Zv‡Zui mv‡_ m¤ú„³ 

ivLvBb bvix D‡`¨v³v‡`i wewfbœ Kvh©µg ch©v‡jvPbvc~e©K Zv‡`i mgm¨vmg~n wPwýZ K‡i Kvh©Kix I mg‡qvc‡hvMx cwiKíbv MÖnY Kiv 

cÖ‡qvRb hv ivLvBb bvix D‡`¨v³v‡`i Dbœq‡b ¸iæZ¡c~Y© f‚wgKv ivL‡e| ivLvBb bvixiv PvKzixi cvkvcvwk e¨emv evwY‡R¨i mv‡_I 

RwoZ, we‡kl K‡i ÿz`ª e¨emvq, n¯ÍPvwjZ KvRKg©| eZ©gv‡b eû ivLvBb bvix i‡q‡Qb hviv ZuvZ wk‡íi Dbœq‡b KvR K‡i hv‡”Qb| 

ÿz`ª b„‡Mvôx wnmv‡e ivLvBb‡`i A_©‰bwZK Kvh©µ‡g ZuvZ wk‡íi mv‡_ RwoZ bvix D‡`¨v³v‡`i AskMÖnY Zvrch©c~b©| ivLvBb bvix 

D‡`¨v³v‡`i Rxeb-RxweKv m¤ú‡K© Rvb‡Z G wel‡q M‡elYv cÖ‡qvRb weavq, Ôe„nËi ewikv‡ji ivLvBb bvix‡`i RxebKg© I ZvZuwkí : 

GKwU ch©v‡jvPbvÕ GB welqwU M‡elYvi welqe¯‘ wn‡m‡e †bIqv n‡q‡Q| ivLvBb‡`i Avw` †ckv ZuvZ wkí wKš‘ eZ©gv‡b Zv wejyß n‡q 

hv‡”Q| ZuvZ wk‡í wb‡qvwRZ ivLvBb bvix‡`i eûwea mgm¨v `~ixKi‡Yi gva¨‡g Zv‡`i `ÿZv I Ávb e„w× Ki‡Z cvi‡e|  

 

6.      mvwnZ¨ ch©v‡jvPbv  

GB M‡elYvKg© cwiPvjbvq mswÿß cwim‡i †h mg¯Í mvwnZ¨ ch©v‡jvPbv m¤¢e n‡q‡Q Zv Zz‡j aiv n‡q‡Q| gy¯Ídv gwR` ivLvBb‡`i wb‡q  

D‡jøL‡hvM¨ M‡elYv cwiPvjbv K‡i‡Qb| wZwb ivLvBb‡`i we¯Íi weeiY I cÖkvmwbK ‡ÿ‡Î Zv‡`i mgm¨vejx Zz‡j a‡i‡Qb cUzqvLvjx I 

ei¸bv †Rjvi ivLvBb‡`i m„wóZ‡Ë¡i BwZnvm, G‡`‡k AvMgb, Ae¯’vb BZ¨vw` m¤úwK©Z welq Zz‡j a‡i‡Qb| wZwb ivLvBb‡`i 

b„ZvwË¡K cwiPq w`‡Z wM‡q D‡jøL K‡i‡Qb, Giv g‡½vjxq gnv b„-‡Mvôxfz³ GK ÿz`ª mgvR| ivLvBb‡`i f‚wg mgm¨v‡K eû mvgvwRK 

mgm¨vi g~j KviY D‡jøL K‡i‡Qb| Zv‡`i evwo N‡ii aib, AvmevecÎ, wb‡R‡`i ˆ`wnK e¨eüZ wRwbm cÎvw`, †cvkvK cwi”Q`, 

we‡bv`b I Kv‡Ri aib m¤ú‡K© Av‡jvPbv K‡i‡Qb (gwR`, 1992)| mvgv` (2006) Zuvi cÖe‡Ü evsjv‡`‡k ivLvBb‡`i AvMg‡bi 
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cUf‚wg, cÖZ¨vwnK Rxe‡bi wewfbœ w`K †hgb: R‡b¥vrme, fvlv-wkÿv- ms¯‹…wZ, ag©, emZevwo, †cvkvK-cwi‡”Q`, †ckv, wewfbœ ai‡bi 

ag©xq I mvgvwRK AvPvi-Abyôvb, †jvKvPvi, g~j¨‡eva I g‡bve„wË Ges mvgvwRK, ivR‰bwZK I A_©‰bwZK Ae¯’vi bvbv w`K m¤ú‡K© 

Av‡jvPbv K‡i‡Qb, hvi gva¨‡g Ab¨ ag©vej¤^x n‡Z Zv‡`i ¯^Zš¿ Ae¯’vb m¤ú‡K© my¯úó avibv cvIqv hvq (Samad, 2006)| Uvwj©s 

Ges †Mv‡gR (2008) Zuvi cÖe‡Ü RvwZ‡Mvôxi cwiPq Z_v b„‡MvôxMZ cwiPq m¤ú‡K© Av‡jvPbv K‡i‡Qb| wZwb RvwZ‡Mvôx ØÜ e¨vLvi 

†ÿ‡Î ivóª, iv‡óªi MwZkxjZvi †ÿ‡Î wfbœ wfbœ RvwZ‡Mvôx cwiPq aviYKvix Rb‡Mvôxi m¤úK© wKiƒc Zv wPÎvwqZ K‡i‡Q, hvi gva¨‡g 

ivLvBb‡`i cwiPq m¤ú‡K© aviYv AR©b Kiv hvq (Tarling and Gomez, 2008)| Av‡gbv †gvnmxb (1997) Zuvi cÖe‡Ü cvwK¯Ívb I 

evsjv‡`k mgqKv‡j wewfbœ b„‡Mvôxi ivR‰bwZK ¯^iæc wb‡q Av‡jvPbvi cvkvcvwk weªwUk Jcwb‡ewkKiv cvwK¯Ívb iv‡óª wewfbœ b„‡Mvôx 

m¤ú‡K© wK ai‡bi bxwZgvjv cÖ‡qvM K‡iwQj †m m¤ú‡K© Av‡jvPbv K‡ib (Mohsin , 1997)|1

  Prierre Bassaignet (1958) Zuvi 

Tribesmen of the Chittagong Hill Tracts cÖe‡Ü b„‡Mvôxmg~‡ni cwiwPwZ, Zv‡`i A_©‰bwZK Rxebaviv, Zv‡`i mvgvwRK cÖwZôvb 

I cÖkvmwbK e¨e¯’v m¤ú‡K© we¯ÍvwiZ fv‡e Av‡jvPbv Kiv n‡q‡Q| GQvovI Zuvi cÖe‡Ü `ywU gM MÖv‡gi eY©bv i‡q‡Q (Bessainet, 

1958)| Aa¨vcK Avng` kixd (1992) Zuvi Ôms¯‹…wZÕ wk‡ivbv‡gi cÖe‡Ü Avw` I Avw`g gvbeRvwZi †MvÎxq m¤ú‡K© Av‡jvKcvZ 

K‡i‡Qb| Av‡Rv eû AviY¨ gvbe †Mvôx †MvÎ i‡q‡Q, hviv wb‡Riv I m„wókxj bq Ges wb‡Riv GKvšÍB MÖnY ev AbyKiY AbymiY wegyL, 

wbZvšÍ iÿYkxj K~g©cÖe„wËi gvbyl, ZvB Avw`evmx, DcRvwZ bv‡g AwfwnZ| †Mvôxe× eû ey‡bv I AviY¨ mgvR Avw` I Avw`g gvbe 

cÖRvwZ wn‡m‡eB me© cÖKvi Rxeb hvcb K‡i (kixd, 1992)| D_yb As Ruv (1992) Zuvi cÖe‡Ü D‡jøL K‡i‡Qb, AvbygvwbK 200 eQi 

Av‡M Bs‡iRx 1784 wLªóv‡ã, evsjv 1191 mv‡j, ivLvBb Aã 1146 mv‡ji (ey×v›` 2330) eZ©gvb AvivKvb cÖ‡`k GKwU †`k wQj 

Ges GKRb ivLvBb ivRv mgMÖ AvivKvb †`k‡K kvmb Ki‡Zb Zvi ivRavbx wQj ÔgªnsÕ ev ¤ªvD kni| eg©vi ivRv Ô‡ev‡`vcvqvÕ AvivKvb 

†`k ev ivLvBb †cªÕi ¯^vaxb ivRv‡K hy‡× civwRZ K‡i| H mgq AvivKvb †_‡K we‡`ªvnxMY †bŠKv †hv‡M e‡½vcmvM‡ii †gvnbvq cwðg 

Zx‡i Aew¯’Z iv½vevjx bvgK Øx‡c †bv½i K‡i| Bs‡iR 1815-1920 mv‡ji g‡a¨ MjvwPcv, Kjvcvov, AvgZjx, ei¸bv GjvKvi 

wewfbœ ¯’v‡b Zv‡`i emwZ Qwo‡q c‡o (Rvu, 1992)| gy¯Ídv gwR` (1992) Zuvi cÖe‡Ü ivLvBb‡`i we¯Íi weeiY I cÖkvmwbK ‡ÿ‡Î 

Zv‡`i mgm¨vejx Zz‡j a‡i‡Qb cUzqvLvjx I ei¸bv †Rjvi ivLvBb‡`i m„wóZ‡Ë¡i BwZnvm, G‡`‡k AvMgb, Ae¯’vb BZ¨vw` m¤úwK©Z 

welq Zz‡j a‡i‡Qb| wZwb ivLvBb‡`i b„ZvwË¡K cwiPq w`‡Z wM‡q D‡jøL K‡i‡Qb, Giv g‡½vjxq gnv b„-‡Mvôxfz³ GK ÿz`ª mgvR| 

ivLvBb‡`i f‚wg mgm¨v‡K eû mvgvwRK mgm¨vi g~j KviY D‡jøL K‡i‡Qb| Zv‡`i evwo N‡ii aib, AvmevecÎ, wb‡R‡`i ˆ`wnK 

e¨eüZ wRwbm cÎvw`, †cvkvK cwi”Q`, we‡bv`b I Kv‡Ri aib m¤ú‡K© Av‡jvPbv K‡i‡Qb (gwR`, 1992)| gsev (2003) Zuvi 

cÖe‡Ü evsjv‡`‡ki ivLvBb Rb‡Mvôxi DrcwË, BwZnvm I HwZn¨ Ges Zv‡`i Rxeb aviv m¤ú‡K© Av‡jvKcvZ K‡i‡Qb| ivLvBb‡`i 

AvMgb, bvgKiY, Avevm¯’j Ges Av_©-mvgvwRK Ae¯’v m¤ú‡K© Av‡jvPbv Kiv n‡q‡Q| wZwb D‡jøL K‡i‡Qb iÿY kã n‡Z ivLvBb 

k‡ãi DrcwË| ivLvBb RvwZi DrcwË nq wLªóc~e© 3341 eQi Av‡M (gsev, 2003)| myMZ PvKgv (1985) Zuvi cÖe‡Ü D‡jøL K‡ib, 

ivLvBb‡`i fvlv I ms¯‹…wZi mv‡_ egx© Ges AvivKvbx‡`i Mfxi †hvMm~Î i‡q‡Q| cve©Z¨ PÆMÖv‡gi gvigv‡`i mg‡MvÎxq †jvK K·evRvi 

I cUzqvLvjx‡Z i‡q‡Q| Zviv †mLv‡b wb‡R‡`i ivLvBb wn‡m‡e cwiPq †`b  (PvKgv, 1985)| gsev (2005) Zuvi cÖe‡Ü cUyqvLvjx I 

ei¸bv †Rjvq ivLvBb‡`i AvMg‡bi †cÖÿvcU m¤ú‡K© eY ©bv K‡i‡Qb| 1784 wLªóv‡ã ivLvbB‡`i wcZ…f‚wg AvivKvb f‚LÛwU Kziy‡ÿ‡Î 

cwibZ n‡j ¯^vaxbZv jyß AvivKvb †_‡K 150wU ivLvBb cwievi 50wU †bŠhvb †hv‡M e‡½vcmvM‡ii DËvj †XD AwZµg K‡i `wÿY 

evsjvi ev‡LiMÄ †Rjvi DcK~jxq GjvKvq emwZ ¯’vcb K‡i (gsev, 2005)| myMZ PvKgv (2002) Zuvi cÖe‡Ü evsjv‡`‡ki Ab¨vb¨ 

¶y`ª b„‡Mvôx‡`i Av‡jvPbvi cÖm‡½ ÔivLvBbÕ RvwZ‡Mvôx‡K wb‡q I Av‡jvKcvZ K‡i‡Qb| ivLvBb‡`i msL¨v, bvgKiY, b„ZvwË¡K 

cwiwPwZ, gO ivR cwievi, ivLvBb mgvR ms¯‹…wZ, AvPvi e¨envi, cvwievwiK KvVv‡gv, evmM„n, ag© , †cvkvK cwi‡”Q`, Lv`¨vevm, 

weevn Abyôvb BZ¨vw` wel‡q Av‡jvPbv K‡i‡Qb| ivLvBb‡`i cwievi wcZ… cÖavb n‡jI cvwievwiK Kv‡R †g‡qiv ¸iæZ¡c~Y© f‚wgKv cvjb 

K‡i| ivLvBb bvixiv AZ¨šÍ Kg©V| Zviv K…wlKvR I Zuvi eyb‡b `ÿ (PvKgv, 2002)|
 

Ave`yj gvey` Lvb (2005) Zuvi cÖe‡Ü g~jZ 

PÆMÖv‡gi ¶y`ª b„‡Mvôxi mvs¯‹…wZK Rxeb aviv wb‡q Av‡jvPbvi cÖqvm Pvwj‡q‡Qb| cve©Z¨ GjvKvq 11wU ÿz`ªRvwZi cwiPq w`‡q‡Qb, 

jmyvB, Lywg, †Lqvs, WvK, cvO‡Lvqv, †evg, †¤ªv, ZÂ¨vÂv, wÎcyiv, gvigv I PvKgv ¶y`ª b„‡Mvôx‡`i HwZnvwmK †cÖÿvcU eY©bv Kiv 

n‡q‡Q| gvigv‡`i Rb‡Mvôx GKwU HwZn¨evnx Rxeb aviv‡K Aej¤^b K‡i Zv‡`i Bn-ciRvMwZK ev¯ÍeZv I Ava¨vwZœKZv jvjb K‡i 

P‡j‡Q| cve©Z¨ ev›`ievb †Rjvq Zviv msL¨vMwió fv‡e emevm Ki‡jI iv½vgvwU, K·evRvi I cUzqvLvjx †Rjv‡Z G‡`i jÿ¨ Kiv 

hvq| hw`I cUzqvLvjx †Rjvi G As‡ki Rb‡Mvôx wb‡R‡`i gvigv cwiPq bv w`‡q ivLvBb e‡j cwiPq w`‡q _v‡Kb (Lvb, 2005)|
 

gy¯Ídv gwR` (2005) Zuvi cÖe‡Ü evsjv‡`‡ki wewfbœ ¶y`ª b„‡Mvôxi HwZn¨ I mvs¯‹…wZK m¤ú‡K© Av‡jvKcvZ K‡i‡Qb| msL¨vZvwË¡K 

wePv‡i ivLvBbiv evsjv‡`‡k msL¨vjNy ¶y`ª b„‡Mvôx| gvigv‡`i mf¨Zvi b¨vq ivLvbB‡`i BwZnvm K‡qK nvRvi eQ‡ii cyyiv‡bv| Abygvb 

Kiv nq †h gMa †_‡K AvMZ Rb‡Mvôx n‡ZB ÔgMÕ k‡ãi DrcwË| gvigviv wb‡R‡`i gM cwiPq w`‡Z AcQ›` K‡i| ivLvbB‡`i wbR¯^ 

ms¯‹…wZ I fvlv i‡q‡Q| Zviv mvaviY b`x wKsev n«‡`i cvo, cvnv‡ii cv`‡`‡k hy_e×fv‡e gvPvs Ni ˆZwi K‡i emevm K‡i| GB 
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cÖe‡Ü ivLvBb‡`i m¤ú‡K© hv eY©bv K‡i‡Qb Zv‡`i‡K Rvbvi Rb¨ Zv Acwinvh© bq (gy¯Ídv gwR` m¤úvw`Z, 2005)|
23

 Ave ỳj gvey` 

Lvb (2006) Zuvi cÖe‡Ü †eŠ× ag©vej¤^x m¤ú‡K© D‡jøL K‡i‡Qb cUzqvLvjx I ei¸bv †Rjvi †eŠ× Rb‡Mvôxi g‡½vj‡qW ‡Mvôxi 

AšÍ©fz³| AvivKv‡bi †eŠ× ag©vej¤^x Rbmgwó I Zv‡`i evsjv‡`k¯’ eskai hviv cUzqvLvjx I ei¸bv †Rjvi me© `wÿYvÂ‡j, K·evRvi 

cve©Z¨ PÆMÖv‡gi ev›`ievb I LvMovQwo †Rjvq emevm K‡i Zviv mvaviY ÔgMÕ bv‡g cwiwPZ| wZwb †eŠ×‡`i Rxeb, Kg©, ag© I wek^vm, 

mvgvwRK RxebhvÎv cÖYvjx, Lv`¨vfvm, †cvkvK cwi‡”Q`, ixwZbxwZ, c~Rv cve©b I Drme BZ¨vw` wel‡q Av‡jvKcvZ K‡i‡Qb| wZwb 

Av‡iv D‡jøL K‡i‡Qb G AÂ‡ji †eŠ× Rbmgwó wb‡R‡`i‡K ÔgMÕ bv‡g cwiPq w`‡Z wbiærmvn †eva K‡i, wKQzw`b c~‡e©I Zviv 

wb‡R‡`i‡K gvigv (evwg©R) bv‡g cwiPq w`‡Z †`Lv †M‡Q (Lvb, 2006)| 
24

 

 

7.     ivLvBb‡`i mvs¯‹…wZK HwZn¨  

e„nËi ewikv‡ji ivLvBb RvwZ‡Mvôxiv GK mgq RvqMv Rwg ab †`Šj‡Z LyeB ¯^wbf©i I mg„×kvjx wQj| cÖ‡Z¨KwU cwiev‡i cÖPyi Pv‡li 

Rwg I ab m¤úwË _vKvi Kvi‡Y Zv‡`i evowZ Av‡q Zviv M‡o Zz‡jwQ‡jb eo eo gw›`i, †eŠ× wenvi k¥kvb, kvb euvav‡bv cyKzi, 

mvR-†cvkvK, †mvbv Mqbvq †g‡qiv nvwm Lywk‡Z _vKZ m`v cÖdzjø| bvbv Av‡gv` dzwZ©‡Z cÖwZwU cwievi I cvov _vK‡Zv KjKvKwj‡Z 

gyLwiZ| cÖwZwU †jŠwKK I agx©q Abyôvb †hgb ˆekvLx c~wY©gv, ˆPÎ msµvwšÍ, beel© D`&hvc‡b Rj‡Kwj †Ljv ev cvwb Drme, †eŠ× 

c~wY©gv ev cÖeviYv c~wY©gv, gvNx c~wY©gvmn meKwU c~wY©gv Zviv cvjb K‡ib| GQvovI kÖgb I weevn Abyôvb, g„Zz¨i ci kÖv×, we‡kl K‡i 

†eŠ× wenvia¨v‡ÿi g„Zz¨ cieZx© A‡šÍ¨wóªwµqv m¤úv`b fveM¤¢xi cwi‡e‡k e„nr Drme AvKv‡i m¯úbœ K‡i _v‡Kb| ZvQvovI bvbv AvPvi 

Abyôvb bvBqi Avbv †bqv I AwZw_ Avc¨vq‡b ivLvBbiv cÖPzi LiP K‡i| ivLvBbiv LyeB Avb›` wcÖq| Kv‡iv m‡½ †`Lv n‡j g„`y ‡n‡m 

Kzkj wewbgq K‡ib| Zv‡`i agx©q I †jŠwKK Drme¸‡jv‡Z wKsev cvjv cve©‡b ev evwo‡Z AwZw_ G‡j bvbv my¯^v`y bKkx wc‡V cywj 

webœx Pv‡ji iKgvwi R`©v cv‡qm evwb‡q AwZw_ I cvov cÖwZ‡ekx‡`i LvIqv‡Z cQ›` K‡ib| †ng‡šÍ †`Lv hvq ivLvBb cvovq bZzb 

av‡bi ¸wo †KvUvi ayg c‡o hvq| ivLvBb †g‡qiv g‡bi Avb‡›` ZLb wc‡V evbvevi cÖwZ‡hvwMZvq †j‡M hvq| Zuviv bvbv ai‡bi gRv`vi 

Lvevi ˆZwi K‡i| 

 

ivLvBb‡`i Lv`¨vf¨vm  

ivLvbB‡`i cÖavb Lv`¨ fv‡Zi m‡½ Zviv mvgyw`ªK gvQ †hgb-nv½i, KuvKov, kvgyK, wSbyK Ges wg‡V cvwbi gv‡Qi cvkvcvwk wewfbœ 

cÖvYx †hgb-†cvlv I eY¨ ïKzi, nwib, gyiMx, KeyZi, nvm, e¨vO cÖf…wZi gvsm †L‡Z cQ›` K‡ib| ivLvBbiv cÖPzi cwigv‡Y kvKmwâ 

djgyj, evuk ,†Kvoj ey‡bv Ij e¨v‡Oi QvZv gvkiæg, bvwà ev wm‡`vwj webœx fvZ, wc‡V cywj BZ¨vw` †L‡q _v‡Kb| ivLvBb bvix cyiæl 

Df‡q nv‡Z ˆZwi PziyU cvb K‡i| hy‡Mi cwieZ©‡b cÖwZKyj cwi‡ek cwiw¯’wZ I Lv`¨`ª‡e¨i AcÖZzjZvi Kvi‡Y ivLvBb‡`i Lv`¨f¨v‡mi 

†ÿ‡Î cwieZ©b G‡m‡Q| 

 

ivLvBb‡`i ag© I wek^vm  

evsjv‡`‡ki ivLvBb RvwZ‡Mvôxi kZKiv cÖvq GKkZ fvM †eŠ× ag©vej¤^x| cUzqvLvjx I ei¸bv †Rjvi ivLvBbiv I kZKiv GKkZ 

fvM †eŠ× ag©vej¤^x| †eŠ×ag© GKwU AwZ cÖvPxb agx©| GB ag© ` ywU kvLvq wef³| h_v- nxb hvb I gnvhvb| nxbhvb avibvwU Ô†_iev`Õ 

bv‡gI cwiwPZ| evsjv‡`‡ki Ab¨vb¨ AÂ‡ji g‡Zv evsjv‡`‡ki `wÿYvÂj Z_v ei¸bv †Rjvi ZvjZjx Dc†Rjvi †eŠ×MY n‡jv 

†_iev`cš’x Zv‡`i ag©MÖ‡š’i bvg wÎwcUK| GB MÖš’ egx© Aÿ‡i cvwj fvlvq †jLv (Lvb, 2006)|
 

evsjv‡`‡ki `wÿYvÂj Z_v ei¸bv 

†Rjvi ZvjZjx Dc‡Rjvi ivLvBbiv †eŠ× kv¯¿g‡Z cve©wYK AvPvi Abyôvb I Drme cvjb K‡ib Ges Gme Abyôvb cÖvK Aÿi hy‡Mi 

Abyf‚wZ wgwkªZ bq (gwR`, 2003)| evsjv‡`‡ki ivLvBb‡`i Rxeb `k©b †eŠ× a‡g©i Dci cÖwZwôZ| Giv mgv‡R †eŠ× wfÿz‡`i 

m¤§vb I gh©v`v w`‡q _v‡Kb| wfÿz‡`i cÖwZ G‡`i i‡q‡Q Mfxi ggZv, kÖ×v‡eva I fv‡jvevmv| wfÿz‡`i ixwZ bxwZ Abymv‡i Zv‡`i 

ïf-Aïf wb‡ ©̀‡k I Ab¨vb¨ Kv‡R ivLvBb‡`i ‰`bw›`b Rxeb AwZevwnZ nq| †eŠ×‡`i cweÎ w`b¸‡jv †hgb-‰ekvLx ev †eŠ× c~wY©gv, 

Avlvpx c~wY©gv, fv`ª c~wY©gv, KvwZ©Kx©© c~wb©gv I gvNx c~wY©gv| bvix , cyiæl,  hyeK,  hyev , wkï I  e„× mK‡jB †eŠ× wfÿyi ag©evYx 

kÖe‡Yi Rb¨ †eŠ× gw›`i Mgb K‡ib| ivLvBb‡`i me‡P‡q eo agx©q Drme n‡”Q †eŠ× c~wY©gv Ges Zv‡`i cweÎ ¯’vb †eŠ× gw›`i ev 

K¨vs|  

 

ivLvBb‡`i we‡q  

ivLvBb‡`i we‡qi Abyôvb ‰ewPÎ¨gq, RuvKRgK I Avb›`Nb cwi‡e‡k n‡q _v‡K| ivLvBb m¤úª`v‡qi †Kvb eY© ev †MvÎ‡f` †bB 

(gsev, 2005)|
30  

ivLvBb‡`i g‡Z we‡q n‡”Q ag© cvj‡bi Awbevh© kZ© (gwR`, 2003)|
27 

 cÖvPxbKv‡j ivLvBb mgv‡R evj¨ weevn 
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cÖPjb _vK‡j I eZ©gv‡b Zv Pvjy †bB| ivLvBb‡`i gvm w`b ÿb MYbv c~wY©gv †Kw›`ªK n‡q _v‡K| ivLvBb el©cÄx 4_© gvm, 5g gvm I 

6ô gvm A_©vr †eŠ× cy‡ivwnZ‡`i el©vev‡mi mgq (Avlvpx c~wY©gv †_‡K Avwk^bx c~wY©gv) Ges 10 gvm (†cŠlx c~wY©gv †_‡K gvNx c~wY©gv) 

cÖ_vwm× we‡qi Abyôvb Av‡qvRb Kiv nq bv| ivLvBb mgv‡R KzjMZ A_©vr PvPv‡Zv, dzdv‡Zv I Lv‡jv‡Zv fvB †ev‡bi g‡a¨ 

weevneÜ‡b Ave× nq bv, Z‡e gvgv‡Zv fvB †ev‡bi g‡a¨ we‡q n‡Z cv‡i| hw`I Nwbó AvZ¥xq nIqvq G ai‡Yi we‡q‡Z wbiærmvwnZ 

Kiv nq| ivLvBb mgv‡R mvaviY †g‡qi evwo‡Z we‡qi Abyôvb nq| cÖ_v Abymv‡i we‡qi ci ei GKRb m½xmn K‡b evwo‡Z mvZw`b 

Ae¯’vb Kivi ci beeay‡K m‡½ K‡i wbR evwo‡Z wd‡i Av‡m Ges bZzb Rxeb ïiæ K‡i| 

 

ivLvBb‡`i Drme-cve©Y  

ivLvBbiv eiveiB Zv‡`i BwZnvm, wkí, K…wl mvs¯‹…wZK HwZ‡n¨i cÖwZ AbyMZ| Zv‡`i Drme mgyn mvaviYZ c~wb©gv wZw_‡Z AbywôZ 

nq| ivLvBb evi gv‡mi bvg (1) Ô†Zs LysÕ (ˆekvL) (2) ÔKvQzsÕ ( ˆR¨ô) (3) Ô†bsqysÕ (Avlvp) (4) ÔIqv‡QvÕ (kÖveY) (5) ÔIqvLsÕ 

(fv`ª) (6) Ô‡ZvqvQvjvsÕ (Avwk^b) (7) ÔIqv‡M¨v‡qÕ (KvwZ©K) (8) Ô†Zs Qs †evÕ (AMÖnvqY) (9) Ô†bn‡ZvÕ (‡cŠl) (10) ÔcÖv †QvÕ (gvN) 

(11) ÔZv‡fv †Zv‡qÕ (dvêyY) I (12) ÔZv fsÕ (ˆPÎ) ivLvBb‡`i Drme cve©Y mvaviYZ c~wY©gvi wZw_‡Z n‡q _v‡K| ivLvBb‡`i 

D`&hvwcZ agx©q Drme ¸‡jvi g‡a¨ ÔKvQzsjvÕ Ts wij ‡cv‡q Avlvpx c~wY©gv †bs qyjv-Pv cÖvBs †cvI‡q, kÖvebx c~wY©gv Iqv‡Qv jv‡eªv 

Iqv‡Qv †cvË‡q KvwZ©K c~wY©gv Iqv‡Mv jv‡eª (cÖeviYv c~wY©gv) KvwVs Qvs‡MÖs n¬y †cvË‡q (KwVb Pxie `v‡bvrme) (gsev, 2000)|
28

 c~wY©©gv 

¸‡jvi g‡a¨ ˆekvLx c~wY©gv , Avlvpx c~wY©gv,  Avwk^©bx c~wY©gv I gvNx c~wY©gv| ZvjZjx Dc‡Rjvi †eŠ×MY RvKuRg‡Ki m‡½ D`&hvcb 

K‡i| Avlvpx c~wY©gv †_‡K Avwk^bx c~wY©gv ch©šÍ wfÿziv ‰Î gvwmK el©vevmeªZ cvjb K‡i| el©vevmeªZ‡K †eŠ×MY ÔIqvÕ e‡j (Lvb, 

2006)|
29 

 

 

8.    ivLvBb‡`i RxweKv  

evsjv‡`‡ki ivLvBbiv Zv‡`i emevmiZ Ae¯’vb I Zvi cwi‡e‡ki Dci wbf©ikxj n‡q wewfbœ ai‡bi †ckvi mv‡_ m¤ú„³| ivLvBb‡`i 

HwZn¨evnx †ckv ¸‡jv ch©v‡jvPbv Ki‡j †`Lv hvq mg‡qi cwiµgvq Zv‡`i HwZn¨evnx †ckv ¸‡jv bvbvwea mgm¨vi Kvi‡b Zviv 

cªwZwbqZ Ab¨ †ckvq avweZ n‡”Q| ZvjZjx Dc‡Rjvi ivLvBb‡`i K‡qKwU †ckvi weeiY mswÿßfv‡e wb‡¤œ Zz‡j aiv n‡jv— 

 

ZuvZ eybb (ZvZu wkí)  

ivLvBb‡`i cÖvPxb I cÖavb †ckv ZuvZ eybb| ZuvZ wkí ivLvBb‡`i HwZn¨c~Y© RvwZMZ †ckv| ivLvBb bvixiv wbR¯^ cwiev‡ii Rb¨ 

jyw½, Pv`i, _vwg, weQvbvi Pv`i cÖf…wZ ˆZwi K‡i wb‡R‡`i Afve cyiY K‡i _v‡Kb Ges evwYwR¨K fv‡e wewµi Rb¨ Aewkó mgqUv 

Zviv K‡Vvi cwikÖg K‡i Kvco ey‡b _v‡Kb| ivLvBb cwiev‡i Zuv‡Z Kvco eyb‡Z Rv‡b bv Ggb †g‡q weij| †g‡q‡`i Zuv‡Z Kvco 

†evbv‡K RvwZMZ ¸b e‡j MY¨ Kiv nq| Kvco eyb‡bi `ÿZv †g‡q‡`i weev‡ni AwZwi³ †hvM¨Zv iæ‡c we‡ePbv Kiv nq| ivLvBb‡`i 

ˆZwi ZuvZ cY¨ ch©UK‡`i `„wó AvKl©Y K‡i‡Q| cUyqvLvjx I ei¸bv †Rjvi eû cwievi GB ZuvZ wk‡íi Dci wbf©jkxj, ivLvBb‡`i 

HwZn¨evnx ZuvZ wk‡íi eZ©gvb Ae¯’v msKUvcbœ| mvZbcvov, ZvjZjxcvov, KweivRcvov ZuvZwkí Zuvi D¾¡j `„óvšÍ| eZ©gv‡b 

mvgvwRK, A_©‰bwZK I ivR‰bwZK Kvi‡Y cUzqvLvjx I ei¸bv †Rjvi ivLvBb‡`i ZuvZ wkí wejywßi m¤§y~Lxb n‡jI evsjv‡`k ZuvZ 

Dbœqb †ev‡W©i eûgyLx D‡`¨v‡Mi d‡j A‡b‡KB AvMÖnx †`Lv‡”Q G †ckvq|  

 

K…wl KvR  

GK mgq ivLvBb‡`i †Mvjvfiv avb, cyKzifiv gvQ, gvV fiv dmj wQj| ZvjZjx Dc‡Rjvi ivLvBbiv Zv‡`i wbR¯^ Rwg‡Z cÖZ¨ÿ I 

c‡ivÿfv‡e Pvlvev` K‡i hv‡”Q| wKQz wKQz ivLvBb cvovq nuvm, gyiMx, QvMj I Mvfx cvjb K‡i RxweKv wbe©vn K‡i hv‡”Q| Zv‡`i 

cÖ‡qvR‡b bvbv Rv‡Zi avb I Wvj Ges iwe †gŠmy‡g wgwó Avjy, †Mvj Avjy, m‡l©, wcqvR imyb, Av`v, ZigyR I Kzgovmn bvbv Rv‡Zi 

ZwiZiKvwi Pvl K‡i, Z‡e Zv ch©vß bq| cUzqvLvwj I ei¸bv †Rjvi ivLvBb cvovq gwn‡li Pvl jÿ Kiv hvq| GKkZ fvM Rwgi 

Dci wbf ©ikxj †_‡KI ZvjZjx Dc‡Rjvi ivLvBb cwievi¸‡jv cÂv‡ki `kK ch©šÍ †gvUvgywU A_©‰bwZKfv‡e ¯^vej¤^x wQj, Z‡e 

cÂv‡ki `kK cieZx© mg‡q evOvwj gymjgvb‡`i AvMgb, G‡`i Rwgi Dci GK ‡kÖYxi PµvšÍKvix I my‡hvM mÜvbx evOvwj‡`i AvMÖvmx 

g‡bvfve, cÂvk I lvU `kK Ry‡o Nb Nb cÖvK…wZK `y‡h©vM we‡kl K‡i Nywb©So R‡jv”Q¡vm, jebv³Zv, Abve„wó gnvgvix BZ¨vw` Kvi‡Y 

Zv‡`i A_©‰bwZK ¯^vej¤^x Rxe‡b †Q` c‡o I wech©¯Í nq| A‡bK cÖfvekvjx gn‡ji KzU‡KŠk‡j ivLvBb‡`i f‚wg KzwÿMZ K‡i 

ivLvBb‡`i wbR¯^ Rwg †_‡K D‡”Q` K‡i cÖwZwbqZ Zv‡`i‡K Aw¯Í¯^ msK‡Ui w`‡K ‡d‡j w`‡”Q| 
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bvwà ev wn`j ˆZwi  

ZvjZjx Dc‡Rjvi wKQz msL¨K ivLvBb bvwà ‰Zwi †ckvi mv‡_ RwoZ| e‡½vcmvMi †_‡K †QvU †QvU wPswo gv‡Qi cÖRvwZ msMÖn I µq 

K‡i ïKv‡bv nq| ïK‡bv gvQ XvK †XwK I Ab¨vb¨ hš¿ w`‡q gÛz K‡i wKQzw`b †i‡L we‡kl wbq‡g bvwà ˆZwi Kiv nq| eZ©gv‡b A‡bK 

evOvjx e¨emvqx bvwài †ckvq RwoZ nIqvq ivLvBb‡`i gv_v e¨v_vi Dcµg n‡q‡Q| 

 

PvKwiRxex  

miKvix †emiKvwi I wewfbœ ¯^vqIkvwmZ cÖwZôv‡b ZvjZjx Dc‡Rjvmn †`‡ki Ab¨vb¨ AÂ‡ji ivLvBbiv PvKzix K‡i hv‡”Q| c~‡e©Kvi 

mg‡q ivLvBbiv A_© weËkvjx nIqvq PvKzix Ki‡Z Drmvnx wQ‡jb bv, wKš‘ eZ©gv‡b ivLvBbmn Ab¨vb¨ DcRvwZ/Avw`evmx‡`i wewfbœ 

†m±‡i RxweKvi cÖ‡qvR‡b Kg©iZ †`Lv hv‡”Q| 

 

Ab¨vb¨ †ckv  

ivLvBb mgv‡R Zv‡`i AZxZ HwZn¨ iÿvi cvkvcvwk RxweKvi cÖ‡qvR‡b wewfbœ †ckvq AskMÖnY Ki‡Q| †hgb †UBjvwis, ¯^‡b©i KvR, 

A‡Uv †gvevBj WªvBwfs, Kw¤úDUvi †cÖvMÖvwgs, B‡jKwUªwkqvb| G QvovI wkÿKZv, grm¨ Avnib, gnvRbx †ckv, †`vKvb e¨emv, evwg©R 

cY¨ mvgMÖx weµq D‡jøL‡hvM¨| Z‡e, ivLvBb‡`i †KDB wfÿe„wËi mv‡_ RwoZ bq| ZvjZjx Dc‡Rjvi ivLvBb Rb‡Mvôx RxweKvi 

cÖ‡qvR‡b cÖwZwbqZ bZzb bZzb †ckvi AbymÜvb K‡i hv‡”Q Ges wkwÿZ ivLvBb Rb‡Mvôx ¯’vbxq evOvwj‡`i mv‡_ Lvc LvIqv‡bvi 

AvcÖvY †Póv K‡i hv‡”Qb| 

 

9.     ZuvZwk‡íi myZvi cÖKvi‡f`  

ZuvZwk‡íi wbwi‡L myZv ev ZšÍ n‡jv Ggb GKwU Dcv`vb, hv Qvov ZuvZwkí †Kvbfv‡eB ïiæB n‡Z cv‡i bv| ejv †h‡Z cv‡i, myZv ev 

ZšÍ n‡jv ZuvZ wk‡íi cÖvY| evsjv‡`‡ki ZuvZwk‡í cÖavbZ Zzjv †_‡K Drcbœ mywZ myZv e¨eüZ nq| cÖvPxb Kvj †_‡K evsjv‡`‡ki 

cÖavb Zš‘ wn‡m‡e mywZ myZvi e¨envi Av‡Rv AcÖwZØ›Øx| Z‡e evsjv‡`‡ki ZuvZ wk‡í D‡jøL‡hvM¨ cwigv‡Y †ikwg myZvi e¨envi I 

cÖPwjZ wQj Ges Av‡Rv Zv engvb| eZ©gv‡b wj‡j‡bi e¨envi A‡cÿvK…Z Kg| Z‡e cÖvPxbK‡j wj‡j‡bi e¨envi †ek D‡jøL ‡hvM¨ 

cwigvY wQ‡jv e‡jB g‡b nq| GL‡bv evsjv‡`‡k K…wÎg myZv †hgb †iqb ev bvBj‡bi e¨envi n¯ÍPvwjZ ZuvZ wk‡í †Zgb D‡jøL‡hvM¨ 

bq| Z‡e Gi e¨envi †h †bB, Zv bq| Ab¨vb¨ myZvi e¨envi evsjv‡`‡k Av‡iv Kg| mvaviYZ mywZ ev †ikwg Kvc‡oi bKkvi Kv‡R 

wewfbœ ai‡bi Rwi myZv e¨eüZ nq| Avi we‡kl ai‡Yi Kvco eqb Ki‡Z LwbR myZv e¨envi Kiv nq| ‡hgb: w_‡qUv‡ii c`©v wewfbœ 

ai‡Yi myZv m¤ú‡K© ms‡ÿ‡c wb‡P Av‡jvPbv Kiv †h‡Z cv‡i| 

 

Zzjv ev Kvcvm© Zš‘   

GwU GKwU Dw™¢¾ Zš‘| Dw™¢¾ Zš‘i g‡a¨ Zzjv ev Kvcv©mB cÖavb| GwU‡K exR Zš‘I ejv nq| †Kbbv, Gi Avuk¸‡jv ex‡Ri Pvicv‡k 

_v‡K| Gi †evUvwbK¨vj bvg Gossypium. Kvcvm©‡K Bs‡iRx‡Z ejv nq Cotton. Lye m¤¢eZ Aviwe Katan  †_‡K GB Bs‡iwR kãwUi 

DrcwË| c„w_ex‡Z †ek K‡qK ai‡bi Kvcvm© Av‡Q| Kvcvm© mvaviYZ mv`v i‡Oi nq| Z‡e wKQz wKQz Kvcvm© nvjKv njy` ev ev`vwg 

i‡Oi n‡Z cv‡i| cÖv‰MwZnvwmK Kvj †_‡K `wÿY Gwkqv ev fviZe‡l© Zzjv ev Kvcv‡m©i Pvl nq| wmÜz mf¨Zvq Kwl©Z Kvcv‡m©i bgybv 

cvIqv †M‡Q| Avh© fvlvfvlx R‡bi AvMg‡bi A‡bK Av‡M †_‡KB evsjv‡`‡k Zzjvi Pvl wQj| Kvc©vm GKwU AwóªK kã| g‡b Kiv nq, 

AwóªK -fvlx R‡bi gva¨‡gB evsjv‡`‡ki Zzjvi Pvl cÖPwjZ n‡q‡Q| Z‡e wbw`©ó K‡i, wVK KLb †_‡K Zzjvi Pvl ïiæ n‡q‡Q, cÂg 

kZ‡Ki Av‡M,  †mUv Abygvb Kiv hvq wMÖK HwZnvwmK †niv‡WvUv‡mi †jLv †_‡K| wLªóc~e© 425 A‡ã †niv‡WvUvm fvi‡Zi Zzjv ev 

Kvc©vm m¤ú‡K© AeMZ wQ‡jb cieZx©Kv‡j Ab¨vb¨ ¸iæZ¡c~Y© †jL‡Ki eY©bvqI Avgiv fvi‡Z Zzjvi Pvl I Kvc©vm e‡¯¿¿i Lei cvB| 

GLv‡b ¸iæZ¡c~Y© Z_¨ n‡jv, wMÖK wKsev †iv‡g wKš‘ Kvcv‡m©i cÖPjb wQj bv| BD‡iv‡c Zzjv Kvcv‡m©i cÖPjb n‡q‡Q A‡bK c‡i|  

evKj ZšÍ   

wewfbœ ai‡Yi Dw™¢‡`i evKj †_‡K Avuk msMÖn K‡i we‡kl cÖwµqvq †m myZv ˆZwi Kiv nq Zv‡K Bs‡iRx‡Z e‡j evó dvBevi (Bast 

fiber)| evKj Zš‘ †ek K‡qK iKg Dw™¢` †_‡K n‡Z cv‡i| †hgb- wZwm, cvU I kb BZ¨vw`|  

wZwm: wZwm‡K ms¯‹…Z fvlvq e‡j AZmx| Bs‡iRx‡Z GUv Flax bv‡g cwiwPZ Gi †evUvwbK¨vj bvg Linum Usitatissimum| wZwm 

†_‡K †h Zš‘ nq, Zv Bs‡iRx‡Z wj‡jb bv‡g cwiPwZ| wZwm †_‡K myZv  Drcv`‡bi PP©v ev cÖwµqvwU †h‡Kv‡bv Kvi‡bB †nvK, wejyß 
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n‡q †M‡Q| evsjv‡`‡k GLb wZwm †_‡K myZv Drcv`b nq e‡j Rvbv hvq bv| evsjv‡`‡k GL‡bv cÖPzi wZwm Drcv`b nq| Z‡e †mUv 

myZvi Rb¨ bq, †Z‡ji Rb¨| 

kb: evsjv‡`‡ki evKj Zš‘i Av‡iKwU Dcv`vb n‡jv kb| kb‡K Bs‡iwR‡Z  †n¤c (Hemp) e‡j| Gi †evUvwbK¨vj bvg Cannabis 

Sativa| Avm‡j kb cwP‡q Auvk †ei K‡i Zv w`‡q UvKz ev ZKjxi mvnv‡h¨ myZv ev myZwj Drcbœ Kiv n‡Zv| evsjv‡`‡ki †Kv_vI 

†Kv_vI GL‡bv kb †_‡K `wo ev myZwj ˆZwi Kivi K_v Rvbv hvq| GgbwK kb †_‡K we‡kl ai‡Yi †gvUv myZv I ˆZwi n‡”Q| Z‡e Zv 

w`‡q e¯¿ eq‡bi K_v Rvbv hvqwb| eis wewfbœ ai‡Yi †QvU †QvU `ªe¨ ˆZwi K‡i we‡`‡k ißvbx Kiv nq|  

cvU: evsjv‡`‡ki evKj Zš‘i g‡a¨ cv‡Ui we‡kl ¸iæZ¡ Av‡Q| cvU ¯’vbxqfv‡e †Kvóv ev bvwjZv bv‡gI cwiwPZ| cvU‡K Bs‡iRx‡Z 

e‡j RyU (Jute)| Gi †evwUvwbK¨vj bvg Ki‡Kvivm K¨vcmyjvwim (Corchorus Capsularis)| eZ©gv‡b evsjv‡`‡ki AwaKvsk 

cvUK‡ji Ae¯’v gg©vwšÍK| Av`gRx RyU wgjmn AwaKvsk miKvwi cvUKj B‡Zvg‡a¨ eÜ †NvlYv Kiv n‡q‡Q| evsjv‡`‡k †emiKvwi 

gvwjKvbvq Aí K‡qKwU cvUKj GL‡bv Kvh©µg Pvwj‡q hv‡”Q| cvkvcvwk †Kv_vI †Kv_vI bZzb cvUKj cÖwZôvi K_v †kvbv hv‡”Q| 

GL‡bv evsjv‡`‡ki DËie‡½i †ek K‡qKwU †Rjvi wewfbœ MÖv‡g cv‡Ui Auvk †_‡K myZv/myZwj UvKzi mvnv‡h¨ ˆZwi Kiv nq Ges Zv 

†_‡K †Kvgi Zuv‡Z ‡avKovI ˆZwi n‡”Q| G Qvov evsjv‡`‡ki cÖvq me©ÎB cv‡Ui myZwj I `wo ˆZwi nq| GQvovI Zzjv, ckg I K…wÎg 

Avu‡ki m‡½ cv‡Ui Avuk e¨envi K‡i b‡fv‡U· dviwbwks †dweª· ˆZwi n‡q‡Q, hv w`‡q `iRv Rvbvjvi c`©v I †eWKfvi ˆZwi Kiv nq 

(Ray,2010, P: 109-131)| 

 

†ikg ev wmé   

GwU GKwU cÖvYxR Zš‘| Ô†ikgÕ kãwU divwm †_‡K AvMZ| ms¯‹…Z fvlvq GUv‡K ejv nq †KŠ‡lq| mvavibfv‡e Pxb‡K †ik‡gi Avw` 

¯’vb e‡j g‡b Kiv nq| aviYv Kiv nq, †ikg Pxb †_‡K c„w_exi wewfbœ ¯’v‡b Qwo‡q c‡o‡Q| Z‡e m¤úªwZ wmÜz mf¨Zvi cÖZœZvwË¡K 

M‡elYvq †ik‡gi Aw¯ÍZ¡ Avwe¯‹v‡ii ci g‡b Kiv n‡”Q †h, GB aviYv wVK bvI n‡Z cv‡i| evsjv‡`‡k †ikg wVK K‡e †_‡K Pvjy 

n‡q‡Q,  Kxfv‡e ev G †`‡k †ikg Drcv`b ïiæ n‡q‡Q, Zv wbwðZ K‡i ejv gykwKj| eZ©gv‡b evsjv‡`‡k †h cwigvY †ikwg myZv 

Drcv`b n‡”Q Zv cÖ‡qvR‡bi Zzjbvq h‡_ó bq| GgbwK †m¸‡jvi ¸bMZ gvbI fv‡jv bq| evsjv‡`‡k ZuvZwk‡í †hme †ikwg myZv 

e¨eüZ nq, Zvi cÖvq meUvB Pxb ev Ab¨vb¨ †`k †_‡K Avg`vwb Kiv nq| 

 

ckg ev Dj   

ckg ev Dj GK cÖKvi cÖvwbR Zš‘| Gi Av‡iK bvg Dbv| cÖavbZ kxZ cÖavb AÂ‡j ckg ev D‡ji †cvkvK †ewk e¨eüZ nq| 

†evaMg¨ Kvi‡bB kxZcÖavb AÂ‡j D‡ji e¯¿eqb wkíwU we¯Ívi jvf K‡i‡Q| Rjevqyi Kvi‡b evsjv‡`‡k ckg ev D‡ji e¨envi 

KL‡bvB Lye †ewk wQj bv| ZviciI evsjv‡`‡k ckg ev D‡ji e¨envi G‡Kev‡i †bB, Zv bq| evsjv‡`‡k cÖavbZ Mviwj m¤úª`v‡qi 

gvbyl GB Kv‡Ri m‡½ hy³ wQj e‡j Rvbv hvq| Giv †fwoIqvjv bv‡g cwiwPZ wQj| Zviv wb‡R‡`i DËi fviZ †_‡K AvMZ e‡j 

cwiwPq w`Z| evsjv‡`‡ki †Kv‡bv †Kv‡bv AÂ‡j GB Mviwj ev †fwoIqvjv m¤úª`v‡qi †jvK evm KiZ Ges Zviv †fovi †jvg †_‡K 

myZv ˆZwi KiZ Ges Zv †_‡K cÖvPxb ai‡Yi ZuvZ e¨envi K‡i K¤^j RvZxq †gvUv e¯¿ ˆZwi KiZ e‡j Rvbv hvq| 

 

K…wÎg Zš‘   

K…wÎg Zš‘‡K Avevi K…wÎg myZv (Rayan) bv‡gI AwfwnZ Kiv nq| Dwbk kZ‡Ki †klva© †_‡K weÁvbx‡`i cixÿvMv‡i wewfbœ ai‡Yi 

K…wÎg Zš‘ Avwe¯‹…Z n‡Z ïiæ K‡i| Z‡e wek kZ‡Ki cÖ_gv‡a© K…wÎg Zš‘i h‡_ó AMÖMwZ N‡U| GB AMÖMwZi cy‡ivUvB BD‡iv‡c I 

Av‡gwiKvq| K…wÎg Zš‘ bvbv ai‡Yi n‡Z cv‡i| †hgb-  †mjy‡jvR, †cÖvwUb, wi-†Rbv‡i‡UW BZ¨vw`| Gme K…wÎg Zš‘ Avwe¯‹…Z nIqvi 

ci Gi cÖfve c‡o‡Q wewfbœ cÖvK…wZK Zš‘ †hgb- mywZ, wj‡jb ev †ik‡gi Ici| †Kbbv, K…wÎg myZvi wKš‘ myweav RbK w`K Av‡Q, hv 

Gme Zš‘‡K RbwcÖq Kivi e¨vcv‡i mvnvh¨ K‡i‡Q| †hgb Gme Zš‘ mywZ ev †ikg †_‡K `v‡g m¯Ív A‡cÿvK…Z †UKmB Ges e¨envwiK 

w`K †_‡KI myweavRbK| d‡j K…wÎg Zš‘ Avwe¯‹…Z nIqvi ci mviv we‡k^B Gi cÖfve c‡o‡Q| c„w_exi Ab¨vb¨ AÂ‡ji g‡ZvB 

evsjv‡`‡kI Gi cÖfve †_‡K gy³ bq| †hgb: cve©Z¨ PÆMÖv‡gi wewfbœ Avw`evmx RvwZmËv ¸‡jv `xN©w`b †_‡K Ryg Pv‡li gva¨‡g Zzjv 

Drcv`b K‡i, †m ¸‡jv †_‡K nv‡Z myZv †K‡U †Kvgi ZuvZ e¯¿ eqb KiZ| wKš‘ cvwK¯Ívb Avgj †_‡K †mLv‡b †iq‡bi cÖPjb ïiæ nq| 

GLb HwZn¨evnx Avw`evmx Zuv‡Zi †hme Kvco Avgiv †`wL, Zvi AwaKvskB ‡iqb myZvq ˆZwi nq| †Kbbv †iq‡b KvR Kiv 

myweavRbK, `v‡g m¯Ív Ges mywZi †P‡q †`L‡Z SKS‡K I D¾¡j (kvIb, 2018)|
 

myZx Ges ck‡gi e‡¯¿i cÖvPxbZ¡ m¤úwK©Z wbf©yj 

mywbw`©ó Z_¨ cvIqv hvq bv| cÖvPxb mf¨Zvi wewfbœ wb`©kb I wkíx‡`i wPÎKjv †_‡K e¯¿ I Zvi Dcv`vb msµvšÍ GKwU aviYv jvf Kiv 

hvq gvÎ| †ieZx †gvnb miKvi (2002) Ôb„ weÁvb cÖ‡ewkKvÕ (2q LÛ) kxl©K MÖ‡š’ e‡j‡Qb, ÒwmÜz mf¨Zvi m¤¢eZ m~Zxe¯¿ ckg e ¿̄ 



73 

cÖf„wZi e¨envi we‡kl fv‡eB wQj| Z‡e H mg‡qi †Kv‡bv †cvkv‡Ki cÖZ¨ÿ wb`©kb cvIqv hvqwb| wewfbœ g~wZ©‡Z †kvwfZ †cvkvK 

cwi‡”Q‡`i aiY †`‡L G wel‡q wKQz aviYv cvIqv hvq (miKvi, 2000,c„: 370)|
 

kÖx mZxkP›`ª ¸‡ßi ( 1332) Kvc©vm wkíÕ cÖeÜ 

†_‡K Zuv‡Zi Rb¨ wg‡j KZ cwigvY my‡Zv wg‡j cÖ¯‘Z e‡¯¿i Rb¨ cÖ‡qvRbx my‡Zv ¯’jc‡_ I Rjc‡_ ißvbx Kiv my‡Zvi cwigvb cÖfywZ 

m¤úwK©Z aviYv jvf K‡iv hvq| 15 eQ‡i wg‡ji msL¨v 233-289 (24 kZvsk), Zuv‡Zi msL¨v 74 nvRvi †_‡K 137 nvRv‡i (63 

kZvsk), UvKz‡ii msL¨v 59 jÿ †_‡K 72 j‡ÿ (22 kZvsk) wnmv‡e ‡e‡o‡Q (¸ß, 1332 e½vã, c„: 99)|
 

 

10.     ivLvBb bvix‡`i mgm¨vmg~n  

ivLvBb bvix‡`i †ÿ‡Î Avw_©K msKU cÖ_g Ges ZvZ Drcv`b †hgb: myZv cÖvwß wØZxq mgm¨v Ges AvaywbK cÖhyw³i Afve Z…Zxq 

mgm¨v| GQvovI FY myweavi Afve I cÖwkÿY myweavi Afve Ab¨Zg mgm¨v| Zuv‡Zi KvRx ivLvBb bvix‡`i cÖwZeÜK n‡”Q wkÿv, 

mvgvwRK Ges mvs¯‹…wZK cÖwZeÜKZv Ges fvlvMZ mgm¨v| ZvuZ †evW©mn wewfbœ Avw_©K cÖwZôvb I GbwRI †_‡K FY cvevi welqwU 

Zv‡`i Rb¨ eo mgm¨v| ZvQvov eZ©gvb cÖR‡b¥i †g‡qiv D”PwkwÿZ nvIqvq ZuvZ †ckv †_‡K †ewo‡q G‡m hy‡Mi mv‡_ Zvj wgwj‡q 

wewfbœ PvKwii cÖwZ‡hvwMZvq wU‡K _vKvi AvcÖvY †Póv Pvjv‡”Qb| evsjv‡`‡ki ÿz`ª b„‡Mvôxi bvixiv we‡klZ cUzqvLvjx I ei¸bv †Rjvi 

ivLvBb bvixiv Zv‡`i esk ci¤úivq †`‡L Avmv ZuvZ wkí‡K wUwK‡q ivLvi †Póv Ae¨vnZ †i‡L‡Qb wKš‘ Zv‡`i †g‡q mšÍv‡biv †h‡nZz 

wkÿv MÖn‡Y GwM‡q‡Qb ZvB ZuvZ wk‡íi g‡Zv Kg©‡ÿ‡Î G hy‡Mi D”P wkwÿZ †g‡q‡`i c`Pvibv A‡bKUv Avð‡h©i welq n‡o 

`vwo‡q‡Q| eZ©gv‡b ivLvBb bvixiv ZuvZ wkí K‡g© †ewkifvMB wb‡RivB wb‡R‡`i A_© †hvMvb w`‡”Qb| Zviv ïaygvÎ n¯ÍPvwjZ Zuv‡Z 

cY¨ Drcv`b Ki‡Qb, wKš‘ AvaywbK cÖhyw³i e¨envi Ges cÖwkÿY †_‡K ewÂZ n‡q cÖwZ‡hvwMZvq wU‡K _vK‡Z Zv‡`i Kó n‡”Q| 

ivLvBb bvix D‡`¨v³v‡`i Rb¨ GLb FY †`qvUv AZ¨šÍ Riæwi| Zv‡`i AvkÖq bv w`‡j Zviv w`b w`b `wi`ª n‡q co‡eb| ivLvBb 

bvix‡`i Ab¨Zg mgm¨v n‡”Q Zviv e¨vsK FY Gi wel‡q Z_¨ ¸‡jv Rv‡bb bv|  

 

mgm¨v DËi‡Yi Dcvq  

ivLvBb bvix‡`i Drcvw`Z ZuvZ cY¨ Drcv`b Ki‡Z cv‡ib wKš‘ evRviRvZKi‡Y bvbvwea mgm¨vi m¤§yLxb nb| ivLvBb bvix‡`i 

A_©bxwZi g~javivq Avb‡Z n‡j Zv‡`i ZuvZ Kvh©µg‡K wcwcwc Gi AvIZvq Avb‡Z n‡e| ivLvBb bvix‡`i FY cÖ`v‡b evsjv‡`k ZvuZ 

Dbœqb †evW©mn meKwU e¨vsK I Avw_©K cÖwZôv‡bi cvkvcvwk GbwRI‡K GwM‡q Avm‡Z n‡e| ZuvZ cY¨ DcKiY †hgb: myZv cÖvwß‡Z I 

mswkøó‡`i g‡bv‡hvMx nIqv `iKvi| Av_©-mvgvwRK AMÖMwZ I Dbœqb Kg©Kv‡Û ivLvBb bvix‡`i AskMÖnY e¨ZxZ †`‡ki mvwe©K Dbœqb 

m¤¢e bq| ZuvZ wk‡íi m¤¢vebv GL‡bv g‡i hvqwb| G‡K cybiæ¾xweZ Kiv m¤¢e Z‡e Gi Rb¨ cÖ‡qvRb mK‡ji HK¨e× mn‡hvwMZv I 

GKwU mwVK bxwZgvjv cÖbqb| ZuvZ wkí‡K euvwP‡q ivLvi cÖv_wgK c`‡ÿc n‡”Q miKvi Ges ivLvBb bvix‡`i g‡a¨ mwVK mgš^q mvab 

Kiv| ZuvZ wk‡íi mv‡_ RwoZ ivLvBb bvix‡`i gv‡S Av¯’vi m¤úK© ¯’vcb, GKvšÍ Riæix| G QvovI Zuv‡Zi Drcvw`Z c‡b¨i evRvi 

m¤úK© †µZv‡`i gv‡S †`kx cY¨ m¤ú‡K© m‡PZbZv m„wó Kiv `iKvi| ivLvBb  bvix D‡`¨v³v‡`i ZuvZ wkí HwZ‡n¨i aviK| AvR 

HwZn¨ev`x ZuvZ wkí wejywßi w`‡K GwM‡q Pj‡Q| ZuvZ wk‡íi mv‡_ RwoZ ivLvBb bvix D‡`¨v³v‡`i hveZxq mgm¨vi mgvavb K‡í 

mw¤§wjZ fv‡e mKj‡K GwM‡q Avm‡Z n‡e| 

 

11.     Dcmsnvi 

evsjv‡`‡k emevmKvix GKwU ÿz`ª b„‡Mvôx RvwZ‡Mvôx n‡”Q ivLvBb| K·evRvi, cUzqvLvjx I ei¸bv †Rjvi GB ÿz`ª b„‡Mvôx ivLvBb 

bv‡g cwiwPZ n‡j I ev›`e‡bi gvigv RvwZ‡Mvôx ¯’vbxq ev½vjx‡`i Kv‡Q ÔgMÕ bv‡g cwiwPZ| GB  M‡elYv K‡g© cUzqvLvjx I ei¸bv 

†Rjvi ivLvBb bvix‡`i mvwe©K welqvw` we‡kølY Kiv n‡q‡Q| cUzqvLvjx I ei¸bv †Rjvi  ivLvBb bvix‡`i RxebK‡g© ZuvZ wk‡íi 

m¤úK© wbiæcb Kiv n‡q‡Q Ges ZuvZ wk‡í wb‡qvwRZ ivLvBb bvix‡`i mgm¨v mg~n  wPwýZ Kiv n‡q‡Q| †`Lv wM‡q‡Q ivLvBb bvix‡`i 

bvbvwea mgm¨vq RR©wiZ, Avw_©K msK‡Ui Kvi‡b G †ckvq wU‡K _vK‡ZB Kó n‡”Q Zv‡`i| M‡elYvq †`Lv †M‡Q D‡`¨vgx ivLvBb 

bvix‡`iB ZuvZ wk‡íi HwnZ¨‡K a‡i ivLvi †Póv Ki‡Q Ges wKQz msL¨K ivLvBb bvixiv miKvwi I †emiKvwi ch©vq †_‡K FY myweav 

†c‡q‡Qb, Z‡e Zv ch©vß bq| ivLvBb Zuv‡Zi AZxZ HwZn¨ wdwi‡q Avbv m¤¢e n‡j GKw`‡K ivLvBb bvix‡`i RxweKvi c_ D¾j 

n‡e, Ab¨w`‡K †`‡ki mvgMÖxK ZuvZ c‡Y¨i NvUwZ c~ib Kiv m¤¢e n‡e| ZvQvov ivLvBb bvix‡`i g‡a¨ hviv ZuvZ wk‡í wb‡qvwRZ Zviv 

†eKvi‡Z¡i Ave×Zv †_‡K gyw³ †c‡q Avw_©K msK‡U DËiY NwU‡q  †_‡K G m¤úª`‡qi bvixiv †ewo‡q G‡m mg„w×i c‡_ cv evov‡Z 

cvi‡e e‡j Avkv Kiv hvq| Avw` g‡½vjxq bi‡Mvôxi iÿYkxj RvwZ wn‡m‡e ivLvBb‡`i i‡q‡Q `xN© Qq nvRvi eQ‡ii HwZn¨ I 

BwZnvm| ‡h Kvi‡b Zviv g~j f‚L‡Û Avw` Awaevmx nIqv m‡Z¡I g~j †¯œvZ ev½vjx RvwZ n‡Z µg wew”QbœZvi cÖev‡n evwnZ GB 

RvwZ‡Mvôx ÿz`ª n‡Z ÿz`ªZi n‡q‡Q| GK mgq cUzqvLvjx I ei¸bv †Rjvi ivLvBb cvovq w`b ivZ Zuv‡Zi LU LU k‡ã g~Li wQj| 
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ivLvBb bvixv‡`i `g †djvi mgq wQj bv| wKš‘ †mB e¨¯ÍZv GLb Avi †bB| K‡qK eQi a‡i K‡g †M‡Q Zvu‡Zi KvR| G AÂ‡ji 

ivLvBb cvovq wkï f‚wgô nIqvi ci †_‡KB Zuv‡Zi VK VK kã ï‡b †e‡o I‡V| ZuvZ †ckvq wb‡qvwRZ ivLvBb bvixiv b¨vh¨ g~j¨ 

†_‡K ewÂZ , w`b ivZ cwikÖg K‡i I Zv‡`i kÖ‡gi mwVK g~j¨ Zviv cv‡”Q bv| G Ae¯’vq ZuvZ †ckvq wb‡qvwRZ A‡bK ivLvBb bvixiv 

GLb Amnvq n‡q c‡o‡Q| M‡elYvq †`Lv †M‡Q wVKg‡Zv my‡ZvI cvIqv hvq bv| ZvQvov eZ©gv‡b AvaywbK hš¿PvwjZ Mv‡g©›U‡mi m‡½ 

ivLvBb bvix‡`i n¯ÍPvwjZ ZuvZ wkí  wUK‡Z bv †c‡q ax‡i ax‡i A‡bK D‡`¨v³vB †Q‡o w`‡”Q Zuv‡Zi KvR| ivLvBb‡`i HwZn¨evnx 

ZuvZ wkí‡K evuwP‡q ivL‡Z n‡j  †emiKvwi ms¯’vi cvkvcvwk miKvi‡KI GwM‡q Avm‡Z n‡e Ges ivLvBb bvix D‡`¨v³v‡`i AvaywbK 

cÖhyw³i cÖwkÿY w`‡q G †ckvq wUwK‡q ivLv DwPZ| ivLvBb bvix‡`i Zuv‡Z †evbv kx‡Zi Pv`i (kvj), dZzqv, kv©U wcP I jyw½i Pvwn`v 

mviv †`‡k Qwo‡q †M‡Q| KzqvKvUvq Avkv ch©UK‡`i A‡b‡KB mevi Av‡M cQ›` K‡ib ivLvBb‡`i wbcyb nv‡Zi †Qvqvi iw½b n‡q IVv 

kx‡Zi Pv`i (kvj) I kv©U wcP| M‡elYvq †`Lv ‡M‡Q cUzqvLvjx I ei¸bv †Rjvq ZuvZ wk‡í wb‡qvwRZ ivLvBb bvixiv jyw½ I Pv`i 

Qvov I dZzqv, nvd kvU© f¨vwbwU e¨vM, evwj‡ki Kvfvi BZ¨vw` ZvuZ cY¨ ˆZwi K‡ib| me‡k‡l ejv cÖ‡qvRb ivLvBb bvix‡`i Rxeb 

hvÎvi gv‡bvbœq‡bi Rb¨B ïay bq eis †`‡k ZuvZ c‡Y¨i Pvwn`v m¤úªmviY I mg„× A_©‰bwZK Avbqb K‡í ZvuZ wkí‡K wUwK‡q ivL‡Z 

AvaywbK hš¿cvwZi e¨envi I cÖwkÿY, ch©ß FY myweav I evRviRvZKi‡Yi myweavi e¨e¯’v Kiv hvq Z‡e ivLvBb ZuvZ †`‡ki ¯’vbxq 

Pvwn`v wgwU‡q Ab¨vb¨ †`‡k ißvwb K‡i cÖPzi ˆe‡`wkK gy`ªv AR©b Kiv hv‡e| mv‡ev©cwi ZuvZ wk‡í AvMÖnx ivLvBb bvix D‡`¨v³v‡`i 

Kg©ms¯’vb m„wó K‡i Zv‡`i Rxeb-RxweKvq ¸iæßc~Y©© Ae`vb ivL‡e ZuvZ wkí| 
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e½eÜzi A_©‰bwZK D™¢veb I AvMvgx w`‡bi ¯§vU© evsjv‡`k 
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wek^vm kvwnb Avn¤§` 
*

 

Biswas Shaheen Ahmmad 

 

f‚wgKv 

¯^vaxb evsjv‡`k wewbg©v‡Yi fvebv, wPšÍv, iƒc‡iLv I Kg©cwiKíbv mvwR‡qwQ‡jb Avgv‡`i RvwZi wcZv e½eÜy †kL gywReyi ingvb| 

e½eÜyi wPšÍv, †PZbvq, K‡g©, mvabvq I ü`‡q G welqwU memgq wPiRvMÖZ wQj| G †`k‡K Ô‡mvbvi evsjvÕ wn‡m‡e M‡o Zyj‡Z 

†P‡qwQ‡jb wZwb| evsjv‡`k ivó« nIqvi †cQ‡b Av‡iKwU cÖavb PvwjKvkw³ wQj e¨vcK RbM‡Yi ivR‰bwZK, mvgvwRK I A_©‰bwZK 

gyw³i B”Qv| HwZnvwmKfv‡eB Avgiv †kvwlZ, ewÂZ I Ae‡nwjZ wQjvg| e½eÜy I Zvui ivR‰bwZK mZx_© I †`k‡cÖwgK eyw×Rxexiv 

eyS‡Z †c‡iwQ‡jb G `y`k©vi cÖavb KviY Jcwb‡ewkK jyÉb; A_©‰bwZK gyw³ Avb‡Z n‡j †mwU iæL‡Z n‡e| e½eÜz I ZLbKvi 

evOvwjiv wm×všÍ wb‡qwQ‡jb †h Avgv‡`i gvwU, gvbyl, cvwb, Avgv‡`i me m¤ú` Avgv‡`i nv‡Z wdwi‡q Avb‡Z n‡e| Zvn‡jB †Kej 

Avgiv A_©‰bwZK gyw³ AR©b Ki‡Z cvie| Avgv‡`i meB Av‡Q, wKš‘ Kxfv‡e G¸‡jv Kv‡R jvMv‡ev - G cÖkœ †_‡KB cwiKíbvi 

welqwU e½eÜzi gv_vq Av‡m|  

evsjv‡`k ¯^vaxb nevi †ek Av‡M †_‡KB e½eÜzi †jLwb‡Z Ges e³…Zvq eûevi Ô‡mvbvi evsjvÕ kã¸‡”Qi e¨envi †`Lv hvq| wZwb me 

mgqB Ô†mvbvi evsjviÕ †MŠie cybtcÖwZôvi K_v †f‡e‡Qb Ges †m g‡Zv KvRI K‡i‡Qb| Ô‡mvbvi evsjvÕ Zvi Kv‡Q wbQK †Kv‡bv 

ivR‰bwZK ÔeywjÕ wQj bv| GB f~L‡Ûi AZxZ †MŠi‡ei BwZnvm m¤ú‡K© LyeB m‡PZb wQ‡jb e½eÜz| Aóv`k kZvãx‡Z G AÂ‡ji 

gvby‡li Rxebgvb †MÖU weª‡U‡bi RbM‡Yi Rxebgv‡bi mgZzj¨ wQj| e½eÜz GB †MŠiegq AZxZ m¤ú‡K© m‡PZb wQ‡jb Ges wZwb 

wek^vm Ki‡Zb RbM‡Yi A_©‰bwZK gyw³i j‡ÿ¨ h_vh_ msMÖv‡gi gva¨‡g AZx‡Zi †mB †MŠiegq Ae¯’v wdwi‡q Avbv m¤¢e| Avi ZvB 

¯^vaxbZvi eû eQi Av‡MB wZwb Zvi ivR‰bwZK, mvs¯‹…wZK I A_©‰bwZK msMÖvg ïiæ K‡iwQ‡jb Ges Zvi RxeÏkvq Zv ev¯Íevqb K‡i 

†`wL‡qwQ‡jb|  

Aev¯Íe ivóª cvwK¯Ív‡bi Rb¥jMœ †_‡KB GK‡PvLv cvwK¯Ívwb kvmK‡Mvôx evsjv‡`k‡K (Z`vbxšÍb c~e© cvwK¯Ívb‡K) VwK‡q‡Q Ges †kvlYI 

K‡i‡Q| GB †kvlY I ˆel‡g¨i wel‡q e½eÜz wQ‡jb m`v m‡PZb| wZwb Abyaveb K‡iwQ‡jb †h GB ˆel‡g¨i ivR‰bwZK I mvgvwRK 

gvÎvi cvkvcvwk A_©‰bwZK gvÎvI wQj| 1953 †_‡K 1956 mgqKv‡j cwðg cvwK¯Ív‡bi 150wU e„nr wkí BDwb‡Ui Rb¨ †K›`ªxq 

miKvi 35 †KvwU UvKv eivÏ K‡iwQj, Ab¨w`‡K c~e© cvwK¯’v‡b 47wU e„nr wkí BDwb‡Ui Rb¨ eivÏ Kiv n‡qwQj gvÎ 2 †KvwU UvKv| 

c~e© cvwK¯Ív‡b K…wli AwaKZi weKv‡ki m¤¢vebv _vKv m‡Ë¡I Z`vbxšÍb †K›`ªxq miKvi cwðg cvwK¯Ív‡bi K…wl Lv‡Zi Dbœq‡bi Rb¨ †ewk 

cwigv‡Y eivÏ w`‡qwQ‡jv| evsjv‡`‡ki (ZLbKvi c~e© cvwK¯Ív‡bi) K…lKiv AwZ DbœZgv‡bi cvU Drcv`b Ki‡Zv| A_P GB cvU I 

cvURvZ cY¨ ißvwb †_‡K hv Avq n‡Zv Zvi kZKiv 90 fvMB e¨q Kiv n‡Zv cwðg cvwK¯Ív‡bi Avg`vwb e¨q †gUv‡bvi Rb¨| 

cvwK¯Ív‡b ZLb Pj‡Q KwZcq cwieviZš¿| cÖvq me e¨emv-evwY‡R¨i wbqš¿Y wQj 22wU cwiev‡ii nv‡Z| Avi c~e© cvwK¯Ív‡bi Dbœqb 

wb‡q IB cwieviZ‡š¿i mg_©K †K›`ªxq kvm‡Kiv †gv‡UI fve‡Zv bv|  

e½eÜz GB fqven ˆelg¨g~jK Ae¯’vi cwieZ©b NwU‡q G †`‡ki `yLx gvby‡li fv‡M¨i Dbœq‡b wQ‡jb `„pcÖwZÁ I m`v m‡PZb| wZwb 

wQ‡jb `yLx gvby‡li eÜz| wZwb memgq `yLx gvby‡li gy‡L nvwm †`L‡Z PvB‡Zb| Avi ZvB wZwb G AwaKvi Av`vq Ki‡Z †h‡q evi evi 

†Rj †L‡U‡Qb, Amxg Z¨vM ¯^xKvi K‡i‡Qb, wKš‘ `yLx gvby‡li gy‡L nvwm dZv‡bvi †ÿ‡Î KL‡bv we›`ygvÎ wcQcv nbwb| ZvB wZwb hLb 

c~e© cvwK¯Ív‡bi cÖv‡`wkK miKv‡ii wkí gš¿Yvj‡qi `vwqZ¡ †c‡jb, ZLb m‡e©v”P †Póv K‡i‡Qb G †`‡ki wk‡íi weKv‡ki cwi‡ek 

wbwðZ Ki‡Z| e½eÜzi cÖ¯Ívebv Abymv‡i 1957 mv‡ji Rvbyqvwi †_‡K c~e© cvwK¯Ív‡bi wkí I evwY‡R¨i m¤ú~Y© KZ©„Z¡ G †`kxq 

KZ©„c‡ÿi nv‡Z Avmvi K_v| c~‡e©i cÖwZ cwð‡gi ˆel‡g¨i m~Î¸‡jv Luy‡R †ei Kivi Rb¨ wZwb GKwU A_©‰bwZK Kwgkb MV‡bi cÖ¯ÍveI 

                                                      
*      cixÿv wbqš¿K, h‡kvi wkÿv †evW©| B-†gBj: sahmmad1970@gmail.com 
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K‡iwQ‡jb| Zvi cÖ¯Ívebv Abyhvqx cwðg cvwK¯Ívwb KZ©„cÿ GKwU A_©‰bwZK Kwgkb MVbI K‡iwQ‡jv| †mB fvebv †_‡KB †`k ¯^vaxb 

nevi ciciB GK SuvK †`k‡cÖwgK, wb‡ew`ZcÖvY A_©bxwZwe`‡`i wb‡q MVb Ki‡jb evsjv‡`k cwiKíbv Kwgkb|  

cvwK¯Ív‡bi `yB As‡k †h `y‡Uv A_©bxwZ weivRgvb, GB aviYv cÖ_g †Zvjv nq 1956 mv‡j| cvwK¯Ív‡bi cÖ_g cÂevwl©K cwiKíbvi 

(1956-60) Rb¨ Dbœqb †KŠkj ˆZwii j‡ÿ¨ c~e© cvwK¯Ív‡bi †`k‡cÖwgK A_©bxwZwe‡`iv 1956 mv‡ji 24-28 AvM÷ GKwU 

m‡¤§j‡bi Av‡qvRb K‡iwQ‡jb| m‡¤§jb AbywôZ nq XvKv wek^we`¨vj‡qi A_©bxwZ wefvM I c~e© cvwK¯Ívb cwiKíbv †ev‡W©i †hŠ_ 

D‡`¨v‡M| G‡Z wek^we`¨vjq I K‡j‡Ri A_©bxwZi wkÿK Ges cwiKíbv †ev‡W©i A_©bxwZwe‡`iv Ask †bb| XvKv wek^we`¨vj‡qi 

A_©bxwZ wefv‡Mi Aa¨vcK gvRnviæj n‡Ki mfvcwZ‡Z¡ AbywôZ GB m‡¤§jb †k‡l wewfbœ Awa‡ek‡bi Av‡jvPbvi mvims‡ÿc I 

mycvwik wb‡q GKwU cÖwZ‡e`b ˆZwi Kiv nq| G‡Z ¯úófv‡e ejv nq, cvwK¯Ívb‡K GKwU  Ô`yB A_©bxwZiÕ †`k wn‡m‡e we‡ePbv Ki‡Z 

nq| Avi ZLb †_‡KB `yB A_©bxwZi ZË¡ ïiæ| 

cvwK¯Ívwb hy‡M me©cÖ_g †h Av‡›`vj‡b e½eÜzmn †`k‡cÖwgK evOvwj A_©bxwZwe‡`iv mvaviY gvby‡li m‡½ wg‡k wM‡q cvwK¯Ív‡bi `y-

As‡ki ga¨Kvi ˆelg¨ m¤ú‡K© †mv”Pvi n‡q I‡Vb, Zv n‡”Q evqvbœi fvlv Av‡›`vjb| evsjv‡`‡ki cÖ_g cÖwZev` ïiæ nq fvlv 

Av‡›`vj‡bi gva¨‡g| fvlv Z_v gvZ…fvlvi `vex Av`vq wb‡q we‡k^ cÖ_g GB cÖwZev`| GB cÖwZev‡`I e½eÜz ¸iæZ¡c~Y© f‚wgKv 

†i‡LwQ‡jb| ey‡Ki ZvRv i³ †X‡j w`‡q evsjvq K_v ejvi `vex Av`vq Avgiv K‡iwQjvg| 1954 mv‡ji cÖv‡`wkK wbe©vP‡b hy³d«›U‡K 

ÿgZvq AwawôZ Kivi †cQ‡bI e½eÜzmn evOvwj A_©bxwZwe`‡`i f~wgKv Kg wQ‡jv bv| †m mg‡q hy³d«‡›Ui wbe©vPbx †NvlYvc‡Î mwVK 

A_©‰bwZK Kg©m~wP wPwýZ K‡i AšÍf©y³ Kiv, wewfbœ †`qvjc‡Îi gva¨‡g A_©‰bwZK ˆel‡g¨i e¨vcviwU AviI eo K‡i †Zvjv Ges 

G‡`‡ki A_©bxwZi Rb¨ BwZevPK weKí KvVv‡gv wPwýZ Kivi †ÿ‡Î Z`vbxšÍb evOvwj A_©bxwZwe`mn e½eÜzi Ae`vb wQj Amvgvb¨| 

lv‡Ui `k‡Ki cÖ_g †_‡KB e½eÜzmn cÖL¨vZ evOvwj A_©bxwZwe‡`iv AZ¨šÍ cwi®‹vifv‡e eyS‡Z cvi‡jb †h, cvwK¯Ív‡bi `yB As‡ki 

A_©bxwZi g‡a¨ GKwU †gŠwjK cv_©K¨ Av‡Q, hvi †ewkifvMB †Kv‡bv AšÍwb©wnZ Av‡cwÿK `ye©jZv †_‡K D™¢’Z bq eis Zv `xN©w`‡bi 

ˆelg¨g~jK bxwZgvjv Abymi‡Yi djvdj| ZLb †_‡K Ô`yB A_©bxwZ Z‡Ë¡iÕ Rb¥, hvi g~j K_v wQj †h evsjv‡`k I cvwK¯Ív‡bi 

A_©bxwZi g‡a¨ †gŠwjK cv_©K¨ we`¨gvb; `xN©w`‡bi †kvl‡Yi d‡j cvwK¯Ívwb A_©bxwZ ewa©òz I evsjv‡`‡ki A_©bxwZ ÿwqòz iƒc cwiMÖn 

K‡i‡Q Ges G Ae¯’v †_‡K DËi‡Yi Rb¨ G `y‡Uv A_©bxwZ‡K m¤ú~Y© `y‡Uv Avjv`v mËv wn‡m‡e we‡ePbv K‡i Zv‡`i Rb¨ c„_K 

bxwZgvjv MÖnY Ki‡Z n‡e| A_©vr Avgiv †cjvg GK †`k, `yB A_©bxwZ| †kvlK Avi †kvwl‡Zi A_©bxwZ| cvwK¯Ívb n‡jv †kvlK, 

Avgiv njvg †kvwlZ| cwðg cvwK¯Ívb I c~e© cvwK¯Ív‡bi g‡a¨ `yB A_©bxwZi GB ‰el‡g¨i mvaviY iƒc wb‡q 1966 mv‡j Ó‡mvbvi evsjv 

k¥kvb †Kb?Ó wk‡ivbv‡g †h cÖPvicÎ c~e© cvwK¯Ív‡b wewj Kiv n‡qwQ‡jv †mLv‡b ¯úó †jLv wQ‡jv: ivR¯^ Lv‡Zi †gvU evwl©K e¨q wQ‡jv 

cwðg cvwK¯Ív‡b 5000 †KvwU UvKv Avi c~e© cvwK¯Ív‡b 1500 †KvwU UvKv, Dbœqb Lv‡Z cwðg cvwK¯Ív‡bi eivÏ wQj 6000 †KvwU UvKv 

Avi c~e© cvwK¯Ív‡b 3000 †KvwU UvKv, †gvU ˆe‡`wkK mvnv‡h¨i 80 kZvsk †c‡Zv cwðg cvwK¯Ívb Avi evwK gvÎ 20 kZvsk c~e© 

cvwK¯Ív‡b, ˆe‡`wkK gy`ªv Avg`vwb‡Z cwðg cvwKmÍv‡bi Ask wQ‡jv 75 kZvsk Avi c~e© cvwK¯Ív‡bi 25 kZvsk, †K›`ªxq miKv‡ii 

PvKwi‡Z cwðg cvwK¯Ívwb‡`i Ask wQ‡jv 85 kZvsk Avi ev`evwK 15 kZvsk wQ‡jv c~e© cvwK¯Ívwb‡`i, Avi mvgwiK wefv‡Mi 

PvKwi‡Z cwðg cvwK¯Ívwb‡`i Ask wQ‡jv 90 kZvsk ev`evwK gvÎ 10 kZvsk wQ‡jv c~e© cvwK¯Ívwb‡`i Rb¨| Avi Pig Gme ˆelg¨ve¯’v 

Pjgvb I ea©gvb ZLb hLb (Avgv‡`i) c~e© cvwK¯Ív‡bi RbmsL¨v mgMÖ cvwK¯Ív‡bi †gvU RbmsL¨vi 53 kZvsk A_©vr cwðg cvwK¯Ív‡bi 

Zzjbvq (Avgv‡`i) c~e© cvwK¯Ív‡bi RbmsL¨v wQ‡jv 13 kZvsk †ewk|  

cÖL¨vZ †`k‡cÖwgK evOvwj A_©bxwZwe` gyw³‡hv×v cÖ‡dmi W. byiæj Bmjvg, cÖ‡dmi †ingvb †mvenvb, cÖ‡dmi W. Avwbmyi ingvb 

e½eÜzi LyeB Nwbô mn‡hvMx wQ‡jb| 1970 mv‡j cvwK¯Ív‡bi PZz_© cÂevwl©K (1970-75) cwiKíbvi Ici cvwK¯Ív‡bi `yB As‡ki 

wewkó A_©bxwZwe`‡`i mgš^‡q †h we‡klÁ cl©` MwVZ n‡qwQ‡jv, Zv‡Z evOvwj A_©bxwZwe‡`iv Zv‡`i cvwK¯Ívwb cÖwZcÿ‡`i †P‡q 

m¤ú~Y© wfbœgZ †cvlY K‡iwQ‡jb Ges dj¯^iƒc Dbœqb I cwiKíbv wel‡q GKwU GKK cÖwZ‡e`‡bi cwie‡Z© Zviv Zv‡`i GKwU wfbœ 

wbR¯^ cÖwZ‡e`b Z`vbxšÍb †K›`ªxq miKv‡ii Kv‡Q †ck K‡ib| ejv evûj¨, GB cÖwZ‡e`‡b evsjv‡`‡ki cÖwZ ˆelg¨g~jK AvPiY, 

evsjv‡`k‡K †kvlY I Gi cwi‡cÖwÿ‡Z KiYxq welqmg~nB Av‡jvwPZ n‡qwQ‡jv| G c„_K cÖwZ‡e`bwU ZrKvjxb cvwK¯Ívwb miKv‡ii 

ˆelg¨g~jK bxwZgvjvi weiæ‡× GKwU Abb¨mvaviY cÖwZev` wn‡m‡e evOvwji BwZnv‡m wPwýZ n‡q _vK‡e hv cieZ©x‡Z wewfbœ Av‡›`vjb 

msMÖv‡g Avgv‡`i mvnm I Aby‡cÖiYv hywM‡q‡Q|  

g~jZ AvBqye Lv‡bi mvgwiK kvmbKv‡j mvaviY gvbyl‡`i Ici AZ¨vPvi, AvÂwjK ˆel‡g¨i K_v mevB Rvb‡jI msev`cÎ¸‡jv Zv 

bvbv Kvi‡Y cÖKvk Kivi mvnm ivLZ bv| †m mgq evOvwj A_©bxwZwe`mn e½eÜz wewfbœ mfvq kvmK‡Mvôxi ÔGK †`k, ỳB A_©bxwZÕi 

wel‡q D”PKÉ wQ‡jb| †m mgq cÖ‡dmi †ingvb †mvenvb wQ‡jb 26 eQ‡ii GKRb wecøex †`k‡cÖwgK ZiæY XvKv wek^we`¨vj‡qi 

A_©bxwZi Aa¨vcK| wZwb m‡egvÎ 1956 mv‡j †KwgeªR wek^we`¨vjq †_‡K wd‡i G‡m XvKv wek^we`¨vj‡q †hvM w`‡q‡Qb| wZwb me 
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mgq evOvwji `vwe wb‡q ¯úó K_v ej‡Zb| Zvi jÿ¨ wQj, mvaviY gvby‡li cvkvcvwk ivRbxwZi gvbylRb‡KI GB ˆØZ A_©bxwZi 

wel‡q m‡PZb K‡i †Zvjv, cÖwZev`x K‡i †Zvjv| we‡kl K‡i ZLbKvi †`k‡cÖwgK ZiæY QvÎmgvR‡K †kÖwYK‡ÿ Ges †kÖwYK‡ÿi 

evB‡iI ivR‰bwZK `xÿv-wkÿv w`‡Zb Ges ˆel‡g¨i weiæ‡× wkÿv_©x‡`i‡K AbycÖvwYZ I D¾xweZ Ki‡Zb| A_©‰bwZK ˆelg¨ cÖKU 

nIqvi d‡j ZrKvjxb c~e© cvwK¯Ív‡b Avjv`v A_©bxwZi `vweI I‡V| wVK GB mgq cÖ‡dmi †ingvb †mvenvb 1961 mv‡j cvwK¯Ív‡bi 

jvn‡i †h‡q `yB A_©bxwZ Z‡Ë¡i Dci GKwU cÖeÜ Dc¯’vcb Ki‡jb| cvwK¯Ív‡bi mvgwiK kvmK †Rbv‡ij AvBqye Lvb c„_K A_©bxwZi 

`vwe‡K K‡Vvi fvlvq bvKP K‡i w`‡q GK I Awfbœ A_©bxwZi K_v D”PviY K‡iwQ‡jb| †m mgq cvwK¯Ívb AeRvifvi cwÎKvq 

wk‡ivbvg n‡qwQ‡jv, ÒAvBqye ej‡Qb GK A_©bxwZÕ, GKB mg‡q Av‡iKwU cwÎKvq msev‡`i wk‡ivbvg wQ‡jv, Õ‡ingvb ej‡Qb `yB 

A_©bxwZÕ| cwÎKvq GB ci¯úiwe‡ivax msev` cÖKvwkZ n‡j XvKv wegvbe›`‡i †b‡g mvsevw`K‡`i Kv‡Q AvBqye Lv‡bi mivmwi cÖkœ 

wQj, ÕGB †ingvb †mvenvbUv Avevi †KÕ? 

wVK GKB mg‡qi †g gv‡m XvKv wek^we`¨vj‡qi A_©bxwZ wefv‡Mi K‡qKRb L¨vwZgvb Aa¨vcK AvBqye Lv‡bi mv‡_ mivmwi K_v ejvi 

Avgš¿Y cvb| Av‡jvPbvi welqe¯‘ wQ‡jv c~e© cvwK¯Ív‡bi Abybœqb, AvÂwjK ˆelg¨ I Zvi m¤¢ve¨ cÖwZKvi| GB `‡j wQ‡jb W. Gg Gb 

û`v, W. Gd G û‡mBb, W. Ave`yjøvn dviæK I W. byiæj Bmjvg| `xN© Av‡jvPbvi ci wZwb GKwU wjwLZ ¯§viKwjwc w`‡Z ej‡jb| 

1961 mv‡ji Ryb gv‡m †mB ¯§viKwjwcwU Zvi Kv‡Q †ck Kiv nq| GB ¯§viKwjwci mycvwik `ªæZB wngvMv‡i cvwV‡q †`qv nq Ges Zv 

Avi Av‡jvi gyL †`‡Lwb|  

e½eÜzi A_©‰bwZK `k©‡bi g~‡j wQj cvwK¯Ív‡b we`¨gvb Õ`yB A_©bxwZi ZË¡Õ| Z`vbxšÍb cvwK¯Ív‡bi `yB As‡ki ivR‰bwZK ev¯ÍeZv Ges 

Zvi dj¯^iƒc `yB As‡ki A_©‰bwZK ˆel‡g¨i †cÖÿvc‡U `yB A_©bxwZi ZË¡‡K mvg‡b wb‡q Av‡mb e½eÜz| cieZ©x mg‡q Gi wfwË‡ZB 

M‡o †Zv‡jb Qq-`dv Kg©m~wP| wZwb Abyfe K‡iwQ‡jb, cvwK¯Ív‡bi `yB As‡ki g‡a¨ GZv cv_©K¨ †h Gi d‡j `yB As‡ki g‡a¨ cuywR I 

kÖ‡gi mnR PjvPj m¤¢e bq| Avi G `yB As‡ki Rb¨ GK A_©bxwZ KvR Ki‡Z cv‡i bv| wZwb cÖkvm‡b KvR Ki‡Z †h‡q wM‡q 

†`‡L‡Qb †kvlYUv wKfv‡e nq| ZvB wZwb e‡jwQ‡jb `yB A_©bxwZ Gfv‡e GK‡Î Pj‡Z cv‡i bv| †m Rb¨B 5 †deªæqvwi 1966 mv‡j 

jv‡nv‡i we‡ivax `‡ji m‡¤§j‡b †kL gywReyi ingvb Zvi HwZnvwmK Qq `dv `vwe †ck K‡iwQ‡jb| evOvwji BwZnv‡m jv‡nvi GKwU 

HwZnvwmK ¯’vb| 1940 mv‡j GB jv‡nv‡i †k‡i evsjv G‡K dRjyj nK Õjv‡nvi cÖ¯ÍveÕ D_&_vcb  K‡iwQ‡jb| 1961 mv‡j GB jv‡nv‡i 

cÖ‡dmi †ingvb †mvenvb `yB A_©bxwZi ZË¡ Dc¯’vcb K‡ib| Avevi GB jv‡nv‡iB e½eÜz evOvwji gyw³mb` Dcnvi w`‡jb| e½eÜz 

g‡bcÖv‡Y †P‡qwQ‡jb ¯^vqËkvm‡bi gva¨‡g evsjv‡`‡ki ¯^vaxbZv| ZvB Qq `dv‡K ejv nq evsjv‡`‡ki Ô¯^vaxbZvi muv‡KvÕ| 

HwZnvmK Qq `dvi g‡a¨ GKwU wQj †dWv‡ij †÷U A_©vr msm`xq MYZ‡š¿i gva¨‡g miKvi MwVZ n‡e| cÖv‡`wkK miKvi‡K ÿgZvqb 

Kiv n‡e| A_©‰bwZK ¯^vqËkvmb †`Iqv n‡e| Ki Avni‡Y cÖv‡`wkK miKv‡ii KZ©„Z¡ _vK‡e| cÖv‡`wkK miKvi hZUzKz Ask †K›`ªxq 

miKvi‡K †`‡e †mwU w`‡qB Zv‡K Pj‡Z n‡e| cÖ‡`‡ki Avjv`v ˆe‡`wkK gy`ªv e¨e¯’vcbv _vK‡e| `yB cÖ‡`‡ki Avjv`v †K›`ªxq e¨vsK 

m¤¢e bv n‡jI Zviv Avjv`vfv‡e cwiPvwjZ n‡e| cÖ‡`‡ki wbR¯^ wgwjwkqv A_ev c¨vivwgwjUvix evwnbx _vK‡e| e½eÜz wQ‡jb g~jZ 

GKRb ivRbxwZwe`, A_©bxwZwe` bb| ZeyI wZwbB cÖ_g cwðg I c~e© cvwK¯Ív‡bi Rb¨ `ywU c„_K A_©bxwZi cÖ¯Ívebv nvwRi 

K‡iwQ‡jb| wZwb e‡jwQ‡jb ÕÕc~e© I cwðg cvwK¯Ív‡bi g‡a¨ †h c‡bik gvB‡ji e¨eavb Zv †fŠMwjK mZ¨| Kv‡RB GB `yB AÂ‡ji 

Rb¨ ỳwU Avjv`v A_©bxwZi †Kv‡bv weKí †bB|Ó Gfv‡e wZwb Qq `dvi gva¨‡g ¯^vaxbZvi muv‡Kv ˆZwi Ki‡jb| D‡jøL¨, c~e© evsjvi 

RbMY 1947 mv‡j cvwK¯Ívb cÖwZôvi 2 eQi ci A_©vr 1949 mvj †_‡KB ¯^vqËkvmb `vwe K‡i Avm‡Q| Avi cvwK¯Ívb m„wói 18 eQi 

c‡i (1966) mv‡j e½eÜz †h 6 `dv `vwe cÖYqb Ki‡jb Ges ZviB wfwË‡Z †h Av‡›`vjb-msMÖvg ïiæ n‡jv Zv †_‡K 2wU welq ¯úó:  

(1) cvwK¯Ív‡bi ˆ¯^ivPvix mvgšÍ-‡mbv-kvm‡Kiv wVKB ey‡SwQ‡jv †h 6 `dv †bnv‡qZB c~e© cvwK¯Ívb‡K cvwK¯Ív‡bi A½ivR¨ wn‡m‡e 

¯^xK…wZ †`evi Rb¨ iwPZ nqwb, Zv iwPZ n‡qwQ‡jv G D‡Ï‡k¨ †h cvwK¯Ívwb KvVv‡gv‡Z c~e© cvwK¯Ívb Avi _vK‡Z m¤ú~Y© bvivR| 

(2) Avi 6 `dv Avm‡jB cÖYxZ n‡qwQ‡jv c~e© cvwK¯Ívb‡K c~e©evsjv wn‡m‡e bq, ¯^vaxb evsjv‡`k wn‡m‡e MV‡bi ivR‰bwZK wfwË `k©b 

wn‡m‡e| 

GKw`‡K Pj‡Q gv‡V-gq`v‡b ¯^vqËkvm‡bi c‡ÿ ivRbxwZi jovB| †bZ„‡Z¡ e½eÜzi AvIqvgx jxM| Ab¨w`‡K Õ‡dvivgÕ G Qvcv n‡”Q 

A_©‰bwZK ˆelg¨ Avi eÂbv wb‡q kvwYZ me cÖwZ‡e`b Avi cÖeÜ| Õ‡dvivgÕ G huviv wjL‡Zb, Zviv n‡jb †bv‡ej weRqx A_©bxwZwe` 

W. AgZ©¨ †mb, W. byiæj Bmjvg, W. Avwbmyi ingvb, W. AvLjvKzi ingvb, W. G Avi Lvb, W. †gvRvddi Avng` †PŠayix, †K wR 

gy¯Ívdv cÖgyL| Õ‡dvivgÕ Gi AvRxeb MÖvnK n‡jb ¯^qs e½eÜz| 1969 mv‡ji 22 b‡f¤̂i igbvi meyR PË¡‡i †dvivg Gi AvbyôvwbK 

D‡Øvab Kiv nq| IB Abyôv‡b e½eÜz GK nvRvi UvKv w`‡q †dviv‡gi AvRxeb MÖvnK nb|  
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1970 mv‡ji 7 wW‡m¤^‡i cvwK¯Ív‡bi cÖ_g mvaviY wbe©vP‡b wecyj weR‡qi ci AvIqvgx jx‡Mi mvg‡b cÖavb P¨v‡jÄ wQj Qq `dvi 

wfwË‡Z GKUv msweavb ˆZwi Kiv| GZw`b hv wQj `vwe, GLb Zv n‡q ùvovj `vwqZ¡| ˆmq` bRiæj Bmjvg, ZvRDÏxb Avng`, 

K¨v‡Þb gbmyi Avjx, G GBP Gg Kvgviæ¾vgvb‡K wb‡q e½eÜzi GKUv AbvbyôvwbK nvBKgvÛ wQj| e½eÜz Zv‡`i wb‡q evievi ˆeVK 

K‡ib| wKš‘ msweavb ˆZwii Rb¨ `iKvi we‡kl‡Ái, e½eÜz G Kv‡R Zvi †`k‡cÖwgK, cixwÿZ, wb‡ew`ZcÖvY mn‡hvMx‡`i GKwÎZ 

Ki‡jb, huviv GZw`b eyw×e„wËK d«‡›U ¯^vwaKv‡ii Rb¨ jovB K‡i AvmwQ‡jb| we‡klÁ‡`i g‡a¨ wQ‡jb W. byiæj Bmjvg, W. 

†gvRvddi Avng` †PŠayix, W. Lvb mv‡ivqvi gyiwk`, W. Avwbmyi ingvb, W. Kvgvj †nv‡mb Ges cÖ‡dmi †ingvb †mvenvb| GKvË‡ii 

D_vjcvZvj w`b¸‡jv‡Z †jvKPÿzi Avov‡j PjZ Zv‡`i Av‡jvPbv| Zviv Lmov msweavb ˆZwi K‡i e½eÜz‡K †`Lv‡Zb| †cÖwm‡W›U 

Bqvwnqvi m‡½ msjvc `i-KlvKwli Rb¨ GKUv Lmov msweavb ˆZwii KvRUv e½eÜz gywRe Av‡Mfv‡MB K‡i ivL‡jb|  

cuwP‡k gvP© iv‡Z MYnZ¨v ïiæ nIqvi mv‡_ mv‡_ evsjv‡`‡ki ¯^vaxbZv †NvlYv nIqvi mvgvb¨ c‡iB e½eÜz‡K †MÖdZvi Kiv nq| ïiæ 

nq evOvwji gnvb gyw³hy×| gyw³hy×‡K Lye Kv‡Q †_‡K cÖZ¨ÿ K‡i‡Qb ZvRDwÏb Avng`mn cÖL¨vZ evOvwj A_©bxwZwe‡`iv| cvwK¯Ívwb 

kvmK‡Mvôxi weiæ‡× ˆØZ A_©bxwZi weiæ‡× †jLv‡jwLi Kvi‡Y Zv‡`i‡K jÿ¨e¯‘‡Z cwiYZ Kiv nq| ZvB Lye ª̀æZB Zviv †`k †Q‡o 

fvi‡Zi c‡_ iIbv n‡q hvb| A‡bK cÖwZK’jZv †cwi‡q w`jøx †cŠuQ‡j AvIqvgx jxM †bZv ZvRDÏxb Avng`, e¨vwi÷vi Avwgiæj 

Bmjvg, Aa¨vcK †ingvb †mvenvb, fvi‡Zi cÖw_Zhkv A_©bxwZwe` AgZ©¨ †mb, AR©yb †mb¸ß, A‡kvK wgÎmn kxl© Kg©KZ©v‡`i mv‡_ 

cÖ‡dmi byiæj Bmjv‡gi mv‡_ †`Lv nq| nvf©v‡W© Zvi mZx_© wc. Gb. a‡ii mv‡_I †m mgq ms‡hvM N‡U| cÖ‡dmi byiæj Bmjvg Ges 

cÖ‡dmi †ingvb †mvenvb wc. Gb. nvKmv‡ii mv‡_I †`Lv K‡ib| †`Lv K‡i Zv‡K XvKvq †h MYnZ¨v I wbh©vZb Pj‡Q Zvi we¯ÍvwiZ 

weeiY †`b| Zviv evsjv‡`‡ki gyw³hy‡×i c‡ÿ fvi‡Zi me©vZ¥K mn‡hvwMZvi cÖ‡qvRbxqZvi Ici ¸iæZ¡ Av‡ivc K‡ib| c‡i 

ZvRDÏxb Avng` Gi civgk©g‡Zv GwcÖ‡ji gvSvgvwS mg‡q jÛ‡b I GwcÖ‡ji †k‡li w`‡K W. b~iæj Bmjvg GKs †ingvb †mvenvb 

gvwK©b hy³iv‡óª hvb Ges †mLv‡b evsjv‡`‡ki gyw³hy‡×i c‡ÿ AvšÍR©vwZK m¤úª`v‡qi mg_©b Av`v‡qi cvkvcvwk cÖevmx evOvwj‡`iI 

msMwVZ K‡ib GB `yB evOvwj A_©bxwZwe`| 

RbM‡Yi ¯^v_© we‡klZ `wi`ª †gnbwZ gvby‡li ¯^v_© wQ‡jv e½eÜzi Kv‡Q me wKQzi E‡aŸ©| Avi †mKvi‡YB †`k‡cÖ‡gi hZ iƒc Av‡Q; 

gvby‡li cÖwZ fvjevmvi hZ iƒc Av‡Q; gvby‡li cÖwZ ggZ¡‡eva I mngwg©Zvi hZ iƒc Av‡Q; gvby‡li cÖwZ Av¯’vi hZ aiY Av‡Q; 

gnvbyfeZvi hZ iƒc Av‡Q; b¨vq cÖwZôvi hZ msMÖvgx iƒc Av‡Q—GZ eûgyLx weij ˆewkó¨ †h GKK e¨w³i g‡a¨ AšÍwb©wnZ wQ‡jv—

wZwbB e½eÜz| GmeB e½eÜzi wek^ `„wófw½, Rxeb`k©b, A_©‰bwZK fvebv, A_©‰bwZK `k©b I ivR‰wZK `k©‡bi wfwË| GmeB 

e½eÜz‡K K‡i‡Q Ò†`kR Dbœqb `k©‡biÓ D™¢veK, ¯ªóv I wewbg©vZv| 

e½eÜz Zvi ¯^‡`kRvZ A_©‰bwZK fvebvi wfwË‡Z Ggb GK evsjv‡`k wewbg©vY Ki‡Z †P‡qwQ‡jb, †h evsjv‡`k n‡e †mvbvi evsjv; †h 

evsjv‡`‡k `ytLx gvby‡li gy‡L nvwm n‡e wPi¯’vqx; †h evsjv‡`k n‡e wPiZ‡i ÿzavgy³-‡kvlYgy³; †h evsjv‡`‡k gvbe gyw³ wbwðZ n‡e; 

†h evsjv‡`‡k wbwðZ n‡e gvby‡li my‡hv‡Mi mgZv; †h evsjv‡`k n‡e eÂbvgy³-†kvlYnxb-ˆelg¨nxb-mgZvwfwËK-Amv¤úª`vwqK †`k; 

†h evsjv‡`k n‡e MYZvwš¿K c×wZi †kvlYgy³ mgvRZvwš¿K mgvR; †h evsjv‡`‡k mKj bvMwi‡Ki Rb¨ AvB‡bi kvmb, †gŠwjK 

gvbevwaKvi Ges ivR‰bwZK, A_©‰bwZK I mvgvwRK-mvg¨, ¯^vaxbZv I mywePvi wbwðZ n‡e; †h evsjv‡`k n‡e my¯’-mej-Ávb-weÁvb-

cÖhyw³-†PZbvmg„× gyw³hy‡×i †PZbvq †`k‡cÖ‡g D¾xweZ, D™¢vwmZ, DØy× Av‡jvwKZ gvby‡li †`k| †Kgb evsjv‡`k PvB cÖm‡½ 1972 

mv‡ji 26 gvP© cÖ_g ¯^vaxbZv w`em Dcj‡ÿ †eZvi I wUwf fvl‡Y e½eÜz ej‡jb, Ó Avgvi miKvi Af¨šÍixY mgvRwecø‡e wek^vm K‡i| 

G †Kv‡bv AMYZvwš¿K K_v gvÎ bq| Avgvi miKvi I cvwU© ˆeÁvwbK mgvRZvwš¿K A_©bxwZ cÖwZôv Ki‡Z cÖwZkÖæwZe×| GKwU bZzb 

e¨e ’̄vi wfZ iPbvi Rb¨ cyivZb mgvRe¨e¯’v Dc‡o †dj‡Z n‡e| Avgiv †kvlYgy³ mgvR Mo‡ev|Ó 

¯^vaxbZv‡Ëvi 1314 w`‡b hy×weaŸ¯Í evsjv‡`k‡K Õ‡mvbvi evsjvqÕ iƒcvšÍi I Õ`ytLx gvby‡li gy‡L nvwm †dvUv‡bviÕ j‡ÿ¨ e½eÜz ïaygvÎ 

cybe©vmb, cybtMVb, cybtwbg©vY Kg©Kv‡Ð mxgve× wQ‡jb bv| e½eÜz ¯^‡`k cÖZ¨veZ©b Ki‡jb 10 Rvbyqvwi, 1972, cÖ_‡gB †h KvRwU 

Ki‡jb Zv n‡jv MYcÖRvZš¿x evsjv‡`ki msweavb| gvÎ 10 gv‡mi g‡a¨B evsjv‡`‡ki msweavb cÖYqb n‡q †M‡jv| gvÎ AvovB gv‡mi 

g‡a¨B (31 gvP© 1972) †`‡ki `xN©‡gqv`x Dbœqb cwiKíbv cÖYq‡bi D‡Ï‡k¨ MwVZ nq evsjv‡`k cwiKíbv Kwgkb, hvi †Pqvig¨vb 

wQ‡jb e½eÜz wb‡R| Kwgkb w`b-ivZ cwikÖgmn mswkøó A‡bK M‡elYv, Rwic I wePvi-we‡kølY K‡i mgvRZvwš¿K A_©bxwZ wewbg©v‡Yi 

Rb¨ gvÎ 18 gv‡mi g‡a¨ iPbv Ki‡jb GK Abb¨mvaviY A_©‰bwZK `wjj, hv evsjv‡`‡ki cÖ_g cÂevwl©Kx cwiKíbv (1973-78), 

hvi ev¯Íevqb Kvh©µg ïiæ nq 1973 mv‡ji 1 RyjvB †_‡K| aªæc`x G `wj‡ji wfwË `k©b wn‡m‡e KvR K‡i‡Q RvZxqZvev`, mgvRZš¿, 

MYZš¿ I ag©wbi‡cÿZv mswkøó e½eÜzi Ó¯^‡`‡ki gvwU Dw_&_Z Dbœqb `k©bÓ, avi Kiv †Kv‡bv Dbœqb `k©b bq|  
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cÖ_g cÂevwl©Kx cwiKíbvq hy×weaŸ¯Í evsjv‡`‡ki cybM©Vb welqwU m½Z Kvi‡YB ¸iæZ¡ †c‡jI g~j w`K wb‡`©kbvi welq wQ‡jv 

fwel¨‡Zi evsjv‡`k- ˆelg¨nxb, RbKj¨vYKi, mg„×, DbœZ, cÖMwZev`x GK Av‡jvwKZ evsjv‡`k| cÖ_g cÂevwl©Kx cwiKíbvi 

jÿ¨mg~‡ni g‡aB Gm‡ei Zv ¯úó wb‡`©k Av‡Q| GB cwiKíbvq hv ejv n‡qwQ‡jv Zvi g‡a¨ Dbœqb-cÖMwZ AMÖvwaKv‡i 

w`Kwb‡ ©̀kbvmg~‡ni ¸iæZ¡en K‡qKwU wb¤œiƒc: 

1. cwiKíbvi cÖavb jÿ¨ n‡e `vwi`ª¨ n«vm| Avi jÿ¨ AR©‡bi †KŠkj wn‡m‡e ejv n‡qwQ‡jv: K‡g©i my‡hvM e„w×, RvZxq Avq 

e„w× Ges mgZvwfwËK eÈb wbwðZ Kivi Rb¨ Kvh©Kix Avw_©K I `ªe¨g~j¨ mswkøó bxwZgvjv| 

2. A_©bxwZi cÖwZwU Lv‡Z we‡klZ K…wl I wk‡íi cybtMVb I Drcv`b e„w×| 

3. A_©‰bwZK cÖe„w×i evwl©K nvi 3 kZvsk †_‡K Kgc‡ÿ 5.5 kZvs‡k DbœxZ Kiv| Avi AvbyôvwbK LvZmg~‡n Kg©ms¯’vb e„w×i 

cvkvcvwk Dbœq‡b †¯^”QvkÖ‡gi weKvk| gvbe kw³ I A_©‰bwZK m¤ú‡`i m‡ev©”P weKv‡ki j‡ÿ¨ DbœqbgyLx ¯’vbxq miKvi 

KvVv‡gv kw³kvjx Kiv| 

4. wbZ¨ cÖ‡qvRbxq †fvM¨c‡Y¨i (we‡kl K‡i Lv`¨, e¯¿, †fvR¨‡Zj, †K‡ivwmb, wPwb) Drcv`b e„w× Ges Gm‡ei evRvi g~j¨ 

`wi ª̀ Rb‡Mvôxi µqÿgZvi g‡a¨ ivLv Ges Kg©ms¯’vb I Avq e„w×i mv‡_ mvgÄm¨ †i‡L Zv w¯’wZkxj ivLv| 

5. A_©‰bwZK Kg©Kv‡Ð iv‡óªi f’wgKv Zvi e¨e¯’vcbv I mvsMVwbK †hvM¨Zv-`ÿZvi wfwË‡Z wbiæcY Kiv; A_©bxwZi cÖvwZôvwbK 

KvVv‡gvi RbKj¨vYKvgx cwieZ©b mvab Kiv| 

6. ‰e‡`wkK mvnv‡h¨i Dci wbf©ikxjZv n«vm Kiv- 62 kZvsk †_‡K 1977-78 Gi g‡a¨ 27 kZvs‡k Kwg‡q Avbv|¯^-wbf©iZv 

e„w×i j‡ÿ¨ Af¨šÍixY m¤ú‡`i m‡e©v”P mgv‡ek wbwðZ Kiv| mvi, wm‡g›U Ges w÷‡ji Drcv`b e„w×i gva¨‡g we‡`k 

wbf©iZvwfwËK AwbðqZv n«vm Kiv|  

7. MÖvg-kn‡i ¯-̂Kg©ms¯’vb my‡hvM e„w× Kiv| 

8. K…wli cÖvwZôvwbK I cÖhyw³MZ cwieZ©b wbwðZ Kiv; Lv`¨ Drcv`‡b ¯ ^qsm¤ú~Y©Zv AR©b Kiv| 

9. wkÿv, ¯^v¯’¨, MÖvgxY M„nvqY, cvwb mieivn BZ¨vw` mvgvwRK I gvbem¤ú` Dbœqb Lv‡Z Dbœqb eiv‡Ïi nvi e„w×i gva¨‡g 

gvby‡li mvaviY mÿgZv I Kg©`ÿZv e„w× Kiv|  

 

cÖ_g cwiKíbv Kwgk‡bi †Pqvig¨vb, cÖavbgš¿x e½eÜz †kL gywReyi ingvb, cwiKíbv `wj‡ji gyLe‡Ü wjL‡jb, ÓG cÂevwl©Kx 

cwiKíbv fwel¨Z weKv‡ki w`K wb‡`©kbv Ges Dbœq‡b AMÖvwaKvi wPwýZ Kivi D‡Ï‡k¨ ¯^í mg‡q cÖYqb Kiv n‡q‡Q| ... RvwZ MV‡b 

Avgv‡`i mevB‡K GKvMÖwP‡Ë Z¨vM ¯^xKvi Ki‡Z n‡e †hgbwU gyw³hy‡× Avgiv mvnm I DÏxcbvmn K‡iwQjvgÓ| Avi cÖ_g cwiKíbv 

Kwgk‡bi fvBm †Pqvig¨vb Aa¨vcK byiæj Bmjvg cwiKíbv `wj‡ji gyLe‡Ü wjL‡jb Ó K‡qK `k‡Ki ˆelg¨ D™¢~Z GKwU †`‡k gvÎ 

cuvP eQ‡i cybtMV‡bi KvR, Dbœq‡bi KvR, Avi ˆelg¨ `~i Kivi KvR m¤úbœ K‡i, `vwi`ª¨ D‡”Q‡`i g‡Zv Avgv‡`i †hŠ_ cÖqvmwU ïiæ 

Kiv †h‡Z cv‡i gvÎ| ... mvgvwRK cwieZ©‡bi j‡ÿ¨i KvRwUi cÖ¯‘wZ ce© ¸iæZ¡c~Y©...Dbœqb cÖwµqvi MwZ nq axi Ges hš¿Yv`vqK| Gi 

A_© fwel¨Z AR©‡bi Rb¨ eZ©gv‡b Z¨vM ¯̂xKviÓ| 

e½eÜzi A_©‰bwZK fvebvq †gvUv`v‡M wZbwU D™¢veb wQ‡jv| D™¢veb wZbwU wQ‡jv- (1) †mvbvi evsjvi ¯^cœ (2) `yLx gvby‡li gy‡L nvwm 

†dvUv‡bv Ges (3) †kvlY-eÂbv-`y ©̀kvgy³ evsjv‡`ki ¯^cœ| GB wZbwU D™¢veb ev¯Íevq‡b mgq †c‡qwQ‡jb 1314 w`b ( 10 Rvbyqvwi 

1972 †_‡K 15 AvM÷ 1975 mvj ch©šÍ)| †`kR Dbœqb Z‡Ë¡i Av‡jv‡K A_©‰bwZK fvebvq hv hv AšÍf©y³ Ki‡jb, Zv n‡jv: 

 5g †kÖwY ch©šÍ webvg~‡j¨ ¯^vaxb-gy³-Ávbmg„× gvbyl m„wói Rb¨ cvV¨cy¯ÍK cÖYq‡bi †NvlYv (1972 mv‡ji †deªæqvwi gv‡m) 

 cÖv_wgK ¯‹zj RvZxqKiY ( 1972 mv‡ji GwcÖj gv‡m) 

 W. Kz`iZ-B-Ly`v wkÿv Kwgkb MVb ( RyjvB, 1972 ) 

 36 nvRvi 165wU †emiKvwi ¯‹zj miKvwiKiY-RvZxqKiY 

 11 nvRvi bZzb cÖv_wgK ¯‹zj ¯’vcb 

 1 jÿ 57 nvRvi 742 Rb wkÿ‡Ki PvKwi miKvwiKiY 

 1972 mv‡ji 28 gv‡P© wZwb RvZxqKiY bxwZ †NvlYv K‡ib| GB †NvlYvi gva¨‡g e¨vsK (we‡`wk Qvov), wegv (we‡`wk 

Qvov), cvU, e¯¿, KvMR wkí, Af¨šÍixY I DcK’jxq †bŠ-cwienb, e„nr cwiZ¨³ cÖwZôvb ( 15 jÿ UvKvi E‡aŸ©), wegvb I 

RvnvR K‡c©v‡ikb‡K miKvwi wbqš¿‡Y Avbv nq| 
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1975 mv‡ji 26 gvP© igbvi †im‡Kvm© gq`v‡bi (eZ©gvb †mvnivIqv ©̀x D`¨v‡b) Rbmfvq 2q wecø‡ei Kg©m~wP †NvlYvq e½eÜz ej‡jb, 

ÒGB †h bZzb wm‡÷‡g †h‡Z Pvw”Q Avwg, MÖv‡g MÖv‡g eûgyLx †Kv-Acv‡iwUf Kiv n‡e| fzj Ki‡eb bv| Avwg Avcbv‡`i Rwg †be bv| 

fq cv‡eb bv †h, Rwg wb‡q hve, Zv bq| cuvP eQ‡ii cøvb-G evsjv‡`k 65 nvRvi MÖvg †Kv-Acv‡iwUf n‡e| cqmv hv‡e Zv‡`i Kv‡Q, 

dvwU©jvBRvi hv‡e Zv‡`i Kv‡Q, †U÷ wiwjd hv‡e Zv‡`i Kv‡Q, IqvK©m †cÖvMÖvg hv‡e Zv‡`i Kv‡Q| Av‡¯Í Av‡¯Í BDwbqb KvDwÝj 

UvDU‡`i we`vq †`qv n‡e, Zv bv n‡j †`k‡K euvPv‡bv hv‡e bv| GB Rb¨B wf‡jR †Kv-Acv‡iwUf n‡e| Avwg †NvlYv KiwQ AvR‡K 

†h, cuvP eQ‡ii cøv‡b cÖ‡Z¨KwU MÖv‡g cuvPkZ †_‡K nvRvi d¨vwgwj ch©šÍ wb‡q K¤úvjmvwi †Kv-Acv‡iwUf n‡e|... Avcbvi Rwgi dmj 

Avcwb †b‡eb, Ask hv‡e †Kv-Acv‡iwU‡fi nv‡Z, Ask hv‡e Mfb©‡g‡›Ui nv‡Z| ... Avgvi hyeK fvBiv, Avwg †h †Kv-Acv‡iwUf 

Ki‡Z hvw”Q MÖv‡g MÖv‡g Gi Dci evsjvi gvby‡li euvPv-giv wbf©i Ki‡e| Avcbv‡`i dzj c¨v›UUv GKUz nvdc¨v›U Ki‡Z n‡e| cvRvgv 

†Q‡o GKUz jyw½ ci‡Z n‡e| Avi MÖv‡g MÖv‡g wM‡q GB †KvAcv‡iwUf‡K mvdj¨gwÛZ K‡i †Zvjvi Rb¨ KvR K‡i †h‡Z n‡eÓ| e½eÜz 

Zvi wØZxq wecø‡ei †NvlYvq evsjv‡`‡ki Dbœq‡b 4-`dv Riæwi KiYxq †NvlYv Ki‡jb| e½eÜz ej‡jb: ÓGK b¤^i n‡jv `yb©xwZevR 

LZg Ki, `yB b¤^i KjKviLvbvq, †ÿ‡Z, Lvgv‡i †cÖvWvKkb evovb; wZb b¤^i n‡jv- ccy‡jkb cø¨vwbs; Pvi b¤^i n‡jv- RvZxq HK¨| 

RvZxq HK¨ Kivi Rb¨ GK`j Kiv n‡q‡Q|Ó e½eÜzi G fvl‡Yi ciciB GKw`‡K mv¤ªvR¨ev`x cÖwZwµqvkxj Pµ Avi Ab¨w`‡K 

†`‡ki Af¨šÍ‡i cvwK¯Ívbmn H cÖwZwµqvkxj P‡µi `vjvj-‡`vmi‡`i evsjv‡`‡ki ¯^vaxbZv we‡ivax Z_v e½eÜzi Dbœqb `k©b we‡ivax 

†hŠ_ cwiKwíZ Kg©KvÐ AZx‡Zi Zzjbvq AviI A‡bK †ewk ª̀æZZvi mv‡_ I Kvh©Kifv‡e †Rvi`vi n‡Z _vK‡jv| 1975 mv‡ji 26 

gvP© D³ †NvlYv w`‡jb Zvi mv‡o 4 gv‡mi gv_vq e½eÜz‡K cÖwZwecøexiv nZ¨v Kij| GB GKB Lywb Pµ KvivMv‡i AvUK Pvi RvZxq 

†bZv‡KI nZ¨v Ki‡jv| 1975 mv‡j †`wk-we‡`wk lolš¿Kvixiv RvwZi wcZv e½eÜz †kL gywReyi ingvb‡K nZ¨v K‡i †mvbvi evsjv‡`k 

MV‡bi ¯^cœ‡KB nZ¨v Ki‡jv| e½eÜz nZ¨vi gva¨‡g ïay †h Avgv‡`i †mvbvi evsjv Mo‡Z †`qv nqwb ZvB bq, †mB mv‡_ me ai‡bi 

†`wk-we‡`wk lohš¿ n‡q‡Q †h wKfv‡e ¯^vaxb evsjv‡`k‡K cðvrgyLx K‡i GKwU cÖMwZ weiæ× AKvh©Ki iv‡óª Ges mv¤ªvR¨ev`x‡`i 

ekse` iv‡óª cwiYZ Kiv hvq| Avi †mKvi‡YB cieZ©xKv‡ji A‡cÿvK…Z `xN© mgq jvMvZvi †mbv kvmb ˆ¯^iZš¿, †mbv kvm‡bi †gvo‡K 

MYZš¿, gyw³hy× we‡ivax kw³ †ZvlY I †cvlY, †gŠjev‡`i A_©bxwZ I ivRbxwZi evoevošÍ- G m‡ei d‡j m¤ú~Y© m‡PZbfv‡eB †`‡ki 

A_©bxwZ I ivRbxwZ‡K `ye©„ËvwqZ Kiv n‡q‡Q|  

¯^vaxbZvi ciciB ZvB e½eÜz I Zvi mn‡hv×viv wm×všÍ wb‡qwQ‡jb Avgv‡`i e¨vcK A_©‰bwZK Kg©cwiKíbv cÖYqb Ges Zv ev¯Íevqb 

Ki‡Z n‡e| jÿ¨ AR©‡b Zviv Ab¨Zg cÖavb †h KvRwU K‡iwQ‡jb †mwU n‡jv evsjv‡`k cwiKíbv Kwgkb MVb| e½eÜz 1972 mv‡ji 

31 Rvbyqvwi GB Kwgkb MVb K‡ib| Gi jÿ¨ wQ‡jv GKwU cwiKwíZ ivóª MVb| e½eÜzmn Zvi mn‡hv×v‡`i wPšÍvq mgmvgwqK 

A_©‰bwZK fvebv wPiRvMiƒK wQj| mgvRZš¿ A‡_© mvgvwRK b¨vqwePvi cÖwZôv Kiv, cxov`vqK ˆelg¨-‡kvlY †iva Ges Af¨šÍixY jyÉb 

AvB‡bi gva¨‡g cwinvi Kiv| e½eÜzi ivR‰bwZK wPšÍvi m‡½ huviv cwiwPZ wQ‡jb, e½eÜz huv‡`i wPb‡Zb Ges `yB A_©bxwZi ZË¡ I Qq 

`dvq huv‡`i f~wgKv wQj Zv‡`iB K‡qKRb‡K wb‡q wZwb cwiKíbv Kwgkb MVb Ki‡jb| cÖ‡dmi W. byiæj Bmjvg‡K †WcywU 

†Pqvig¨vb c~Y©gš¿xi c`gh©v`vmn, cÖ‡dmi W. †gvkviid †nv‡mb, cÖ‡dmi †ingvb †mvenvb, cÖ‡dmi W. Avwbmyi ingvb‡K m`m¨ Z_v 

cÖwZgš¿xi c`gh©v`vq Kwgk‡b wb‡qvM †`b| cwiKíbv cÖYq‡bi Rb¨ Kwgkb‡K c~Y© ¯^vaxbZv wZwb w`‡qwQ‡jb| A‡bK ZiæY †`k‡cÖwgK 

wb‡ew`ZcÖvY gyw³hy‡×i †PZbvq D¾xweZ A_©bxwZwe`‡`i‡KI ZLb Kwgk‡b wb‡qvM †`qv n‡qwQ‡jv|  

m`¨ ¯^vaxb †`kwUi GKwU Ab¨Zg cÖ‡qvRb wQj Gi A_©bxwZi Rb¨ GKwU ga¨‡gqvw` w`K-`k©b| G jÿ¨‡K mvg‡b †i‡L evsjv‡`k 

cwiKíbv Kwgkb MwVZ nq| †`ke‡iY¨ A_©bxwZwe`, we‡klÁe„›` Ges GK`j AZ¨šÍ †gavex I A½xKvie× Kg©KZ©v `j G Kwgk‡b 

†hvM †`b| G msMVb‡K ivóªxqfv‡e GKwU we‡kl gh©v`v †`qv nq Ges G Kwgk‡bi IciB `vwqZ¡ eZ©vq evsjv‡`‡ki cÖ_g cÂevwl©K 

cwiKíbv cÖYq‡bi| GUv AZ¨šÍ M‡e©i welq †h Zv‡`i‡K †`q m¤§v‡bi cÖwZ c~Y© gh©v`v †i‡L G Kwgkb 1973 mv‡jB evsjv‡`‡ki cÖ_g 

cÂevwl©K cwiKíbv (1973-78) cÖYqb K‡ib| ivóªxq msweav‡bi g‡Zv G cwiKíbv MÖš’wUI G‡`‡ki cÖavb A_©‰bwZK `wjj| G MÖ‡š’ 

evsjv‡`‡ki †cÖÿvc‡U cwiKwíZ A_©bxwZi ¸iæZ¡B ïay Zz‡j aiv nqwb, eis G RvZxq GKwU cwiKíbv ev¯Íevq‡bi Rb¨ †h ai‡Yi 

GKwU A½xKvie× I wbt¯^v_© ivR‰bwZK cÖwµqv I cÖkvmbh‡š¿i cÖ‡qvRb n‡e, †mw`‡KI miKv‡ii `„wó AvKl©Y Kiv n‡qwQ‡jv| cÖ‡dmi 

byiæj Bmjvg KZ©„K wjwLZ G cwiKíbv `wj‡ji f’wgKvwU GKwU Abb¨mvaviY iPbv, hv AvRI G‡`‡k A_©‰bwZK †cÖÿvc‡U AZ¨šÍ 

Zvrch©c~Y© I A_©en|  

cÖ_g cÂevwl©K cwiKíbv 1978 mv‡j Gi mgqmxgv †kl nIqvi K_v wQj| wKš‘ ỳt‡Li welq Zvi Av‡MB e½eÜz‡K b„ksmfv‡e nZ¨v 

Kiv nq| e½eÜzi ¯^‡cœ †mvbvi evsjv Movi mywekvj Kg©h‡Á eo ai‡Yi KzVvivNvZ G‡jv| †hme wb‡ewZcÖvY D¾xweZ e¨w³ Kwgk‡b 

mshy³ n‡qwQ‡jb ZvivI Kwgkb †Q‡o Ab¨Î P‡j †M‡jb|  
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bZzb kvmK hviv G‡jb, Zviv †hgb evsjv‡`k‡K nZ¨v Kij, †Zgwbfv‡e ¯^vaxb cwiKíbv Kwgkb‡KI nZ¨v Kij| nq‡Zv 

cÖvwZôvwbKfv‡e nZ¨v Kij bv, wKš‘ Ah‡Zœ-Ae‡njvq ms¯’vwU‡K GK cv‡k †d‡j †i‡L w`‡jv| d‡j Kwgkb ax‡i ax‡i ¸iæZ¡ nvivj| 

ch©vqµ‡g cÖwZcÿ kvmK‡Mvôx cÂevwl©K cwiKíbvi aviYv †_‡KI m‡i G‡jv| kw³kvjx ‰ewk^K †Mvôx ms ’̄vi ( wek^e¨vsK, 

AvBGgGd) civg‡k© Zviv mgvRZvwš¿K wPšÍvaviv ev` w`‡q evRvi A_©bxwZi w`‡K cv †dj‡Z ïiæ Kij| Õ`vZv‡`iÕ civg‡k© KvVv‡gvMZ 

ms¯‹vi Kg©m~wP MÖnY Kij| cÖvmw½Kfv‡e bZzb‡Z¡i wKQz PgKI †`Lv †Mj| ÕA_© †Kv‡bv mgm¨v bqÕ G ai‡Yi PgK bZzb kvmK‡Mvôx 

Qov‡Z jvM‡jb| bZzb kvmK‡Mvôx G‡mB ivRbxwZwe`‡`i Rb¨ ivRbxwZ KivUv KwVb K‡i Zzj‡jb| wKš‘ AwP‡iB Gi AšÍwb©wnZ 

†bwZevPK PwiÎ (cÖvwZôvwbK jyÉb, weivRbxwZKiY I mv¤úª`vwqK ivRbxwZ) cÖKvk †c‡Z ïiæ Kij| 1975 mv‡j e½eÜz‡K nZ¨vi ci 

†_‡K 1995 mvj ch©šÍ Uvbv `yB `kK ¯^vaxbZv‡K›`ªxK mvwe©K Kj¨vYg~jK Dbœq‡bi AvKv•Lv iæ× n‡jv| 

1996 mv‡j RbM‡Yi cÖZ¨ÿ, Aeva I wbi‡cÿfv‡e AbywôZ †fv‡Ui gva¨‡g evsjv‡`k AvIqvgx jxM eZ©gvb cÖavbgš¿x †kL nvwmbvi 

†bZ…‡Z¡ ÿgZvq Gj| †kL nvwmbv Avevi cÂevwl©K cwiKíbvi aviYv cybiæ¾xweZ Ki‡jb| evsjv‡`‡ki myeY©RqšÍx‡Z G.Avi ingv‡bi 

myi Av‡ivwcZ Mv‡bi PiY¸‡jv ¯§iY Kwi- wcZv w`‡q‡Qb ¯^vaxb ¯^‡`k, Kb¨v w`‡q‡Qb Av‡jv| ev¯ÍweKB e½eÜzi Av`‡k©i 

Av‡jvKewZ©Kv nv‡Z †`k‡cÖg I gvbecÖxwZi †PZbv aviY K‡i Dbœq‡bi gvnmo‡K RvwZ‡K GwM‡q wb‡q hv‡”Qb GK jÿ¨ †_‡K 

DbœZZi Av‡iK j‡ÿ¨| ÿgZv MÖnY K‡iB cÖavbgš¿x wn‡m‡e †kL nvwmbv myPbv Ki‡jb e½eÜzi ¯^‡cœi ev¯Íevqb| e½eÜz e‡jwQ‡jb- 

ÒAvgvi †`‡ki cÖ‡Z¨K gvbyl Lv`¨ cv‡e, AvkÖq cv‡e, wkÿv cv‡e, DbœZ Rxe‡bi AwaKvix n‡e- GB n‡”Q Avgvi ¯^cœÓ| †mB ¯^cœ 

ev¯Íevq‡b †mvbvi evsjv M‡o †ZvjvB n‡q `uvov‡bv †`kiZœ †kL nvwmbvi Abo jÿ¨| me gvby‡li †gŠwjK AwaKvi wbwðZ Kivi 

D‡Ï‡k¨ Zvi miKvi `vwi`ª¨ we‡gvPb I ÿzavgyw³, AvaywbK I wek¦gv‡bi wkÿv, evm¯’vb, wPwKrmv I mvgvwRK wbivcËv, RbM‡Yi 

†`vi‡Mvovq wWwRUvj †mev Ges we ỳ¨r ms‡hvM †cuŠQv‡bv, cwi‡ek myiÿv, †`wk-we‡`wk wewb‡qvM e„w× Ges bvixi ÿgZvq‡bi j‡ÿ¨ 

`kwU we‡kl D‡`¨vM Ges `kwU e„nr AeKvVv‡gv Dbœqb cÖKí MÖnY K‡ib| me‡P‡q mš‘wói K_v, G D‡`¨vM I cÖKí cÖYqb KvMR-

Kj‡g ev cÖ¯‘wZKvjxb e¨e¯’v MÖn‡Y mxgveÜ _v‡Kwb| cÖwZwU welqB AMÖwaKvi †c‡q mgwš^Z cÖ‡Póvq mgq I cwiKíbv Abyhvqx 

ev¯ÍevwqZ n‡q‡Q Ges n‡”Q| Avgviv Zvi cÖZ¨ÿ`k©x| cwiKíbv Kwgk‡bi KvR Pv½v n‡jv| Z‡e ¯^vaxbfv‡e bq, miKv‡ii GKwU 

Ab¨Zg gš¿Yvjq wn‡m‡e| cyi‡bv RÄvj ¸wQ‡q A_©bxwZ GKUv ch©v‡q †cuŠQvj| wKš‘ 2001 mv‡j Avevi m~ÿè K‚UPv‡ji gva¨‡g miKvi 

cwieZ©b n‡jv| †MvUv ivóªxq e¨e¯’vq cy‡iv‡bv cÖwZwµqvkxjZvi `k©b wd‡i Gj| 2005 mvj ch©šÍ Gfv‡eB Pjj| 2006-2008 

mgqKvj †mbvmgw_©Z ZË¡veavqK e¨e ’̄v bv‡g GKai‡bi AmsÁvwqZ, AMYZvwš¿K kvmb Pjj|  

2008 mv‡j RvZxq wbe©vP‡bi Av‡M gvbbxq cÖavbgš¿x Rb‡bÎx †kL nvwmbv RvwZ‡K Dcnvi w`‡jb Ôw`b e`‡ji mb`Õ Z_v ÔwWwRUvj 

evsjv‡`kÕ Ges Ôga¨g Av‡qi †`kÕ| 2014 mv‡j RvZxq wbe©vP‡bi Av‡M gvbbxq cÖavbgš¿x †kL nvwmbv RvZx‡K Dcnvi w`‡jb ÒGwM‡q 

hv‡”Q evsjv‡`kÓ| 2018 mv‡j wZwb RvwZ‡K Dcnvi w`‡jb Av‡iv PgrKvi †¯øvMvb Ômg„w×i AMÖhvÎvq evsjv‡`kÕ| me©‡kl 2024 mv‡j 

RvZxq wbe©Pv‡bi Av‡M wZwb RvZx‡K Dcnvi w`‡jb Av‡iv GKwU PgrKvi †¯øvMvb Ô¯§vU© evsjv‡`k-Dbœqb `„k¨gvb evo‡e Gevi 

Kg©ms¯’vbÕ| ¯§vU© evsjv‡`k Movi wfwË wn‡m‡e PviwU welq wZwb D‡jøL K‡i‡Qb| G¸‡jv n‡”Q ¯§vU© bvMwiK, ¯§vU© miKvi, ¯§vU© 

A_©bxwZ I ¯§vU© mgvR| ¯§vU© evsjv‡`‡ki cÖwZwU bvMwiK eo n‡e †bZ…‡Z¡i ¸bvejx wb‡q| `vßwiK Kv‡R KvM‡Ri e¨envi K‡g hv‡e| 

me †jb-‡`b n‡e K¨vk‡jm| AvkvKiv hv‡”Q, AvMvgx 2027 mv‡ji g‡a¨ 75 kvZsk †jb-‡`b n‡e K¨vk‡jm| mgv‡Ri abx-`wi‡`ªi 

e¨eavb K‡g Avm‡e| kZfve gvbyl B›Uvi‡b‡U hy³ _vK‡e| 2041 mv‡ji jÿ¨ ¯§vU© kni I ¯§vU© MÖvg| D™¢vebx I Ávb wfwËK 

A_©bxwZi ¯§vU© evsjv‡`k wewbg©v‡Y eZ©gvb miKvi KvR Ki‡Q| Gj‡ÿ¨ BwZg‡a¨ Ô¯§vU© wjWviwkc GKv‡WwgÕ ¯’vcb Kiv n‡q‡Q| G 

j‡ÿ¨ cy‡iv RvwZ‡K ¯^cœ †`Lv‡jb Ges cÖYqb Ki‡jb †cÖwÿZ cwiKíbv 2010-2021| e½eÜzi †`Lv‡bv cwiKwíZ A_©bxwZi c‡_ 

nuvU‡jb| cÖYqb Ki‡jb lô cÂevwl©K cwiKíbv (2011-2015) Ges mßg cÂevwl©K cwiKíbv ( 2016-2020)| ZvB evsjv‡`k 

GLb Dbœq‡bi gnvmo‡K, Dbœq‡bi †ivjg‡Wj| evsjv‡`k GLb A‡bK †`‡ki Rb¨B D`vniY| BwZg‡a¨ wØZxq †cÖwÿZ cwiKíbv 

(2021-2041) cÖYqb Ges Aóg cÂevwl©K cwiKíbv (2020-2025) cÖYqb Kiv n‡q‡Q| Gme cwiKíbvq gvbbxq cÖavbgš¿x RvwZ‡K 

¯^cœ †`Lv‡”Qb 2031 mv‡j D”P ga¨g Av‡qi †`k Ges 2041 mv‡j DbœZ I mg„× evsjv‡`k wewbg©v‡Yi| GgwWwR jÿ¨ AR©‡b 

evsjv‡`k GLb mviv c„w_ex‡Z †ivjg‡Wj| GmwWwR 2030 jÿ¨ AR©‡bI eZ©gvb miKvi h_vh_ I Kvh©Kix cwiKíbv I bxwZ BwZg‡a¨ 

MÖnY K‡i‡Q| we‡k^i bvgx`vgx wewfbœ mgxÿvq Ges M‡elYvq ejv n‡”Q, AvMvgx 2050 mv‡ji g‡a¨ Gwkqvi wZbwU †`k wek̂ 

A_©bxwZ‡Z cÖ_g, wØZxq I PZz_© n‡e, †m‡`k¸‡jv n‡jv Pxb, fviZ I B‡›`v‡bwkqv| †m‡ÿ‡Î evsjv‡`kI Gwkqvi †`k wn‡m‡e wek^ 

A_©bxwZ‡Z AvMvgx‡Z kxl©¯’v‡b Ae¯’vb Ki‡e|  

wbR¯^ A_©vq‡b cÙv †mZzi wm×všÍ evsjv‡`k‡K A‡bK `~i GwM‡q wb‡q‡Q| GB mvnmx I ivóªbv‡qv‡KvwPZ wm×všÍ evsjv‡`‡ki Rb¨ Ny‡i 

`uvovevi GKwU Uvwb©s c‡q›U| GB mvnmx I †`k‡cÖwgK wm×všÍ †bb ¯^qs gvbbxq cÖavbgš¿x wb‡R| Gi d‡j MYgvby‡li A_©bxwZwe` 
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cÖ‡dmi W. Aveyj eviKv‡Zi M‡elYvi wn‡me Abyhvqx 2026 mvj bvMv` Avgv‡`i cÖe„w× evo‡e 4 †_‡K 4.5 kZvsk| BwZg‡a¨ ¯^‡cœi 

cÙv †mZz Pvjy n‡q‡Q| Lyjbvmn `wÿY-cwðgvÂ‡j Dbœq‡bi GK bZzb †Rvqvi ïiæ n‡q‡Q| `wÿY-cwðgvÂ‡j Dbœq‡bi GK jvBdjvBb 

n‡”Q GB†mZz| BwZg‡a¨ Lyjbvq A_©‰bwZK Dbœq‡bi GK bZzb D`xqgvb A_©‰bwZK nve ˆZwi n‡q‡Q| `yb©xwZ mnbxq ch©v‡q wb‡q 

Avm‡Z cvi‡j Avgv‡`i cÖe„w× evo‡e 1 kZvsk Ges Kg©‡ÿ‡Î hw` bvix-cyiæ‡li mgZv wb‡q Avmv hvq, Zvn‡j cÖe„w× evo‡e 1.5 

kZvsk| A_©vr AvMvgx‡Z evsjv‡`‡ki cÖe„w× n‡e `yB wWwR‡Ui| Avgv‡`i A_©bxwZ‡Z cÖe„w× e„w×‡Z g~j PvwjKvkw³ wn‡m‡e A_©bxwZ‡Z 

Pvi fvB ¸iæZ¡c~Y© f’wgKv ivL‡Q| GB Pvi fvB n‡jv- 1. K…lK fvB 2. kÖwgK fvB (†cvkvK kÖwgK I wbg©vY kÖwgK) 3. cÖevmx 

evsjv‡`wk fvB I 4. QvÎ fvB| evsjv‡`k AvR Lv`¨ Drcv`‡b mviv c„w_ex‡Z †ivjg‡Wj| e½eÜz I Zvi my‡hvM¨ Kb¨v gvbbxq 

cÖavbgš¿x K…lK fvB‡`i GKUz ivóªxq myweav (fZ©ywK) †`Iqv‡Z K…wl‡Z Avgv‡`i wecøe N‡U †M‡Q| Avgiv ˆZwi †cvkvK ißvwb‡Z mviv 

c„w_ex‡Z wØZxq| cÖevmx evsjv‡`wkiv UvKv cvwV‡q Avgv‡`i A_©bxwZ‡K mPj †i‡L‡Q| AvMvgx evsjv‡`k wewbg©v‡Yi me‡P‡q m¤¢vebv 

fvB n‡”Q Avgv‡`i cvÖYwcÖq, cÖwZfvevb, e½eÜz I gyw³hy‡×i †PZbvq D¾xweZ ZiæY wkÿv_©xiv| Zv‡`i RvwM‡q Zzj‡Z cvi‡jB 

AvMvgx evsjv‡`k n‡e c„w_exi Ab¨Zg A_©‰bwZK civkw³| 

2028 mv‡ji g‡a¨ `vwi‡`ª¨i nvi 11 kZvs‡k bvwg‡q Avbv Ges 2031 mv‡ji g‡a¨ Pig `vwi‡`ª¨i Aemv‡bi A½xKvi Kiv n‡q‡Q| G 

Qvov 2041 mv‡j `vwi‡`ª¨i nvi 03 kZvs‡k bvwg‡q Avbvi K_v ejv n‡q‡Q 2024 mv‡ji wbe©vPwb Bk‡Znv‡i| Kg©ms¯’v‡bi wel‡q ejv 

n‡q‡Q, †Rjv-Dc‡Rjvq 31 jÿ hyeK‡K cÖwkÿY †`qv n‡e Ges Zv‡`i AvZ¥Kg©ms¯’v‡bi Kg©m~wP Ae¨vnZ _vK‡e| 2030 bvMv` 

AwZwi³ †`o †KvwU gvby‡li Kg©ms¯’vb m„wói c`‡ÿc †bqv n‡e| 2025 mv‡ji g‡a¨ cuvP wewjqb Wjvi AvBwmwU ißvwb I 30 jÿ 

ZiæY-ZiæYxi Kg©ms¯’vb m„wó n‡e| gv÷viKvW© B‡KvbwgK Bbw÷wUDU ej‡Q, evsjv‡`k 2024 mv‡j n‡e c„w_exi wØZxq `ªæZZg 

A_©bxwZi cÖe„w×i †`k (6.3 kZvsk)| fvi‡Zi c‡iB _vK‡e evsjv‡`‡ki Ae¯’vb| 

cwi‡k‡l e½eÜz Zvi A_©‰bwZK fvebvq †gvUv `v‡M ỳwU welq †P‡qwQ‡jb| cÖ_gZ, evsjvi `yLx gvbyl †L‡q c‡i euvPzK| wØZxqZ, 

evOwvjivB evsjv‡`k kvmb KiæK| ¯^f’wg‡Z wPiZ‡i we‡`wk kvm‡bi Aemvb NUzK| Zvi `ywU jÿ¨B cÖvq AwR©Z n‡q‡Q| Avgv‡`i 

mgvR Ges A_©bxwZ‡K Avgiv GKUv k³ wfwËi Ici `uvo Kiv‡Z †c‡iwQ| GB k³ wfwËi Ici `uvwo‡qB 2046 mv‡j ¯^vaxbZvi 

nxiKRqšÍx‡Z evsjv‡`k‡K ÕDbœZ iv‡óªÕ cwiYZ Kiv, 2071 mv‡j ¯^vaxbZvi kZe‡l© evsjv‡`k n‡e c„w_exi Ab¨Zg †miv A_©‰bwZK 

civkw³ Ges 2100 mv‡j e-Øxc cwiKíbvi gva¨‡g AvMvgx cÖR¯§‡K mKj my‡hvM-myweavi w`K w`‡q myiwÿZ KivB n‡jv gvbbxq 

cÖavbgš¿x Rb‡bÎx †kL nvwmbvi ¯^cœ| ¯̂vaxbZvi myeY©RqšÍx I e½eÜzi Rb¥kZevwl©Kxi cÖv°v‡j Avgv‡`i cÖZ¨vkv GB †h, e½eÜzi 

my‡hvM¨ Kb¨v Rb‡bÎx †kL nvwmbv †h ¯^cœ Avgv‡`i †`Lv‡”Qb Zv Aek¨B Avgiv ev¯Íevqb Ki‡Z cvi‡ev| 
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Introduction 

The value of world merchandise trade rose 12% to USD 25.3 trillion in 2022. The value of world commercial 

services trade increased 15% in 2022 to USD 6.8 trillion, while digitally delivered services were worth USD 3.82 

trillion in the same year (Google).  These merchandize required more and more additional resource extraction.  If 

these type of trend stand continued, material extraction will be increasing and if these resources cannot be returned to 

the nature, loss of material extraction will be inevitable. Increase of digital trade has further increased global 

production. Circularity Gap Report 2023 prepared by the Circle Economy (CE) has shown that global circularity has 

been dropped to 7.2% in 2023 comparing to 8.2% in 2020 and 9.1% in 2018. The reason behind the decline is the 

general rate of global material extraction and imposing serious burden to the environment. 

Circular solution can reduce environmental pressure, and address the need of planetary boundary framework. The 

study by the CE findings said that unleashing govt. 16 transformational circular solution across four key system such 

as; food system, the built environment, manufactured goods and consumables and mobility and transport-can reverse 

the amount overshoot of five of the nine key planetary boundaries. While the nine planetary boundaries are; climate 

change, change in biosphere integrity (functional and genetic), land system change, fresh water use, biogeochemical 

flows (nitrogen and phosphorous), ocean acidification, atmospheric ozone depletion, and release of novel chemicals 

(including heavy metals, radioactive materials, plastics and many more). All these have immense implication on 

environmental management towards making the planet livable. 

A collection of production and consumption activities related to durable manufactured goods (such as 

machinery, equipment, vehicles and furniture) as well as consumables (such as textiles, fast-moving consumer 

goods and electronics) is required to understand the huge impact and approach for solutions. 

In order to address these issues there is a need for public and private sector collaboration, circle business model 

can deliver huge material savings and propose some solutions for making the planet habitable.  

The CE offers solutions in how to reduce, regenerate and redistribute vital materials use, for both the planet and 

all living beings. Regenerative solutions already exist today-that show that we can move to adaptive principle 

which is helpful. There are some examples set by different corporate bodies in the world. Corporate of 

Bangladesh now also need to learn from them to set some examples especially in the field of textile and fashion 

products for which the country has established its branded values. Bangladesh has been exporting a significant 

amount of export to EU countries. Efficient resource utilization towards circular economy can pave the way for 

maintaining exports to EU. 

Export of RMG and Textile of Bangladesh 

 Export for 2022-23 Export for 2021-22 Export for  2020-21 

RMG (61 & 62) 46,991.61 42613.15 31456.73 

Specialized Textiles (58-60) 284.65 314.82 130.9 

Home Textile (Chapter 63 

Excluding 6305) 

1095.29 1621.93 1132.03 

(Value in Million USD) Source: Export Promotion Bureau 

                                                      
*  FCEO, BUILD-a Public Private Dialogue Platform works for private sector development; E-mail: 

ceo@buildbd.org,buildbd@yahoo.com 
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Export from Bangladesh is about USD 50 billion in 2022-23, and export is increasing. Exports are mostly 

accomplished to the developed countries such as; USA, EU, UK and Canada where EU is the number one 

destination. Considering continuous success of the sector, it is an essential policy proposition to opt for reducing 

waste and put importance on circular economy to be resource efficient and sustain in the global markets. 

 

Bangladesh’s Export to EU and UK 

In 2022-23, Europe-bound merchandise exports from Bangladesh amounted to $30.5 billion, of which apparel 

exports comprised $28.6 billion. The EU and the UK account for more than 60% of Bangladesh's garment 

exports while apparel products constitute more than 93% of total exports to the EU and the UK.  Taking 

advantage of Everything But Arms (EBA) preferences, Bangladesh’s apparel exports to the EU soared from $2 

billion in 2001 to about $28.6 billion in 2023.  

European Commission's recently introduced their ‘Strategy for Sustainable and Circular Textiles' emphasizes 

transparency, sustainability, and circularity across the textile value chain, impacting both EU and non-EU 

consumers and companies. 

From different resource publications we have seen that the production and consumption of textile products 

continue to grow tremendously and so does their impact on climate, on water and energy 

consumption and on the environment.  

Global textiles production almost doubled between 2000 and 2015, and the consumption of clothing and 

footwear is expected to increase by 63% by 2030, from 62 million tonnes now to 102 million tonnes in 2030. 

We need to think of it seriously1. 

About 5.8 million tonnes of textiles are discarded every year in the EU, approximately 11kg per person, 

and every second somewhere in the world a truckload of textiles is land-filled or incinerated.  

The ambition of European Green Deal initiated by EU is to make growth sustainable, climate-neutral, energy-

and resource- efficient and respectful to the nature, and built around a clean and circular economy. The 2020 

Circular Economy Action Plan and the 2021 update of the EU Industrial Strategy identified textiles as a key 

product with an urgent need and a strong potential for the transition to sustainable and circular production, 

consumption and business models.  

There are other countries also have taken several initiatives and year-wise targets to switch over to circular 

economy for different types of products2:   

 

Countries Targets 

USA 

1. Define a list of packaging to be designated as problematic or unnecessary by 2021 and take 

measures to eliminate them by 2025. 

2. 100% of plastic packaging will be reusable, recyclable, or compostable by 2025. 

3. By 2025, undertake ambitious actions to effectively recycle or compost 50% of plastic 

packaging. 

4. By 2025, the average recycled content or responsibly sourced bio-based content in plastic 

packaging will be 30%. 

                                                      
1  European Environment Agency (EEA) (2019) Textiles and the environment in a circular economy excerpted from  

COMMUNICATION FROM THE COMMISSION TO THE EUROPEAN PARLIAMENT, THE COUNCIL, THE EUROPEAN 

ECONOMIC AND SOCIAL COMMITTEE AND THE COMMITTEE OF THE REGIONS  EU Strategy for Sustainable and 

Circular Textiles 
2  Several internet sources 
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Australia 

1. Progressively stopping the export of key waste streams - plastic, paper, glass, and tyres – from 

2021 to 2024. It means waste must be processed onshore by 2024. 

2. Increasing the resource recovery rate to 80 percent by 2030. 

3. Halving food waste sent to landfills by 2030. 

4. 100 percent of packaging to be reusable, recyclable, or compostable by 2025. 

5. 70 percent of plastic packaging to be recycled or composted by 2025; and 

6. 50 percent of packaging to be using recycled materials by 2025. 

7. Phasing out problematic and unnecessary single-use plastic packaging by 2025. 

Japan 
1. Reduce carbon emissions by 46% within 2030. 

2. Bring carbon emission to zero percent. 

China 

1. Increasing resource productivity by 20 percent compared to 2020 levels. 

2. Reducing energy consumption and water consumption per unit of GDP by 13.5 percent and 

16 percent, respectively, compared to 2020 levels. 

3. Reaching a utilization rate of 86 percent for crop stalks, 60 percent for bulk solid waste, and 

60 percent for construction waste. 

4. Utilizing 60 million tons of waste paper and 320 million tons of scrap steel. 

5. Producing 20 million tons of recycled non-ferrous metals. 

6. Increasing the output value of the resource recycling industry to RMB 5 trillion (US$773 

billion). 

Canada 

1. Define a list of plastic packaging that is to be designated as problematic or unnecessary and 

take measures to eliminate them by 2025. 

2. Support efforts towards 100% of plastic packaging being designed to be reusable, recyclable 

or compostable by 2025. 

3. Undertake ambitious actions to ensure that at least 50% of plastic packaging is effectively 

recycled or composted by 2025. 

4. Ensure an average of at least 30% recycled content across all plastic packaging (by weight) by 

2025. 

Malaysia 
1. The target of recycling rate in 2025: 40%  

2. A reduction of gas emissions in 2030: 45% 

Saudi Arabia 
1. 94% of waste is planned to be recycled within 2035. 

2. Carbon emission is expected to be zero within 2060. 

Chillie 

1. Generate 100,000 new green jobs by 2030, and 180,000 by 2040. 

2. Decrease municipal solid waste per capita by 10% by 2030, and by 25% by 2040. 

3. Decrease total waste generation by 15% by 2030, and by 30% by 2040. 

4. Increase material productivity by 30% by 2030, and by 60% by 2040. 

5. Increase general recycling rate to 40% by 2030, and to 75% by 2040. 

6. Increase municipal solid waste recycling rate to 35% by 2030, and to 65% by 2040. 

7. Recover 50% of land affected by illegal dump sites by 2030, and 90% by 2040. 

UK 

1. A target of 70 % recycling for municipal waste by 2030. 

2. A target of 80 % recycling of packaging waste by 2030. 

3. Landfill bans from 2025 for plastics, metals, glass, paper, card and biodegradable waste. 

Morocco 
1. Transition to 52% of renewable energy within 2030. 

2. Transform to full renewable energy within 2050. 
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Examples of above ten countries have shown that they have taken a number of measures to address circularity. 

One of the common attitude is to reduce plastic waste and in that respects different types of targets have been 

set. Japan has targeted to reduce carbon emission to zero percent. China has targets to reduce energy 

consumption, water consumption, even utilizing crops stalks, solid waste, construction waste, non-ferous metal 

and increase output value of the resource recycling industries.  Chili has a plan to create new green jobs, reduce 

municipal solid waste and finally reduce waste generation.   

 

Impact of Circularity on Bangladesh 

The rise of the circular economy can give rise to new business areas, potentially driving demand for durable 

garments with enduring appeal. However, it needs huge investment, technologies and skill manpower. 

Manufacturers would need to establish networks, fostering industrial symbiosis to align the supply and demand 

of textile waste. Product design plays an important role and has influences on circularity and buyers are 

primarily responsible for it, how can symbiosis between buyers and producers be developed, is a crucial point.  

Bangladesh  so far caters to foreign demand,  post-consumer waste and  Extended Producer Responsibility 

(EPR) model play a role, producers engage in a different country how can take care for post-consumer waste 

collection and recycling. 

Eco-design for Sustainable Products Regulation (ESPR) introduces a groundbreaking ban on the destruction of 

unsold clothing and footwear which can progressively establish performance and information requirements for 

key products in the EU market.  In the textile industry, the cost of recycled material could be 40% higher if 

recycled in France compared to virgin material, but 70% lower if recycled in Bangladesh. Looking ahead to the 

medium-term, post-2025, a potential decrease in the cost of recycled material in France, reaching 55% lower 

than virgin material, thanks to technological developments. Expansion of the product scope under the Eco-

design legislation would directly impact importers of the affected product groups, leading to administrative costs 

for compliance. 

Stakeholders also raised their concerns they mentioned that circularity, recycling and waste management types 

and nature are different for different products, Definition of each process and products is important to 

understand the whole gamut of the issue. There are sub-sectors within the sectors, which are not always known, 

while we are thinking for circularity there are multiple other sectors- to understand nature of post industrial and 

post consumer products 

Ownership of the products also different as multiple actors are involved, we need to frame a guideline and 

regulations. So there is a need to define responsibilities of each stakeholders. Designing the products-materials 

we use, packaging materials etc are all important, a significant amount of materials and services are imported, so 

they have also some responsibilities 

We do not have control always in the informal sector, there are number of localized waste collectors, how we 

can make them on board through regulations is a question, it can be via regulations, tax structure, motivations 

and due diligence. RMG waste is deeply linked with political issues; it is extremely difficult to take away the 

livelihood of a significant number of people.  Traceability is very important, segregation of waste in an informal 

manner, transparency is to be ensured there. 

Financing is another important issue, Banks and Financial Institutions (FI) would need to understand the 

importance of circularity. They need to be engaged in different dialogues. We also need huge infrastructure, 

special type of warehouse to preserve segregated waste- return, for this investment may not be in same as like as 

other businesses. Extended Producers Responsibilities has been raised for several times but effective modalities 

has not been identified properly. 

Specific mention of tax related issues were referred raising the example of Cotton which is zero taxed, however 

while selling and buying Jhut 15% VAT is imposed. These tax related issues is one of the discouraging factor for 

proper waste management. 

If we can save Carbon emission that should be translated into grant is another important suggestions. Some have 

suggested for introduction of Global Recycling Standard (GRP), which will need adequate infrastructure. RMG 
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export is accomplished through   Brands,   they can share some responsibilities and transfer technologies for 

proper waste management and increase resource efficiencies. 

 Near-shoring is an strategy now embracing by high-tech logistics operators for improving customer services, 

however compromising quality is not acceptable. In Bangladesh entrepreneurs believe that there are differences 

of treatment for industries located in the Export Processing Zones and those who are outside of Economic 

Zones. These could be taken as consideration of the policies at the home front, however examples of other 

countries could be a learning for Bangladesh. 

H&M Group -one of the important sources clothing suppliers in the RMG is actively formulating a 

comprehensive goal, mission, and vision for global sustainability. Given the significant role of Bangladesh as a 

major producer for H&M Group, efforts are underway to align the country's supply chain with sustainability 

objectives. The company has set ambitious targets, aiming for a 56% reduction in CO2 emissions by the year 

2030 and aspiring to achieve NetZero in CO2 emissions by 2040. Furthermore, there is a commitment to making 

all materials (including cotton, polyester, wool, synthetics, etc.) used in the production process sustainable by 

2030, with a substantial portion sourced from recycled materials.  

The intermediate objective is to achieve a 30% material purchase from recycled sources by 2025. In the current 

year, H&M is using 26% recycled materials, indicating progress toward the set target. There is an anticipation 

that this proportion could potentially reach the 45-50% level by the year 2030. However, challenges related to 

sourcing, quality, and durability need to be addressed in this pursuit. 

In Bangladesh, a substantial portion of post-industrial waste comprises blended materials like cotton and 

polyester blends, cotton and elastane blends (synthetic filament fibre), linen and elastane blends, etc. 

Approximately 50-55% of the waste is made up of these blended materials. Unfortunately, there is currently no 

technology in Bangladesh capable of recycling these materials in a manner that separates cotton and polyester. 

The beverage industry plays a significant role as a stakeholder in the plastic supply chain, utilizing PET bottles 

for packaging and serving as one of the suppliers of these bottles. PET bottles in the beverage sector have a 

reuse cycle of 7-8 times before eventually being sent to landfills or incinerated. While there is currently less 

emphasis on PET bottle-to-textile recycling in the textile industry, there is a growing trend toward encouraging 

textile-to-textile recycling in the future.  

In Bangladesh, approximately 70% of garments are produced using cotton, while the remaining 30% consists of 

synthetic fibers. To address this, textile manufacturers are increasingly exploring Man-Made Fiber (MMF) 

alternatives. The production of MMF poses no hindrance to textile recycling. For instance, in the recycling of 

blended waste, such as a combination of cotton and polyester, a chemical process can be employed to separate 

the two. 

In this process, cotton dissolves completely, transforming into a new form known as Manmade Cellulosic Fiber 

(MMCF), such as viscose. 

Polyester, being entirely fossil fuel-based and non-biodegradable, becomes recyclable. This advancement could 

potentially eliminate the need for H&M to use virgin materials in production. When considering the utilization 

of MMF in textile-to-textile recycling, the primary challenge lies in the readiness and accessibility of the 

required technology 

 

Challenges 

In Bangladesh, 300 tons of plastic bottles end up in landfills or are incinerated daily. These bottles are gathered 

and transformed into flex for export, with the prominent concern being the prevalence of child labor in the 

collection process.  Addressing this challenge requires consideration of how child labor and traceability can be 

incorporated into the policy framework. 

Developing policies that eliminate child labor from the collection process should also assess the potential impact 

on the livelihoods of those involved, thereby providing a comprehensive perspective within the policy 

framework.  The government needs to provide incentives to organizations engaged in recycling efforts. 
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Regarding the EPR (Extended Producer Responsibility) policy, the private sector often claims that they are not 

responsible for post-consumer waste. The informal sector could play a significant role in the industry if it were 

formalized and made compliant. Organizations like Reverse Resource and other recycling entities are actively 

working to raise awareness among the informal sectors. From a policy standpoint, there is a need to consider 

formalizing the informal sector in the future. 

While it comes to formalizing the informal sector, regulatory hurdles such as registration, trade licenses, and 

TIN (Tax Identification Number) can be time-consuming. Consequently, there is a need to provide incentives for 

these informal sectors. The definition of the informal sector in Industrial Policy 2022 can serve as a starting 

point for the formalization of the informal sector. 

 

Way Forward 

Bangladesh should advocate for the integration of circular economy principles into national policies, aligning 

with the goals of the 8th Five Year Plan and Perspective Plan 2041 of Bangladesh. In view of this, collaboration 

and coordination between government bodies such as the Ministry of Environment, Forests and Climate Change 

(MoEFCC), Sustainable and Renewable Energy Authority (SREDA), and textile industry associations like; 

Bangladesh Garments Manufacturers Exporters Association (BGMEA), Bangladesh Knit Wear Manufacturers 

Exporters Association (BKMEA), and Bangladesh Textile Mills Association(BTMA) are important to ensure a 

cohesive approach. 

Extended Producer Responsibility (EPR) implementation is another area to consider. In this respect encourage 

private-public partnerships to implement EPR effectively, considering the significance of waste management for 

environmentally sound industrial production. 

Financial Support is a cross-cutting priority for all segments.  The Export Policy for 2025-28 is in the process,   

inclusion of textile recycling sector could be included as a priority sector to facilitate fund utilization for 

technology up-gradation. Taxation structures are hindering local recycling initiatives, such as high VAT rates, to 

promote sustainable practices, policy advocacy in that respect is important).  

As per present import policy, import of fabrics in cut pieces and import of knitted fabrics other than in `thaan' or 

roll form shall not be allowed. Recognized Garments Industries in sweater sector shall not be allowed to import 

sweater, jumper, pullover, scarf, hand gloves and gloves in form of piece, panel or roll or in `thaan' or in the 

form of cut pieces. Only import of all yam of all sorts shall be allowed as raw materials for these goods. This 

policy is another discouraging factor for the entrepreneurs to process for establishing units for waste 

management and recycling fabrics. 

On the other hand, at the moment Waste Management Infrastructure is not enough to support the sector. Support 

initiatives are needed for projects such as; waste-to-energy and independent power producer (IPP) projects, 

especially those targeting specific waste types in different city corporations. We need to explore the feasibility of 

waste management projects in dispersed textile factory locations, conducting comprehensive feasibility studies 

for specific initiatives. 

More and more international collaboration and recognition is another area to consider. Exploring collaborations 

between European brands and local factories is important for leveraging existing circular practices in 

Bangladesh. Bangladesh needs to establish classical example of circular economy and advocate for a 

comprehensive study of existing practices instead of creating additional recycling industries. Bangladesh is the 

2nd highest RMG exporters of the world, it should play a pioneering role in this respect.  

Consumer Demand and Awareness is another priority. Emphasize the importance of consumer demand for 

sustainability investments in the textile industry, highlighting that investments may face challenges without 

consumer interest. 

Bangladesh Bank’s Technology Up-gradation Fund should work for up-gradation of technologies and accessing 

funds ensuring that textile factories with recycling facilities  



91 

Import and Export Policies needs some revision for cost-free import of textile waste from foreign countries, with 

contributing countries providing technologies and investment funds to support recycled material production. 

Consideration of social dynamics is important to recognize the social implications, especially concerning 

women empowerment, when redirecting waste from one tier to another in the textile industry. 

 

Conclusion 

Discussion on the circular economy status of the textile and RMG sector in the country brings us to the fact that 

the country needs huge preparation in terms of technology, financing and raw material availability to achieve a 

certain goal to follow the circularity proposition. At the same time Bangladesh needs to announce a target 

following examples of other countries to sustain in the global market for maintaining its export. 
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Navigating Price Surge During Ramadan in Bangladesh:  

An Inquiry into the Causes and Remedial Measures 

 

Foyasal Khan * 

 

Abstract 

Rising inflation caused by broken supply chain due to the effects of the Covid-19 pandemic and subsequent 

war between Russia and Ukraine has made life miserable for the world’s poorest people, especially 

developing countries including Bangladesh. Though world food prices jumped 28% in 2021 to their highest 

level in a decade, it is coming down slowly to the pre-covid level. On the other hand, since covid-19 

pandemic, inflation is on the rise in Bangladesh, reaching decade high food inflation in rural areas at 12.53% 

in October 2023. Surprisingly, global hike cannot be an excuse of price surge of  essential commodities in 

Bangladesh as an investigation by an intelligence agency found that the price increases in the local market 

were disproportionate to their rise abroad. So, the price surge in Bangladesh cannot be explained by 

economic factors alone, rather excessive and unreasonable price surge are the result of moral crisis among 

the economic agents and lack of upholding ethics in business. This unethical practice is blatantly visible 

during the holy month of Ramadan (the ninth month of the Islamic calendar, observed by Muslims worldwide 

as a month of fasting). Research shows that prices of Ramadan items such as dates, edible oil, chickpea, 

pulses, sugar and onion etc. start rising almost three weeks ago and gradually reach a higher level. 

Consumers also face another round of price hike before the Eid-ul-Fitr, mostly during the last week of 

Ramadan. Although the commerce ministry sits with businesses and traders to contain the price surge and 

sells some essential items through open-market sale (OMS) for low-income people, it is not enough to bring 

down the price of essentials within the reach of common people. Against this backdrop, this paper aims to 

conduct an inquiry into the causes and remedial measures of price surge during Ramadan. 

Keywords: Price Surge ‧ Inflation ‧ Ramadan ‧ Bangladesh  

 

1.0    Introduction 

Rising inflation caused by broken supply chain due to the effects of the Covid-19 pandemic and subsequent war 

between Russia and Ukraine has made life miserable for the world’s poorest people, especially in developing 

countries including Bangladesh. Though world food prices jumped 28% in 2021 to their highest level in a 

decade, it is coming down slowly to the pre-covid level. On the other hand, since covid-19 pandemic, inflation is 

on the rise in Bangladesh, reaching decade high food inflation in rural areas at 12.53% in October 2023. 

Surprisingly, global price hike cannot be an excuse of price surge of essential commodities in Bangladesh as an 

investigation by an intelligence agency found that the price increases in the local market were disproportionate 

to their rise abroad.  So, the price surge in Bangladesh cannot be explained by economic factors alone, rather 

excessive, abnormal and unreasonable price surge are the result of moral crisis among the economic agents and 

lack of upholding ethics in business. This unethical practice is blatantly visible during the holy month of 

Ramadan. Research shows that prices of Ramadan items such as dates, edible oil, chickpea, pulses, sugar and 

onion etc. start rising almost three weeks ago and gradually reach a higher level. Consumers also face another 

round of price hike before the Eid-ul-Fitr, mostly during the last week of Ramadan. Although the Commerce 

Ministry sits with businesses and traders to contain the price surge and sells some essential items through open-

market sale (OMS) for low-income people, it is not enough to bring down the price of essentials within the reach 

of common people. Against this backdrop, this paper aims to conduct an inquiry into the causes and remedial 

measures of price surge during Ramadan. 

                                                      
*      Executive Director, Bangladesh Institute of Policy Studies (BIPS), Dhaka, Bangladesh. E-mail: foyasal.khan@gmail.com 
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1.1      Background of the Study  

Every year, days or weeks before and during the holy month of Ramadan, we observe a big increase in prices of 

different food items in Bangladesh. Consumers have to pay higher prices for different items than they usually 

pay month or at least two-week back. Research shows that price spiral starts almost three weeks ago and 

gradually it reaches a higher level. We often see that the commerce ministry sits with businesses and traders to 

contain the spiral of price. Moreover, acknowledging the grave situation on the commodity market, the 

government sells some essential items through open-market sale (OMS) for low-income people through the 

Trading Corporation of Bangladesh (TCB). However, the ultimate outcome is unsatisfactory. Consumers have 

not only to pay extra prices for different food items during Ramadan, but they are also likely to face another 

round of price hike before the Eid-ul-Fitr-mostly during the last week of Ramadan. 

Consumers usually blame traders for artificial hike in prices. It is also alleged that traders go for profiteering by 

taking the advantage of higher demand of different food items.  Retailers pass the buck on wholesalers while 

wholesalers point fingers to importers as major commodities of Ramadan are imported from foreign countries. 

These include dates, edible oil, chickpea, pulses, sugar and onion. There is no doubt that hoarding and 

profiteering on the part of unscrupulous traders is a major reason for price spiral. 

Against this backdrop, this paper aims to study the complex dynamics of excessive Price Spirals before and 

during Ramadan in Bangladesh. 

 

1.2.    Objectives of the Study 

The specific objectives of the study are: 

 To comprehend respondents' awareness about Ramadan Fasting. 

 To understand respondents' perception of Ramadan-centric Price Hike.  

 To understand respondents' perception of reasons for Ramadan-centric Price Hike. 

 To explore effects of Price hike on Shopping Behavior & Respondents' perception of Businessmen. 

 To explore coping strategy of consumers with Ramadan-centric Price Hike.  

 To comprehend Government’s role in taming Ramadan-centric Price Hike. 

 To understand Respondents' perception of the price hike in upcoming Ramadan. 

 

1.3     Justification of the Study  

As of 2021, there were an estimated 169.4 million people in Bangladesh. out of which, around 90% are 

Muslims, making Islam the largest religious tradition in the country. Despite an enormous success in poverty 

alleviation, still 20% population are living below the poverty line. They are unable to satisfy their basic needs 

through the market system. Moreover, another 40-50% population who belong to lower and upper middle-

income group suffer much due to the price spirals during Ramadan. This scenario justifies this study because if 

we can identify the complex dynamics of the Price Spirals during Ramadan, it will be an important step to 

design policies to counter the unfair price surge during Ramadan.  

2.0     Literature Review 

Voluminous reports are published on price hike during Ramadan in both print and electronic media in 

Bangladesh. In comparison to this trend, research works to understand the dynamic and complex interplay 

behind price hike of essential Ramadan commodities is very limited.  Hosen (2024) in his paper titled "Effect of 

Ramadan on purchasing behavior: a panel data analysis" explores the dynamic between Ramadan and consumer 

behavior. He finds a substantial purchase increase among Muslims during Ramadan and Eid.  Hossain, Basher, 

and Haque (2018) in their paper titled "Quantifying the impact of Ramadan on global raw sugar prices." 

quantify the impact of Ramadan on both the price and its growth of global raw sugar price. Using ARIMA and 

UCM models, they find strong evidence that monthly raw sugar prices in the global market increases by roughly 

6.06% (or $17.78 per metric ton) every year ahead of Ramadan. 
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3.0     Methodology of the study    

A mix-method framework combining qualitative and quantitative data analysis has been used to conduct this 

research. Relevant documents such as academic articles, journals, contemporary research papers, reports, 

government statistics and records, policies and project documents, and international instruments have been 

reviewed. A questionnaire-based survey to obtain primary data and information about price spirals during 

Ramadan in Bangladesh. The online survey was conducted for two weeks between Mid-August to the end of 

August 2023. A google form was created with close and open-ended questions and disseminated through e-mail 

and social media. Snow ball approach was followed to reach the respondents. A total 305 respondents filled the 

questionnaire out of about 2000 people sent. In this case, response rate is very low at around 15.25%. Mean, 

frequency distribution, bar graph was used to analyze quantitative data from close-ended questions. 

 

4.0      Discussion and Findings  

4.1      Demographics  

Different age groups were well represented in our sample, with 32.76 per cent between 28 and 35 years of age, 

58.63 per cent between 36 and 45 years of age, 6.89 per cent between 46 and 65 years of age, and 1.72 per cent 

above 65 years old (see Figure 1). 

 

Figure 1: Distribution of Respondents According to Age (%) 
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Our sample consisted of 90.16 per cent of respondents who identified as male and 9.84 per cent who identified 

as female (see Figure 2). 

 

Figure 2: Distribution of Respondents According to Gender (%) 
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Though majority (36.67 per cent) respondents were from the Dhaka division in terms of their Permanent 

Division of Living, there was also good representation of the respondents from all divisions of Bangladesh 

except the Sylhet division in the survey. There were 20 per cent of respondents who identified their Permanent 

Division of Living as Barisal, 15 per cent who identified as Chittagong, 11.67 per cent who identified as 



95 

Rajshahi, 10 per cent who identified as Khulna, 5 per cent who identified as Rangpur and 1.67 per cent who 

identified as Mymensingh (see Figure 3).  

 

Figure 3: Distribution of Respondents According to Permanent Division of Living (%) 
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On the other hand, the respondents were highly concentrated to Dhaka division (81.67 per cent) in terms of their 

Present Division of Living. There were 6.67 per cent of respondents who identified their Present Division of 

Living as Rajshahi, 3.33 per cent who identified as Chittagong, 3.3 per cent who identified as Khulna, 3.3 per 

cent who identified as Rangpur, 1.67 per cent who identified as Barisal and there were no respondents from 

Mymensingh and Sylhet (see Figure 4).  

 

Figure 4: Distribution of Respondents According to Present Division of Living (%) 

1.67 3.33

81.67

3.33 6.67 3.33

Barisal Chittagong Dhaka Khulna Rajshahi Rangpur

 
 

Our sample represents a highly privileged group of the population in terms of their educational background as 

81.67 per cent of the respondents were Master degree holders. The proportion of Bachelor degree holders (6.66 

per cent) and those with secondary school qualifications (6.66 per cent) were similar. The proportion of higher 

secondary school qualifications (1.67 per cent), primary (1.67 per cent), and those with other qualifications (1.67 

per cent) were similar (see Figure 5). 
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Figure 5: Distribution of Respondents According to Education (%) 
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Different income groups were represented in our sample, with 22.95 per cent between BDT 50,001 and BDT 

75,000, 21.31 per cent between BDT 75,001 and BDT 100,000, 14.76 per cent between BDT 100,001 and BDT 

150,000 and 9.84 per cent above BDT 150,000. The rest of the respondents were from the income groups below 

BDT 50,000, with 13.12 per cent between BDT 20,001 and BDT 50,000, 11.48 per cent between BDT 10,000 

and BDT 20,000 and 6.56 per cent below BDT 10,000 (see Figure 6).  

 

Figure 6 : Distribution of Respondents According to Monthly Income (%) 
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The respondents in our sample were from the privileged sections of the society in terms of their type of housing 

ownership as a large percentage (42.62) of the respondents live on own property.  As the sample were mainly 

drawn from the Dhaka city in terms of their present place of living, naturally most of the respondents (50.82 per 

cent) lived on rental house (see Figure 7).     

 

Figure 7: Distribution of Respondents According to Type of housing ownership (%) 
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4.2     Perceptions about Ramadan-centric Price Hike  

When the respondents were asked whether they have noticed the Ramadan-centric price hike, 100 per cent of 

them observed Ramadan-centric price hike (see Figure 8). It shows the commonality of the issue among the 

population of Bangladesh and expresses the importance of resolving the problem with immediate priority.    

 

Figure 8: Respondents' on "Have you noticed the Ramadan-centric price hike?” (%, N=305) 

100

0

Yes No

 

When we asked the respondents for their opinion on price hike of certain items, it was found that Price of Food 

and drink, Clothing, Cosmetics and cost of Travel and accommodation increased while Price of Electronics and 

Toys remained unchanged (see, Table 1).   

 

Table 1: Ranking of Items in terms of Pric Hike  

Variable Obs. Mean     Std. Dev. Rank  

Price of Food and drink 295 1.08 0.466 1 

Price of Clothing 295 1.10 0.443 2 

Price of Cosmetics  290 1.28 0.744 3 

Cost of Travel and accommodation 295 1.44 0.726 4 

Price of Electronics 295 1.92 1.087 5 

Price of Toys 295 2.02 1.239 6 

 

4.3     Perceptions about the reasons of Ramadan-centric Price Hike    

The respondents identified Increased demand, Changes in consumer consumption patterns and Inflation as the 

three main reasons of Ramadan-centric Price Hike (see Table 2).     

 

Table 2: Respondents’ views towards the reasons of Ramadan-centric Price Hike 

Variable Obs Mean Std. Dev. Rank  

Increased demand 275 0.75 0.440 1 

Changes in consumer consumption patterns 280 0.43 0.499 2 

Inflation 280 0.39 0.493 3 

limited supply 280 0.30 0.464 4 

Seasonal Marketing and Promotion 280 0.25 0.437 5 

Psychological effects (eg, willingness to spend) 280 0.25 0.437 6 

High production costs 280 0.21 0.414 7 

Gift giving culture 280 0.18 0.386 8 
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4.4     Effects of Price hike on Shopping Behavior & Perception of Consumers about Businessmen 

When we asked respondents whether perception of price hike during Ramadan affects shopping behavior, 85.45 

per cent respondents answered positively (see Figure 9).   

 

 Figure 9: Does Perception of price hike in Ramadan affect shopping behavior? (%) 
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96.1 percent of the respondents answered positively that traders deliberately raise prices during Ramadan (see, 

Figure 10).  

 

Figure 10: Do traders deliberately raise prices during Ramadan? (%) 
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4.5     Coping strategy of consumers with Ramadan-centric Price Hike   

Budgeting in high-priced markets, shopping with a strong sense of disappointment and prioritizing spending on 

certain items and avoiding others were found to be the three main strategies of consumers used to cope with 

Ramadan-centric price hike.  Iftar items are made at home to reduce costs was another strategy. However, the 

respondents were found to be neutral towards the options:  shopping less or skip shopping during Ramadan, 

buying noticing discount, shopping Earlier, setting a strict budget, and accepting price hike as a normal part of 

Bangladeshi market system. Furthermore, the respondents were found to be disagree with the strategies of Bulk 

Purchasing to save money and online shopping (see, Table 3).  
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Table 3: Ranking of Coping strategies of consumers with Ramadan-centric Price Hike 

Variable Obs. Mean Std. Dev. Rank 

In high-priced markets I have to cut back on my budget 265 4.32 0.894 1 

Feel disappointed but still buy 265 4.09 0.986 2 

Prioritize spending on certain items and avoid others 265 3.74 1.179 3 

Iftar items are made at home to reduce costs 265 3.66 1.358 4 

Shop less or skip shopping during Ramadan 270 3.37 1.170 5 

I buy after seeing the price discount 255 3.33 1.211 6 

Start shopping Earlier 260 3.12 1.409 7 

Set a strict budget 270 2.98 1.157 8 

Accept it as a normal part of Bangladeshi market system 270 2.87 1.626 9 

Bulk Purchase to save money 260 2.56 1.227 10 

Online shopping (market) 265 2.43 1.152 11 

 

More than 80 per cent of the respondents were agree with budgeting in high-priced markets as their coping 

strategy. Among them, 52.83 per cent showed strong agreement. 11.32 per cent respondents were found to be 

neutral while less than 4 per cent disagree with the coping strategy (Figure 11).          

 

Figure 11: Budgeting (%) 
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37.74 per cent of the respondents were strongly agree and 45.28 per cent of the respondents were agree with 

shopping with a strong sense of disappointment as their coping strategy. 9.43 per cent respondents were found to 

be neutral while nearly 8 per cent disagree with the coping strategy (Figure 12).          

 

Figure 12: Shopping with a strong sense of disappointment (%)  

3.77 3.77 9.43

45.28
37.74

Strongly
Disagree

Disagree Neutral Agree Strongly
Agree
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30.19 per cent of the respondents were strongly agree and 35.85 per cent of the respondents were agree with 

prioritizing spending on certain items and avoiding others as their coping strategy. About 17 per cent respondents 

were found to be neutral while another 17 per cent disagree with the coping strategy (Figure 13).          

 

Figure 13: Prioritizing spending on certain items 
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4.6      Government’s role in controlling Ramadan-centric Price Hike and its strategies 

Encouraging healthy competition among traders, reviewing and adjusting import and export policies to ensure 

stable supply of essential commodities, and controlling stocks of daily necessities were identified by the 

respondents as the top 3 roles that the government could play in controlling price hike during Ramadan (see, 

Table 4).  

Table 4: Respondents’ views towards   Government’s role in controlling Ramadan-centric Price Hike and its 

strategies 

Variable Obs. Mean Std. Dev. Rank 

Encouraging healthy competition among traders 265 4.34 0.919 1 

Reviewing and adjusting import and export policies to ensure stable supply of 

essential commodities. 

270 4.33 0.971 2 

Controlling stocks of daily necessities. 270 4.30 0.983 3 

Market monitoring through regular inspections and reporting. 275 4.27 1.062 4 

 Providing subsidy on essential food items. 275 4.24 0.962 5 

Engaging local leaders, religious leaders and local organizations to raise awareness 

to ensure fair value. 

275 4.24 1.053 6 

Informing consumers about their rights and fair pricing 275 4.22 0.975 7 

Price controls or price ceilings on essential items. 280 4.13 1.207 8 

Selling goods in the open market 260 3.98 1.196 9 

 

More than 80 per cent of the respondents were agree with Encouraging healthy competition among traders as 

government role to contain price hike during Ramadan. Among them, 52.83 per cent showed strong agreement. 

7.55 per cent respondents were found to be neutral while less than 4 per cent disagree with the government role 

(see, Figure 14).          
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Figure 14: Healthy Competition 
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More than 80 per cent of the respondents were agree with reviewing and adjusting import and export policies to 

ensure stable supply of essential commodities.as government role to contain price hike during Ramadan. Among 

them, 55.56 per cent showed strong agreement. 7.41 per cent respondents were found to be neutral while less 

than 4 per cent disagree with the government role (see, Figure 15).          

Figure 15: Respondents’ views towards Reviewing and adjusting import and export policies to ensure stable 

supply of essential commodities 
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More than 80 per cent of the respondents were agree with controlling Stocks of Daily Necessities as government 

role to contain price hike during Ramadan. Among them, 55.56 per cent showed strong agreement. 9.26 per cent 

respondents were found to be neutral while 7.41 per cent disagree with this government role (see, Figure 16).          

 

Figure 16 : Controlling Stocks of Daily Necessities 
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4.7 Perception of Consumers about comfortability with regard to the price hike in the next Ramadan 

38.6 per cent respondents felt that it is very unlikely to be comfortable with regard to the price hike in next 

Ramadan while 19 per cent responded somewhat unlikely. 26.32 per cent respondents were found to be neutral 

to the issue. 10.53 per cent saw some chance of comfortability of Ramadan in next year in terms of pricing and 

only 5.26 per cent were optimistic about this (see, Figure 17). 

 

Figure 17: Respondents’ views towards Price hike in Next Ramadan 

 

5.0     Conclusion   

Form the foregoing study it can be concluded that price hike during Ramadan has been a common experience 

for people of all walks of life for many years as if it were a natural phenomenon. 100% of Respondents to this 

study observed Ramadan-centric price hike. While prices of almost every commodity have gone up, increases in 

food, beverages and clothing are putting more pressure on people. Increased demand, changes in consumption 

patterns and inflation are three main reasons of price hike during Ramadan. 86% respondents' shopping behavior 

is influenced by perception of price hike in Ramadan. 97% respondents feel that traders deliberately raise prices 

around Ramadan. Budget cut, shopping with a sense of desperation and buying only essential items are three 

main coping strategies of the respondents facing price hike during Ramadan. Government can encourage healthy 

competition among traders, ensure stable supply of essential commodities and control stocks of essentials to 

tame the price hike during Ramadan. About 40% of the respondents feel that a comfortable Ramadan next year 

is very unlikely in view of rising prices.  An integrated effort by all stakeholders is needed to combat unethical 

and exorbitant price hike so that common people can observe Ramadan peacefully.  

 

Directions for Future Exploration 

Similar research can be conducted using probability-based sampling to generalize the findings. Further research 

is needed on the broader implications of Ramadan on Muslim spending habits across Bangladesh, aiming to 

inform and guide national economic policies. 
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wn›`y kv¯¿xq MÖš’ cweÎ MxZvi †køv‡K D×…Z n‡q‡Q— 

Òevmvswm RxY©vwb h_vwenvq 

bevbx M„ývwZ b‡ivncivYx 

Z_v kixivwY wenvq RxY¨©vY¨vbvwb 

mshvwZ bevwb †`nxÓ (2q Aa¨vq 22 †køvK, kÖx g`fMe`MxZv) 

 

Kziæ‡ÿÎ hy‡× kÖx K…ò ARy©b‡K ej‡Qb, Ò†n AR©©b gvbyl †hgb RxY©e¯¿ Z¨vM K‡i bee¯¿ aviY K‡i †m iKg AvZ¥vI RxY© †`n Z¨vM 

K‡i bZzb †`n aviY K‡i|Ó gvby‡li Rxe‡b AvZ¥vi GB wbišÍi †`n cwieZ©b AwZcÖvK…wZK| GK AvZ¥v †_‡K eû AvZ¥vi R†b¥ M‡o 

D‡V‡Q gvbe mf¨Zv|  

g~jZ m&ªóvB GB cwieZ©‡bi cÖavb w`Kwb‡`©kK, †hwU‡K Avgiv cÖvK…wZK cwieZ©b e‡j AvL¨vwqZ Ki‡Z cvwi| eZ©gvb RoRvMwZK 

mKj wbqvgK cÖvK…wZK cwieZ©‡bi AbycÖvwYZ avivq DrKwl©Z| GKUv wkï wbw`©ó mgqmxgv ch©šÍ gvZ…Mf© †_‡K ¯’vb cwieZ©b K‡i 

†ewi‡q Av‡m ÒAvkivdzj gvLjyKvZÓ wnmv‡e K‡g©i jÿ¨gvÎv wb‡q| 

ˆewkó¨ ˆewP‡Î¨ cwieZ©b wewea: 

1. cÖvK…wZK / †fŠ‡MvwjK cwieZ©b  

2. ev‡qvjwRK¨vj cwieZ©b 

3. Av_© mvgvwRK cwieZ©b  

4. wewea cwieZ©b  

G QvovI gvbyl Zv‡`i wb‡Ri cÖ‡qvR‡b †h me cwieZ©b mvab K‡i †m ¸‡jv g~jZ: gbyl¨m„ó| eqm Abyhvqx gvby‡li ˆ`wnK KvVv‡gvi 

cwieZ©b †hgb cÖvK…wZK †Zgwb wkÿv `xÿvq ‰bwZKZv c~Y© .PvwiwÎK ¸Yvejx w`‡q mg„× KivI gbyl¨ m„ó cwieZ©b| 

cÖ_g ˆewkó¨wU g~jZ: 90 kZvsk ¯ªóv PvwjZ| †R&vqvi fvUv, m~h© D`q, A¯Í, w`‡bi c‡i ivZ, Av‡jv Avuavi, So e„wó  f‚wgK¤ú 

AMœyrcvZ, ebvqb, gvwUi cÖK…wZi wfbœZv, ¯’vb‡f‡` R‡ji eY© I ¯^v‡`i wewfbœZv, MvQcvjv gvby‡li emev‡mi Rb¨ g~L¨ f’wgKv cvjb 

Ki‡Q| mvaviYZ my‡cq R‡ji cÖvc¨Zv, b`x Lvj, nvIi evIi, m~h©Zv‡ci ch©vßZv, bvwZkx‡Zvl AvenvIqv Gme B gvby‡li emev‡m 

abvZ¥K cÖfve e‡q G‡b gvby‡li emevm‡K mnRZi K‡i‡Q| 

cÖvK…wZK cwi‡e‡ki my‡qvM myweavi Kvi‡Y AbyK~j cwi‡e‡k emev‡m gvbyl fxo Rgvq| A‡bK mgq G‡nb Ae¯’v nvbvnvwbi Rb¥ †`q| 

†h Kvi‡Y wb‡R‡`i Aw¯ÍZ¡ wUwK‡q ivL‡Z †MvóxMZfv‡e msNe× n‡q wb‡R‡`i emev‡mi mxgvbv A_©vr †fv‡MvwjK wVKvbv wba©viY K‡i| 

GB †fŠ‡MvwjK wVKvbv cÖvK…wZK Ges gvby‡li cÖ‡qvR‡bi Kvi‡YB cwiewZ©Z n‡q‡Q| cÖ_g emwZ ¯’vc‡b gvb~l ¯^v¯’¨ wPwKrmv, wbivcËvi 

w`‡K bRi bv w`‡jI µ‡g µ‡g wb‡R‡`i †Póvq †m mKj welq¸wj‡Z bRi w`‡q‡Q| m‡PZb RvwZ wnmv‡e hviv hZ †ewk `ªæZ Dcjwä 

K‡i cwieZ©b Ki‡Z mÿg n‡q‡Q Zviv ZZ †ewk AMÖmigvb RvwZ wnmv‡e c„w_ex‡Z cÖwZôZ n‡q‡Q| eyw×gËv‡K Kv‡R jvwM‡q 

Av_©mvgvwRK Dbœq‡bi gva¨‡g gvby‡li msL¨v Ges gvbyl emev‡mi GjvKv e„w× K‡i P‡j‰Q| c„w_ex  †KvU‡i AweiZ cwieZ©b n‡qB 

P‡j‡Q| mgy`ª Zj‡`‡ki  LwbR c`v‡_©i D`Mxi‡Y Rb¥ n‡”Q bZzb bZzb cvnvo hvi Dc‡i M‡o DV‡Q cvwLi gj wb:m„Z exRRvZ 

ebf’wg| mey‡Ri mgv‡iv‡n M‡o DV‡Q RbemwZ, e¨emv evwYR¨ I mvs¯‹…wZK mf¨Zv| Avevi AwaK RbemwZm¤úbœ Amyweavi Kvi‡YI 

                                                      
*     169 wMÖb †ivW, kvBbcyKyi †nvwìsm, we-2/1003, XvKv-1205| B-†gBj: shuvro.dev@gmail.com 
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gvby‡li MwZwewa cybtcybt cwiewZ©Z n‡”Q| b`x nvwi‡q †dj‡Q Zvi Avcb ˆewkó¨, wgwó cvwb‡Z Avm‡Q jebv³Zv| M‡o DV‡Q jeY 

Drcv`‡bi KviLvbv, my‡cq cvwb, Avg`vbx ißvwb I G‡Ki Dc‡i A‡b¨i wbf©ikxjZv|  

gvbyl Qz‡U P‡j‡Q bZzb bZzb MšÍ‡e¨| A_©bxwZ mg„× K‡í bZzb fv‡e bZzb cwi‡e‡k evPuvi j‡ÿ¨|  

cÖvK…wZK wech©‡qi Kvi‡Y †Kv‡bv †Kv‡bv GjvKv weivbf‚wg †Kv‡bvwU mgy‡`ªi Zj‡`‡k Wz‡e hvevi m¤¢vebv Dwo‡q †`qv hvqbv|  

`yf©vMvKzj gvby‡li Rxe‡b nq g„Zz¨ bq‡Zv A‡_©i AcPq| A‡bKUv GK cv G¸‡bv ỳB cv wcQv‡bvi g‡Zv Ae¯’v| Z‡e fvM¨Kz‡ji 

Awaevmxiv ÿwZ cywl‡q wek^vq‡bi my‡hvM Kv‡R jvwM‡q Qz‡U Pj‡Q G cÖvšÍ †_‡K I cÖvšÍ ch©šÍ| ˆeÄvwbK Avwe®‹vi‡K Kv‡R jvwM‡q wewfbœ 

†`‡k wewb‡qvM K‡i mg„×kvjx gvbyl wnmv‡e m¤ú„³ nq Rb¥f’wgi Kj¨v‡Y| Z‡e cÖK…wZ †_‡K cvIqv wkÿvB wQj gvby‡li cÖ_g †cÖiYv| 

cÖ‡qvRb cwic~i‡Y gvby‡li †gavi weKvk ¯^qswµqfv‡e P‡j Av‡m| bZzb bZzb bxwZgvjv I Avwe®‹v‡ii ga¨ w`‡q| cyiv‡bv avivq 

cwieZ©b G‡b gvby‡li jvBd÷vBj‡K hviv mnRZi K‡i‡Q ZvivB me©cÖ_g gvbweK ¸bvejx m¤úbœ gvby‡li ch©v‡q| 

m„wói Avw`Kvj †_‡K eZ©gvb †gavc~Y© c„w_ex µg µg cwieZ©‡bi iƒc| ¯ªóv Ges gvby‡li †hŠ_ cÖ‡Póv  RvZ| cÖwZwóZ n‡q‡Q mZ¨ 

b¨vq, cÖmvwiZ n‡q‡Q RvwZ‡Z RvwZ‡Z Awe‡”Q`¨ m¤úK©| ivóª KvVv‡gv‡Z G‡m‡Q cwieZ©b gvby‡li cÖ‡qvR‡b Avi Avw_©K Dbœqb 

j‡ÿ¨|  

Avw_©K KvVv‡gvq cwieZ©b I KL‡bv Ggwb Ggwb Av‡mwb| G‡m‡Q gvby‡li cÖ‡qvR‡b gvby‡li wPšÍvi mywPwšÍZ dmj iƒ‡c| GKmgq gvbyl 

cv_i cv_‡i Nl©Y K‡i Av¸Y R¦vj‡Zv| GLb †mLv‡b ¯’vb K‡i wb‡q‡Q w`qvkjvB wkí, M¨vm jvBUvi & †jv‡Ki Kg©ms¯’vb e„w× †c‡q‡Q| 

cwieZ©b n‡Z cv‡i AvKw¯§K, cwieZ©b n‡Z cv‡i `xN© cwiKíbvi,cwieZ©b n‡Z cv‡i abvZ¥K cwieZ©b n‡Z cv‡i k~‡Y¨i bx‡P| 

cwieZ©b n‡Z cv‡i gvby‡li gb‡b wPšÍ‡b, cwieZ©b n‡Z cv‡i Avwe®‹v‡i, weeZ©‡b| cwieZ©b n‡Z cv‡i gvby‡li Kj¨v‡b cwieZ©b n‡Z 

cv‡i †Lvjm e`jv‡bv be m&ÂvwiZ cÖv‡Y|  

Z‡e mvgwyMÖK `„wó‡Z Av‡jvP¨ cwieZ©b g~jZ k~b¨ †_‡K Av‡ivnb| Ae‡ivnb bq| A_©vr k~b¨ †_‡K c~Y©| mvaviYZ †h cwieZ©‡b AweiZ 

†jvKmv‡bi m¤¢vebv †mB cwieZ©b cwieZ©b n‡Z cv‡i bv| Z‡e †Kv‡bv †Kv‡bv cwieZ©‡b ïay UvKvi As‡Ki jvf QvovI gvbe‡mev ev 

gvby‡li Kj¨v‡Yi w`KwUI we‡ePbvq Avbv †h‡Z cv‡i|  

A_©kv‡¯¿i MZvbyMwZKZvq hrmvgvb¨ cwieZ©b we‡ePbvq Avb‡Z Avgvi cÖ¯ÍvweZ cwieZ©b wb¤œiƒc : †hgb A_©bxwZ‡Z Pvwn`v wK? hv 

A_©bxwZi fvlvq Kvh©Kix Pvwn`v wnmv‡e cÖPwjZ| G wel‡q cwiewZ©Z I cwiewa©©Z A½m¾v n‡Z cv‡i: 

K)          1. †Kv‡bv `ªe¨ ev †mev cvevi AvKv•ÿv 

             2. `ªe¨ ev †mev cvevi g‡Zv cÖ‡qvRbxq A_©/µqÿgZv 

             3. `ªe¨ I †mevi Rb¨ e¨q Kivi B”Qv & 

              4. `ªe¨ I †mevi cÖvc¨Zv  

D‡jøwLZ cwieZ©‡b evRviRvZ K…Z I Dc‡hvMxZvm¤úbœ `ªe¨ I †mevi welq D‡jøL Kiv cÖ‡qvR‡bi AwZwi³ g‡b Kiv n‡q‡Q| 

L) G QvovI GKwU †`‡ki A_©‰bwZK †UªÛ ev MwZcÖK…wZ AviI wbweofv‡e we‡kølY K‡í PviwU wel‡qi gv‡S ms‡hvM ¯’vcb K‡i bZzb 

welq Gi AvZ¥cÖKvk n‡Z cv‡i e‡j Avwg g‡b Kwi| welqwU n‡jv: “accounteconomix financial statistics”| অ_©vr 

GKvDw›Us, B‡KvbwgKm, wdb¨vÝ, ÷¨vwUmwUKm GB PviwU wel‡qi g‡a¨ ms‡hvM ¯’vcb K‡i †gŠwjK mvie¯‘ †ei Kiv| 

ZvB †h‡Kv‡bv cwieZ©b nIqv DwPZ mvkÖqx, wbivc`, mZ¨ I b¨vq cÖwZôvi, cwi‡ekevÜe, hy‡Mvc‡hvMx, Kj¨vYKi, Avw_©K Avqmg„× 

GKwU MÖnY‡hvM¨ e¨e¯’v| 

 

cwieZ©bkxj wek^ A_©bxwZ I evsjv‡`k  

Ômevi mv‡_ eÜzZ¡ Kv‡iv mv‡_ ˆeixZv bqÕ GB Av`‡k© evsjv‡`‡ki AMÖhvÎv AvR evsjv‡`k‡K wWwRUvj evsjv‡`kI ¯^‡ívbœZ †`‡ki 

KvZv‡i DbœxZ K‡i‡Q| weMZ GK `k‡K GB AMÖMwZ D‡jøL‡hvM¨| evsjv‡`k GLb AbybœZ †`‡ki Rb¨ Dbœq‡bi †ivj g‡Wj wnmv‡e 

`„óvšÍ ¯’vcb K‡i‡Q|  

Ò¯§vU© evsjv‡`kÓ wewbg©v‡b Z_¨ cÖhyw³i m¤úªmviY, wfkb 2021, 2031, 2041-Gi g‡Zv gnvcwiKíbv M„nxZ n‡q‡Q| wWwRUvj 

evsjv‡`‡ki D‡`¨v³v gvbbxqv cÖavbgš¿x †kL nvwmbv cÙv‡mZz mn 100 †mZz I eªxR wbg©vb K‡i moK I †hvMv‡hvM e¨e ’̄vq  Af’Zc~e© 

cwieZ©b mvab K‡i‡Qb|G QvovI hvbRU wbim‡b XvKv Gwj‡f‰UW G·‡cÖm, †g‡Uªv †ij, KY©dzjx Uv‡bj, wewfbœ wefv‡Mi mv‡_ 
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ms‡hvMKvix cÖavb moKmg~‡ni †jb m¤úªmviY, †ij †hvMv‡hvM m¤úªmviY, iæccyi cvigvbweK we`y¨r †K›`ª ¯’vcb, kvnRvjvj AvšÍR„vwZK 

wegvb e›`‡ii Z…Zxq Uviwgbvj wewbg©vb, µxov, wkÿv I evOvjx ms¯‹…wZ‡K c„ô‡cvlKZv K‡i Drmvn cÖ`vb, M„nnviv‡`i Rb¨ AvkÖqY 

cÖKí, 2 eQ‡ii AwaK mgq a‡i †ivwnsMv †`i AvkÖq I fiY‡cvlY, me©‡ÿ‡Î gwnjv‡`i AskMÖnY wbwk&&&PZ K‡i Ó NiKbœv †_‡K Abb¨v 

Ó ‰Zix K‡i‡Q| ˆe‡`wkK gy`ªv wiRv‡f©i NvUwZ wbim‡b †iwgU¨vÝ e„w× I AvbymvswMK my‡hvM myweav QvovI we‡`k åg‡b KvW© Gi 

e¨envi Ges eZ©gv‡b Ad‡mvi e¨vswKs Gi my‡hvM cÖ`v‡bi gva¨‡g ‰e‡`wkK gy ª̀v mvkÖ‡qi D‡`¨vM †bqv n‡q‡Q| ÿz`ª, gvSvix I gvB‡µv 

†µwW‡Ui eûj e¨envi A_©bxwZi PvKv‡K mPj †i‡L cÖZ¨šÍ AÂ‡ji bvix cyiæ‡li Kg©ms¯’vb m„wó K‡i wRwWwc e„w×‡Z AbyK~j mvdj¨ 

G‡b‡Q| 

Dbœqb g~jK Kv‡Ri e¨q wbim‡Y A‡bK †ÿ‡Î Avf¨šÍixb fv‡e †jvb MÖnY Kiv n‡q‡Q| Z‡e AwaKvsk †ÿ‡ÎB †e‡`wkK †jvb wb‡q 

gvby‡li RxebhvÎv mnRZi Kivi Rb¨ cÖKí ev¯Íevqb Ki‡Z n‡q‡Q| wek^ e¨vsK, GwWwe, RvBKv, AvBGg Gd mn mKj Dbœqb 

mn‡hvMx e¨vsK/cÖwZôvb ¸‡jv Zv‡`i wØavnxb mvnv‡h¨i nvZ cÖmvwiZ K‡i‡Q ïaygvÎ †kL nvwmbv miKv‡ii cÖwZ c~Y© Av¯’vi Kvi‡Y| 

             ÒGKwU AwMœKYv †c‡j jÿ cÖ`xc R¦‡j, GKwU †bZv gvbyl n‡j †`‡k kvwšÍ †g‡j Ó  

evsjv‡`k m¤ú‡K© wek^ A_©bxwZ cwiPvjbv Kvix m`m¨ †`kmg~‡ni †hgb eªvwRj,KvbvWv, Pvqbv, d«vÝ,Rvg©vbx, fviZ, B‡›`v‡bwkqv, 

BZvwj, Rvcvb, †gw·‡Kv, `wÿY †Kvwiqv, ivwkqv, †mŠw` Avie, †¯úb, ZzwK©, BD‡K, BDGmG, `¨ BD‡ivwcqvb BDwbqb,Awwd«Kvb 

BDwbqb fz³ †`kmg~‡ni gvbwmKZvi abvZ¥K cwieZ©b evsjv‡`k A_©bxwZ †K MwZkxj ivL‡Z mÿg n‡q‡Q| wm‡jU †fvjvmn †`‡ki 

wewfbœ ¯’v‡b †Zj, M¨vm †ÿÎ cÖvwß weavZvi AvkxeŸ©v`| m¤úÖwZ mgy‡`ªi Zj‡`‡k †Zj, M¨vm AbymÜv‡bi Rb¨ gvwK©b hy³ivóª Kvh©µg 

ïi~ Ki‡e| mš¿vm I `yb©xwZ `gb ivL‡Z cvi‡j GKwU cwikÖgx RvwZ‡K A‡bK `~i GwM‡q †bqv m¤¢e| ÿgZvq Avmxb mKj †bZ…e„›`I 

†`k‡cÖwgK RbM‡bi GKvMÖZvq GB Amva¨ mvab m¤¢e n‡q‡Q|  

†KvwfW 19 Gi g‡Zv K‡ivbvKvjxb ¯’weiZv, ivwkqv BD‡µb hy‡×i ‰ewk^K cÖfve I g›`v RwbZ Kvi‡Y evsjv‡`kI AvµvšÍ| †hKvi‡Y 

Avg`vbx wbf©iZv e„w×, ißvwb I †iwgU¨vÝ K‡g hvIqv, ‰ew`wkK gy`ªvq NvUwZI A_©‰bwZK AMÖhvÎv‡K e¨vnZ K‡i‡Q| cig ¯ªôvi 

Acvi K…cvq kZ cÖwZK~jZvi gv‡SI wU‡K _vKv wkí¸‡jv :  

†iwW‡gW Mv‡g©›U: †cvkvK ißvwb‡Z Pvqbv wf‡qZbv‡gi c‡i evsjv‡`k 3bs G| ißvwb 47.38 wewjqb Wjvi (2022-2023A_©eQi) 

cvU I cvURvZ cY¨: ißvwb 912 wgwjqb Wjvi (2022-2023) 

wPswo ißvwb: 50wU †`‡k wPswo ißvwb n‡q _v‡K| 19900 †gwUªK Ub ißvwb K‡i‡Q 2022-2023 A_©eQ‡i|  

Pvgov I Pvgov RvZ cY¨: ißvwb 1.25 wewjqb Wjvi (2022-2023) A_© eQ‡i  

wmivwgK: ißvwb : 43.39 wgwjqb Wjvi (2022-2023 ) A_©eQ‡i|  

†nvg †U·UvBj : ißvwb 25 wewjqb Wjvi| 

G‡MÖv †cÖvWv± : 700 AvB‡Ug 140 †`‡k ißvwbRvZ| 

dvg©vwmDwUK¨vjm : ißvwb 175.42 wgwjqb Wjvi (2022-2023 A_©eQ‡i ) 

cøvw÷K RvZxq cY¨ : ißvwb 209.86 wgwjqb Wjvi :  

 mdU Iq¨vi ißvwb : 548 wgwjqb Wjvi ( 2022-2023 A_© eQ‡i 

ïK‡bv mvgyw`ªK gvQ : 6.52 wgwjqb Wjvi cÖwZ eQi| 

2008 †_‡K 2023 ch©šÍ Mo ˆe‡`wkK gy`ªv wiRvf© wQj 24900 wgwjqb BD Gm Wjvi| G eQi Gi Rvbyqvix‡Z hvÕ wQj 25111.90 

Wjvi| 

2012 †_‡K 2023 ch©šÍ Mo †iwgU¨vÝ 1443.77 wgwjqb BD Gm Wjvi| 

wRwWwc : 6.03 kZvsk (2023 mv‡j ) 

†Mvì wiRvf© : 14.05 Ub| miKvwi fv‡e ev †mvbvi †`vKv‡b Av¸Y jvM‡j †mB †Mvì msMÖn K‡i wiRvf© evov‡bv|  

gy`ªvùxwZ: 9.58  kZvsk (2023 A_©eQ‡i )|  
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AviI DbœZ A_©bxwZ ˆZwii Rb¨ hv KiYxq   

1. ivR‰bwZK w¯’wZkxjZv  

2. KvixMix I Z_¨ cÖhyw³i Áv‡b mg„× ¯^v¯’¨ m‡PZb cwikÖgx Rb‡Mvôx M‡o †Zvjv 

3. kÖg evRvi cÖmviY| we‡kl K‡i †h me †`‡ki gy`ªvi wewbgq nvi †ewk †m me †`‡k gvbe m¤ú` ißvwb  

4. Avgv‡`i wkímg~n Avg`vbx wbf©i weavq Avg`vbx KviK †`k I i&ßvbx KviK †`‡ki gy`ªvi wewbgq nvi we‡ePbvq Avbv| 

5. gv‡S gv‡S A‡b¨i c‡Y¨i Dc‡i wbf©ikxjZv evwo‡q Zv‡K `vqe× Kiv|  

6. Lv`¨vf¨vm cwiZ©b cÖwZ  BwÂ Rwg Pv‡li AvIZvq G‡b Drcvw`Z c‡Y¨i wbivcËv I msiÿ‡Yi e¨e¯’v Kiv|  

7. †h‡Kv‡bv åg‡Yi Rb¨ Wjv‡ii Dci wbf©iZv Kwg‡q UvKv‡K H mKj †`‡ki gy`ªvq MÖnY‡hvM¨ K‡i †Zvjv|  

8. Rxeb hvÎvi gv‡bi mv‡_ msMwZc~Y© gRyix wbiƒcb Kiv| cÖ‡qvR‡b weevn Kivi †jvb †_‡K ïiæ K‡i mšÍvb‡`i cov‡kvbvi 

†jvb Pvjy Kiv †h †jvb mšÍvbiv cwi‡kva Ki‡e| Ab¨_vq gv evevi `vq wnmv‡e we‡ewPZ n‡e| Z‡e cÖv_wgK wkÿv gv evev 

w`‡Z cv‡i|  

9. mPivPi aviv †_‡K cvk KvwU‡q BD‡iwbqvg I Wvqg‡Ûi gRy` eyw× Kiv g~j¨evb avZz wnmv‡e| †`‡k gRy` SzwKc~Y© n‡j 

we‡`‡k †UªRvix‡Z msiÿY Kiv| hvi wecix‡Z †bvU Qvwc‡q gvby‡li µqÿgZv evov‡bv hv‡e|  

10. iæMœ I †jvKmvbx wkí /Avw_©K cÖwZôvbmg~n‡K aiY Abyhvqx eo wk‡íi mv‡_ GKxf‚ZKiY & 

11. mvkÖqx ÔB‡bv‡fkvbÕ I M‡elYv| 

12. KvwiMix cÖwkÿY `v‡b `ÿ Rbkw³ M‡o †Zvjv, KvDwÝwjs cÖ`vb K‡i hyekw³‡K Kv‡R jvMv‡bv 

13. g~j¨ùxwZ wbqš¿Y| cÖwZ eM©gvB‡j KZ‡jvK emevm Ki‡e wba©viY K‡i †`qv & 

14. miKvwi ch©v‡q †mevg~jK KvR‡K Av‡iv e„w× I mvkÖqx Kiv| 

15. Rwg msµvšÍ mwVK gvwjKvbv wba©viY I GZ`msµvšÍ we‡iva `ªæZ wb®úwËKiY|  
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ü`‡q e½eÜz: †RÛvi mgZv 

Bangabandhu at Heart: Gender Equality 

 

nvbœvbv †eMg
*

 

Hannana Begum 

 

e½eÜz Rxebfi †`‡ki AbMÖmi gvby‡li Rb¨ msMÖvg K‡i‡Qb| Avgiv Aek¨B ¯^xKvi Ki‡ev GB AbMÖmi gvby‡li g‡a¨ AwaKvskB 

wQ‡jb bvix| AZGe bvix‡K wb‡q Zvi Awbt‡kl Kg©cwiKíbv wQj| Zvi wKQZv nq‡Zv Avgiv Zvi Kvh©µg we‡køl‡Y †`L‡Z cvB| 

gyw³hy‡×i ˆmwbK wn‡m‡e GwU Avgv‡`i KiYxqI e‡U| Avwg cÖ_‡g m¤§vb Rvbv‡Z PvB e½eÜzi †`k‡cÖg‡K|  

e½eÜzi †`k‡cÖg‡K Avwg Gfv‡e AšÍ‡i aviY Ki‡Z PvB| †Kv‡bv RbbvqK hLb †Kv‡bv Awbq‡gi weiæ‡× jovB msMÖvg M‡o †Zv‡jb, 

†bZ…‡Z¡i gva¨‡g iv‡óªi Rb¥ †`b, GwU GK w`‡b A_ev GK eQ‡i nq bv, `xN© mgq msMÖvg P‡j, eû bvix-cyiæl †m msMÖv‡g wbhv©Zb mn¨ 

K‡i, AvZ¥vûwZ †`q| Zvi †bZ…‡Z¡ RbM‡Yi wfZi Ggb GKwU B”Qv kw³i Rb¥ nq †h Zviv mg¯Í evav wecwË AwZµg K‡i Rxeb 

w`‡ZI cÖ¯‘Z _v‡K| RbZvi G AvKv•Lv, RbZvi G kw³‡K Lv‡Uv K‡i †`Lvi Dcvq †bB| Zvici †h gnvb kw³ Zv‡`i wfZi GB 

Dcjwäi Rb¥ †`b, Zv‡`i D×zØ K‡ib wZwb mevi gnvm¤§v‡bi cvÎ n‡q I‡Vb| wZwb n‡q D‡Vb gvbe¸iæ, wZwb n‡q I‡Vb Kg‡iW 

†jwjb, wZwb nb gvwU©b jy_vi wKs, †bjmb g¨v‡Ûjv, wZwb evsjv‡`‡ki e½eÜz, jÿ gyw³‡hv×vi †cÖiYvi Drm, wZwb n‡q D‡Vb 

mgv‡Ri ˆelg¨ wbim‡bi ¯^cœ`ªóv, Ab¨v‡qi weiæ‡× cÖwZev‡`i cÖZxK| Gfv‡eB Rb¥ evsjv‡`‡ki| jÿ ZiæY Rxeb w`‡q‡Q| jÿ bvix 

¯^vgx-mšÍv‡bi AwbivcËv †R‡bI gyw³‡hv×v‡`i AvkÖq w`‡q‡Q| cy‡o‡Q Zvi Ni| †f‡m †M‡Q Zvi †mvbvi msmvi| Avje`i, Avj kvgm 

Zv‡`i a‡i wb‡q cvwK¯Ívwb ˆmb¨‡`i nv‡Z Zz‡j w`‡q‡Q| eû Z¨v‡Mi wewbg‡q cvIqv evsjv‡`k| Avgiv †mB bvix, †mB ZiæY hviv GLb 

†cÖŠp n‡qwQ| 

gyw³hy‡×i ci Lye Aí mg‡qi g‡a¨ e½eÜzi Rxe‡bi Aemvb N‡UwQj| AZGe Avgiv hviv e½eÜzi Av`k©‡K g‡b cÖv‡Y aviY Kwi 

Zv‡`i Aek¨B KiYxq n‡jv- iv‡óªi Rb¨ †bIqv e½eÜzi cÖwZwU c`‡ÿc‡K we‡kølY Kiv, AbymiY Kiv| Zvi Kv‡Ri we‡køl‡Yi gva¨‡g 

Lyu‡R †bIqv wKfv‡e †RÛvi mgZvi Av‡jv‡K evsjv‡`k‡K wZwb Av‡jvwKZ Ki‡Z †P‡qwQ‡jb| 

 

†RÛvi mgZvi Av‡jv‡K e½eÜzi M„nxZ c`‡ÿcmg~n 

1954 mv‡j Avgiv †`‡LwQ, cÖv‡`wkK cwil‡`i wbe©vP‡b hy³d«‡›Ui e¨vbv‡i 9Rb bvix‡bÎx wbe©vwPZ n‡qwQ‡jb| Gu‡`i g‡a¨ Av‡bvqviv 

†eMg, †`ŠjZz‡bœQv, b~iRvnvb gywk©`, e`iæ‡bœQv Avn‡g`, †mwjbv †nv‡mb Ges Av‡gbv †eMg cieZx©Kv‡j RvZxq Av‡›`vj‡bi g~javivi 

†bÎx wnmv‡e AvZ¥cÖKvk K‡ib|  

1964 mv‡j e½eÜzi RxeÏkvq c~e© cvwK¯Ívb AvIqvgx jx‡Mi Lmov †gwb‡d‡÷v‡Z †gŠwjK AwaKvi As‡k ejv n‡qwQj Ôbvix-cyiæl 

wbwe©‡k‡l cvwK¯Ív‡bi cÖwZwU bvMwiK MYZvwš¿K iv‡óªi ¯^xK…Z cÖwZwU †gŠwjK AwaKvi †fv‡Mi AwaKvix| d‡j mKj bvMwiK‡`i ag©, 

wkÿv, ms¯‹…wZ I mf¨Zv, ¯^v¯’¨, wbivcËv I myôz Rxeb hvc‡bi AwaKvi I my‡hvM cÖwZôv Kwi‡Z nB‡e| mKj bvMwi‡Ki †gŠwjK 

cÖ‡qvRbxq Lv`¨, evm¯’vb, e¯¿, wkÿv, ¯^v¯’¨ I b¨vq m½Z Dcv‡q DcvR©‡bi e¨e¯’v _vwK‡Z nB‡e| AvB‡bi †Pv‡L mK‡j mgvb ewjqv 

cwiMwbZ nB‡e|Õ  

GKB †gwb‡d‡÷vi wkÿv As‡k ejv n‡q‡Q ÔcvwK¯Ív‡bi cÖ‡Z¨K bvMwi‡Ki wkÿvi AwaKv‡ii ev¯Íe iƒc`v‡bi Rb¨ cÖv_wgK wkÿv 

A‰eZwbK I eva¨Zvg~jK Kwi‡Z nB‡e| gva¨wgK wkÿv cÖwZôvb GBiƒc e¨vcKfv‡e cÖmvwiZ Ges GBiƒc mnRjf¨ I myjf Kwi‡Z 

nB‡e hvnv‡Z cÖwZwU `wi`ª bvMwi‡Ki †Q‡j‡g‡q GB wkÿvjv‡fi my‡hvM MÖnY Kwi‡Z cv‡i|Õ 

1966 mv‡j Avgiv BwZnv‡m †`‡LwQ, Qq `dv Av‡›`vj‡bi mgq `‡ji gwnjv welqK m¤úvw`Kv Av‡gbv †eMg `j‡K GwM‡q wb‡Z 

we‡kl f‚wgKv cvjb K‡iwQ‡jb| GKBfv‡e lv‡Ui `k‡Ki ivRbxwZi K_v g‡b Ki‡j Avgiv †`L‡Z cvB AvIqvgx jx‡Mi mvaviY 

m¤úv`‡Ki ¯¿x †Rvniv ZvR DwÏb ÔivRew›` mvnvh¨ KwgwUÕi hyM¥ AvnevqK wnmv‡e ivRc‡_i Av‡›`vj‡b we‡kl f‚wgKv iv‡Lb|  1969 

mv‡ji Av‡›`vj‡b evsjv‡`k AvIqvgx jx‡Mi gwnjv †bÎxe„›` Ges Ab¨vb¨ msMV‡bi bvix †bÎxe„›` Av‡›`vj‡bi cy‡ivfv‡M wQ‡jb| 

                                                      
*    Aa¨ÿ (Ae.), B‡Wb gwnjv K‡jR, XvKv, evsjv‡`k Ges mn-mfvcwZ, evsjv‡`k A_©bxwZ mwgwZ B-†gBj: hannanabegum@yahoo.com 
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gyw³hy‡× wbh©vwZZ bvix‡`i exiv½bv †LZv‡e f‚wlZ Kiv 

1972 mv‡ji 26 †deªæqvwii K_vÑ e½eÜz cvebvq wM‡qwQ‡jb cvebvi bMievwo NvU †_‡K KvwRi nvU ch©šÍ eb¨v cÖwZ‡iva euva wbg©vY 

Kv‡Ri D‡Øvab Ki‡Z| Gmg‡q e½eÜzi bR‡i c‡o K‡qKRb bvix wbivcËvKgx©‡`i mv‡_ evKweZÐv Ki‡Qb| KviY Guiv mevB 

e½eÜzi mv‡_ †`Lv Ki‡Z Pvw”Q‡jb| welqwU e½eÜzi bR‡i Av‡m| wZwb ZLb Zv‡`i Zvi mv‡_ †`Lv Kivi AbygwZ †`b| Zviv ZLb 

hy×Kvwjb mg‡q Zv‡`i wbM„nxZ Rxe‡bi K_v Ly‡j e‡jb Ges GwUI Zz‡j a‡ib- gv evev, AvZ¥xq ¯^Rb, cwievi Zv‡`i‡K MÖnY Ki‡Q 

bv| Hw`bB D‡Øvabx Abyôv‡bi e³…Zvq e½eÜz e‡jwQ‡jbÑ ÔAvR †_‡K cvKevwnbxi Øviv wbh©vwZZ gwnjviv mvaviY gwnjv bb, Zviv 

GLb †_‡K Ôexiv½bvÕ †LZv‡e f‚wlZ| †Kbbv †`‡ki Rb¨B Zviv B¾Z w`‡q‡Qb| gyw³‡hv×v‡`i †P‡q Zv‡`i Ae`vb Kg bq eis 

K‡qK avc Dc‡i, hv Avcbviv mevB Rv‡bb, eywS‡q ej‡Z n‡e bv| ZvB Zv‡`i exiv½bvi gh©v`v w`‡Z n‡e Ges h_vixwZ m¤§vb 

†`Lv‡Z n‡e| Avi †mBme ¯^vgx ev wcZv‡`i D‡Ï‡k¨ Avwg ejwQ †h, AvcbvivI ab¨| †Kbbv G ai‡bi Z¨vMx I gnr ¿̄xi ¯^vgx ev wcZv 

n‡q‡Qb| †Zvgiv exiv½bv, †Zvgiv Avgv‡`i gv|Õ 

1972 G gyw³hy‡×i ci †`k Ry‡o A‡bK hy× wkïi Rb¥ nq| we‡kl K‡i weR‡qi mgq †hme bvixi Mfv©e¯’v Zzjbvg~jKfv‡e cwiYZ I 

†kl ch©v‡q wQj, Mf©cvZ Kiv Zv‡`i c‡ÿ m¤¢e nq wb| exiv½bv I hy× wkï‡`i †g‡b †bIqvi Rb¨ mgvR cÖ¯‘Z wQj bv| GRb¨ 1972 

mv‡j e½eÜzi miKvi GKwU wewnZ Rvwi K‡ib hv Bangladesh Abandoned Children (Special Provisions) Order, 1972 

(P.O. No. 124 of 1972) bv‡g cwiwPZ| evsjv‡`‡ki cwievi cwiKíbv mwgwZ, evsjv‡`‡k †m›Uªvj AM©vbvB‡Rkb di 

win¨vwewj‡Ukb, gv`vi †Z‡imvÕi wgkbvwiR Ae P¨vwiwU I †emiKvwi mvgvwRK cÖwZôv‡bi gva¨‡g eû hy×wkï‡K we‡`‡k `ËK †`Iqv 

nq| ZvQvov, GB cÖwZôvb¸‡jv `ËK nqwb Ggb wkï‡`i wewfbœ wkïm`‡b cybe©vm‡bi e¨e¯’v K‡i| 

Avgv‡`i gyw³ †mbviv hLb †`‡k wdiwQ‡jb ZLb gv evev AvZ¥xq ¯^Rb Zv‡`i `ynv‡Z Rwo‡q a‡i‡Qb A_P GB gv evevB mvgvwRK 

Pv‡c †LvjvLywj ¯^xKvi Ki‡Zb, GB †g‡qiv N‡i wd‡i bv G‡m gviv †M‡jB cwev‡ii Rb¨ Zv A‡bK †ewk m¤§vbRbK n‡Zv| GBme 

e½eÜzi Kv‡b G‡mwQj| wZwb †NvlYv †`b, Ògyw³hy‡× awl©Zv‡`i wcZvi bv‡gi cv‡k Avgvi bvg wj‡L `vI, Avi wVKvbv wj‡L `vI 

avbgwÛ 32 b¤^i evwoÓ| e½eÜzi wb‡`©‡k ZLb wewfbœ bvix ms¯’v cÖwZwôZ nq- gwnjv mwgwZ, Mvj©m MvBW, gwnjv ms¯’v, bvix cybe©vmb 

†evW©/bvix cybe©vmb I Kj¨vY dvD‡Ûkb| 

evsjv‡`‡ki bvix‡`i m¤§vb I gh©v`v cÖwZôvq e½eÜz ¯^vaxb evsjv‡`‡k cÖ_g bvix msMVb gwnjv ms¯’vi wfwË iPbv K‡ib| wkï I 

wK‡kvix‡`i AvZ¥gh©v`v‡eva cÖwZôv, †`k‡cÖg I ˆbwZKZvi wkÿvq wkwÿZ Ki‡Z e½eÜz c~e© cvwK¯Ívb Mvj©m MvBW A¨v‡mvwm‡qkb‡K 

cybM©wVZ Kivi Rb¨ ˆmq`v mv‡R`v †PŠayix‡K `vwqZ¡ †`b| 

XvKvi †eBwj †iv‡W Pvjy Kiv nq †m‡µUvwiqvj †Kvm©, †gvnv¤§`cy‡i †mjvB I Kviæwkí cÖwkÿ‡Yi e¨e¯’v Kiv nq, mvfv‡i †Lvjv nq 

†cvjwUª dvg©| mviv‡`‡ki exiv½bv‡`i cyb©evm‡bi Rb¨ cÖwkÿY †K›`ª I Avevmb myweav m„wó Kiv nq|  

1972 mv‡j e½eÜz miKvwi, AvavmiKvwi, ¯^vqZ¡kvwmZ I Avav¯^vqZ¡kvwmZ cÖwZôv‡b Kgc‡ÿ kZKiv 10 fvM k~b¨ c` wbh©vwZZ gwnjv 

A_ev gyw³hy‡× hv‡`i wbKU AvZ¥xq gviv †M‡Qb Ggb me gwnjvi Rb¨ msiwÿZ ivLvi Av‡`k †`b| 

ivRbxwZ I cÖkvm‡b bvixi ÿgZvqb, wm×všÍ MÖn‡Yi ch©v‡q Dbœq‡bi g~j‡¯ªvZ avivq bvix‡K m¤ú„³ Kivi cÖ_g D‡`¨vM 1972 mv‡j 

e½eÜzi miKvi MÖnY K‡ib| miKvwi PvKwi‡Z †g‡q‡`i AskMÖnY AevwiZ K‡i 10 fvM †KvUv msiÿY Kiv nq| 

evsjv‡`‡ki bvix Dbœq‡bi Rb¨ e½eÜzi RxeÏkvq M„nxZ HwZnvwmK `wjjmg~n 

MYcÖRvZš¿x evsjv‡`‡ki msweavb: 

RvZxq Rxe‡b gwnjv‡`i AskMÖnY 

aviv 10| RvZxq Rxe‡bi me©¯Í‡i gwnjv‡`i AskMÖnY wbwðZ Kwievi e¨e¯’v MÖnY Kiv nB‡e|  

Rb¯^v¯’¨ I ˆbwZKZv 

aviv 18(2)| MwYKve„wË I Ryqv‡Ljv wb‡iv‡ai Rb¨ ivóª Kvh©Ki e¨e ’̄v MÖnY Kwi‡eb|  

my‡hv‡Mi mgZv 

aviv 19| (1) mKj bvMwi‡Ki Rb¨ my‡hv‡Mi mgZv wbwðZ Kwi‡Z ivóÖ m‡Pó nB‡e| 
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AvB‡bi `„wó‡Z mgZv 

aviv 27| mKj bvMwiK AvB‡bi `„wó‡Z mgvb Ges AvB‡bi mgvb AvkÖq jv‡fi AwaKvix|  

aviv 28| (1) †Kej ag©, †Mvôx, eY©, bvix-cyiæl‡f` ev Rb¥¯’v‡bi Kvi‡Y †Kvb bvMwi‡Ki cÖwZ ivóÖ ˆelg¨ cÖ`k©b Kwi‡eb bv|  

(2)  ivóÖ I MYRxe‡bi me©¯Í‡i bvix-cyiæl mgvb AwaKvi jvf Kwi‡eb| 

(3)  †Kej ag©, †Mvôx, eY©, bvix-cyiæl‡f` ev Rb¥¯’v‡bi Kvi‡Y Rbmvavi‡Yi †Kvb we‡bv`b ev wekÖv‡gi ¯’v‡b cÖ‡e‡ki wKsev 

†Kvb wkÿv cÖwZôv‡b fwZ©i wel‡q †Kvb bvMwiK‡K †Kvbiƒc AÿgZv, eva¨evaKZv, evav ev k‡Z©i Aaxb Kiv hvB‡e bv| 

(4)  bvix ev wkï‡`i AbyK~‡j wKsev bvMwiK‡`i †h‡Kv‡bv AbMÖmi As‡ki AMÖMwZi Rb¨ we‡kl weavb cÖYqb nB‡Z GB 

Aby‡”Q‡`i †Kvb wKQyB ivóÖ‡K wbe„Ë Kwi‡e bv| 

 

miKvwi wb‡qvM jv‡f my‡hv‡Mi mgZv 

aviv 29| (1) cÖRvZ‡š¿i K‡g© wb‡qvM ev c` jv‡fi †ÿ‡Î mKj bvMwi‡Ki Rb¨ my‡hv‡Mi mgZv _vwK‡e| 

(2)  †Kej ag©, †Mvôx, eY©, bvix-cyiæl‡f` ev Rb¥ ’̄v‡bi Kvi‡Y †Kvb bvMwiK cÖRvZ‡š¿i K‡g© wb‡qvM ev c`-jv‡fi A‡hvM¨ 

nB‡eb bv wKsev †mB †ÿ‡Î Zvnvi cÖwZ ˆelg¨ cÖ`k©b Kiv hvB‡e bv| 

(3)  GB Aby‡”Q‡`i †Kvb wKQyBÑ 

K.  bvMwiK‡`i †h‡Kv‡bv AbMÖmi Ask hvnv‡Z cÖRvZ‡š¿i K‡g© Dchy³ cÖwZwbwaZ¡ jvf Kwi‡Z cv‡ib, †mB D‡Ï‡k¨ Zvnv‡`i 

AbyK~‡j we‡kl weavb cÖYqb nB‡Z, 

L,  †Kvb ag©xq ev Dc-m¤úÖ`vqMZ cÖwZôv‡b D³ ag©vej¤^x ev Dc-m¤úÖ`vqfy³ e¨w³‡`i Rb¨ wb‡qvM msiÿ‡Yi weavb-m¤^wjZ 

†h‡Kv‡bv AvBb Kvh©Ki Kiv nB‡Z, 

M.  †h †kÖYxi K‡g©i we‡kl cÖK…wZi Rb¨ Zvnv bvix ev cyiæ‡li c‡ÿ Abyc‡hvMx we‡ewPZ nq, †mBiƒc †h‡Kv‡bv †kÖYxi wb‡qvM 

ev c` h_vµ‡g cyiæl ev bvixi Rb¨ msiÿY Kiv nB‡Z ivóÖ‡K wbe„Ë Kwi‡e bv| 

e½eÜz miKv‡ii Avg‡j M„nxZ c Ö_g cÂevwl©K cwiKíbvq (1973-78) bvix‡`i A_©Kwi Kv‡R wb‡qvwRZ Kivi D‡Ï‡k¨ wewfbœ Lv‡Z 

eivÏK…Z A‡_©i mgš^‡q me©cÖ_g bvbv iKg cÖKí MÖnY Kiv nq| 

1972 mv‡ji †deªæqvwi‡Z RvwZi RbK e½eÜz †kL gywReyi ingv‡bi mw`”Qv I e¨w³MZ D‡`¨v‡M gyw³hy‡× ÿwZMÖ¯Í I wbh©vwZZ 

gwnjv‡`i cybe©vm‡bi Rb¨ Zvi †bZ…‡Z¡ MwVZ n‡qwQj Ôbvix cybe©vmb †evW©Õ| wbh©vwZZ bvix‡`i cybe©vmb Ges Avevm‡bi Rb¨ G †evW© 

MwVZ nq| bvix cybe©vmb †ev‡W©i gva¨‡g ¯^vaxbZv hy‡× wbh©vwZZ bvix I wkïi mwVZ Z_¨ Avni‡Yi Rb¨ Rwic KvR cwiPvjbv Kiv, 

Zv‡`i cybe©vm‡bi e¨e¯’v Kiv, hy‡× wbh©vwZZ bvix‡`i wewfbœ e„wËg~jK cÖwkÿY cÖ`vb Kiv, Ôexiv½bvÕ bvixmn †hme cwiev‡ii 

DcvR©bÿg cyiæl gyw³hy‡× knx` nb †mme cwiev‡ii bvix‡`i PvKwi I cÖwkÿ‡Yi e¨e¯’v Kiv nq| 

cieZx©‰Z †ev‡W©i `vwqZ¡ I Kg©cwiwa e„w× cvIqvq msm‡`i GKwU G¨v±-Gi gva¨‡g GB †evW©‡K e„nËi K‡je‡i cybM©Vb K‡i Ôbvix 

cybe©vmb Kj¨vY dvD‡ÛkbÕ-G DbœxZ Kiv nq| GB dvD‡Ûk‡bi gva¨‡g bvixi A_©‰bwZK ÿgZvq‡bi c_ cÖwZwôZ I cÖk¯Í nq| 

dvD‡Ûk‡bi eûwea Kvh©µ‡gi g‡a¨ Ab¨Zg wQjÑ 1) †`‡ki mKj †Rjv I gnKzgvq bvix Dbœq‡bi j‡ÿ¨ †fŠZ AeKvVv‡gv M‡o 

†Zvjv; 2) bvixi e¨vcK Kg©ms¯’v‡bi j‡ÿ¨ e„wËg~jK cÖwkÿY cÖ`vb Kiv; 3) bvix‡K Drcv`bgyLx Kg©Kv‡Ð wb‡qvwRZ K‡i cÖ`k©bx I 

weµq‡K›`ª ¯’vcb Kiv; 4) Drcv`b I cÖwkÿY Kv‡R wb‡qvwRZ bvix wkï mšÍv‡bi Rb¨ w`evhZœ myweav cÖ`vb Kiv; 5) hy‡× ÿwZMÖ Í̄ 

bvix‡`i wPwKrmv cÖ`vb Kiv; Ges 6) gyw³hy‡× ÿwZMÖ¯Í bvixi †Q‡j‡g‡q‡`i †jLvcovi Rb¨ e„wË cÖ_v Pvjy Kiv hv eZ©gv‡b gwnjv 

welqK Awa`ß‡ii AvIZvq Ô`y¯’ gwnjv I wkïKj¨vY ZnwejÕ bv‡g cwiPvwjZ n‡”Q| 

1973 mv‡j msweav‡bi mv‡_ m½wZ †i‡L RvZxq msm‡` bix‡`i Rb¨ 15wU Avmb msiwÿZ ivLvi e¨e¯’v Kiv nq| hv evsjv‡`‡ki 

cÖv_wgK Rxe‡b bvixi ivR‰bwZK ÿgZvq‡b Ac~e© wb`k©b| 

1973 mv‡j e½eÜz ¯^vaxb evsjv‡`k miKv‡ii gš¿xmfvq bvix‡`i gš¿xi `vwqZ¡ †`b| e½eÜzi gš¿xmfvq AšÍf‚©³ nb wg‡mm e`iæ‡bœmv 

Avn‡g` I wg‡mm b~iRvnvb gyiwk`| 
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1974 mv‡j cÖ_g bvix gnvcwiPvjK wn‡m‡e bxwjgv Beªvwng‡K evsjv GKv‡Wgxi `vwqZ¡ †`Iqv nq| 

1974 mv‡j gymwjg weevn I weevn †iwR‡óªkb AvBb cÖYqb Kiv nq| Avgiv Rvwb, we‡q †iwRwóªKiY bv nIqvq †g‡q‡`i ¯^vgxiv 

wb‡R‡`i Lywkg‡Zv Zv‡`i cwiZ¨vM Ki‡Z cvi‡Zv, weevn m¤úwK©Z `vq`vwqZ¡ Gwo‡q †h‡Z cvi‡Zv| 

1974 mv‡j e½eÜz evsjv‡`k gwnjv AvIqvgx jx‡Mi cÖ_g evwl©K m‡¤§jb D‡Øvab K‡iwQ‡jb| e‡jwQ‡jb- ÔkZKiv 20Rb wkwÿ‡Zi 

†`‡k bvixi msL¨v Av‡iv bMb¨| ...K, L wkL‡jB wkwÿZ nq bv| mwZ¨Kv‡ii Av‡jvKcÖvß nB‡Z nB‡e|Õ 

e½eÜzi mg‡q AvšÍR©vwZK bvix m‡¤§j‡bi m‡½ m½wZc~Y© AvPiY wewa cÖYqb I Kg©ms¯’v‡bi e¨e¯’v †bIqv nq| Avgviv Rvwb, 1974 

mv‡j RvwZmsN KZ…©K bvix el© †NvwlZ nq| wek¦ bvix el© Dcj‡ÿ e½eÜzi wb‡`©‡k W. wbjxgv Beªvwn‡gi †bZ…‡Z¡ gwnjv AvIqvgx jxM, 

gwnjv cwil` I gwnjv µxov ms¯’vmn †`‡ki wewfbœ bvix msMVb¸‡jvi mgš^‡q GKwU RvZxq cÖ¯‘wZ KwgwU MVb Kiv nq| cieZx©‡Z 

†gw·‡Kv‡Z AbywôZ cÖ_g wek¦ bvix m‡¤§j‡b evsjv‡`k mwµqfv‡e AskMÖnY K‡i| 

 

1974 mv‡j Kz`ivZ-G-Ly`v wkÿv Kwgkb KZ©…K bvix wkÿv welqK wi‡cvU©  

mgv‡Ri me gvby‡li mKj e„wËi c~Y© weKvk, M„‡ni gvb I cwi‡ek DbœZKiY Ges †`‡ki A_©‰bwZK I mvgvwRK AMÖMwZi †ÿ‡Î bvixi 

AskMÖnY mywbwðZ Kivi Rb¨ bvix wkÿvi Dchy³ e¨e¯’v AZxe cÖ‡qvRb| wkï PwiÎ A¼ywiZ I weKwkZ nq gvZ„ cwi‡e‡k| A_P 

†g‡q‡`i wkÿve¨e¯’v Avgv‡`i †`‡k KLbB cyiæl‡`i wkÿvi mgvb ¸iæZ¡ AR©b K‡iwb| wkÿvi Afv‡e AwaKvsk bvix Kzms¯‹vi I 

AÁZv‡K cv‡_q K‡i msmvi Rxeb wbe©vn K‡ib| AbwZ wej‡¤^ G Ae¯’vi Aemvb nIqv `iKvi| 

AvaywbK we‡k¦ bvixi Kg©RMr AZ¨šÍ we Í̄…Z| A_P Avgv‡`i cÖv_wgK ‹̄y‡j †Q‡j‡`i Zyjbvq †g‡q‡`i msL¨v kZKiv 33 fvM, Rywbqi gva¨wgK 

‹̄y‡j 20 fvM I gva¨wgK ¯‹y‡j gvÎ 10 fvM| Avgv‡`i †`‡k mgvRZ‡š¿i eywbqv` „̀p wfwËi Dci cÖwZôv Kivi Rb¨ Ges †`k Movi KvR Ö̀æZ 

I myôyfv‡e mgvavb Øviv †`‡ki mg Í̄ Rb mgvR‡K myLx I mg„× Kivi Rb¨ bvix wkÿvi DbœwZK‡í Avgiv wbgœwjwLZ mycvwik KiwQÑ 

bvix wkÿvi cÖmvi Ki‡Z n‡e Avgv‡`i RvZxq Rxebv`‡k©i m‡½ mvgÄm¨ iÿv K‡i Ges evsjv‡`‡ki ms¯‹…wZ I HwZ‡n¨i aviv AbymiY 

K‡i| †g‡q‡`i Dc‡hvMx e„wËg~jK Ges Zv‡`i ˆ`bw›`b mvsmvwiK Rxe‡b Kv‡R jv‡M Giƒc wel‡q wkÿv †hb Zviv cvq Zv †`L‡Z 

n‡e| GB Rb¨ cÖ‡qvRb‡ev‡a †g‡q‡`i Rb¨ we‡kl wkÿv cÖwZôvb ¯’vcb Kivi K_v we‡ePbv Kiv `iKvi| 

cjøx MÖv‡g we`¨vjq¸‡jvi `~iZ¡ †ewk _v‡K Ges evsjv‡`‡ki cjøx AÂj b`x-bvjv BZ¨vw`‡Z cwic~Y© Ges c_-NvU myMg bq e‡j 

†g‡q‡`i c‡ÿ ¯‹y‡ji my‡hvM MÖnY A‡bK †ÿ‡Î m¤¢e nq bv| GK_v ¯§iY †i‡L †g‡q‡`i †ejvq cÖ‡qvRb‡ev‡a GK gvB‡ji Kg `~i‡Z¡ I 

GKwU cÖv_wgK we`¨vjq ¯’vcb Ki‡Z n‡e Ges bZzb ¯‹yj cÖwZôvi Øviv G mgm¨vi mgvavb Ki‡Z n‡e| 

lô †kÖYx †_‡K Aóg †kÖYx ch©šÍ cvV¨ welq ZvwjKvq QvÎx‡`i Rb¨ wKQy we‡kl welq _vKv Avek¨K| GB wkÿv Zv‡`i mvsmvwiK Rxeb 

hvc‡b I RxweKv AR©‡b mnvqZv Ki‡e| Aóg †kÖYxi †jLv cov †kl K‡i Avgv‡`i †`‡ki eû †g‡q cov‡kvbvi my‡hvM cvq bv| myZivs 

Zv‡`i cvV¨ welq wbgœwjwLZ welqm~wP _vKv GKvšÍ Avek¨K| wkïi hZœ, †ivMxi †mev, ¯^v¯’¨wewa, cwi®‹vi cwi”QbœZv, Lv`¨cywó, 

Lv`¨cÖ ‘̄Z, Lv`¨ msiÿY, m~wPwkí I †cvlvK-cwi”Q` ˆZwi, cyZzj I †Ljbv ˆZwi, euvk, †eZ I cvU cÖf„wZ KvR, cvUx I gv`yi †evbv, 

nuvm-gyiMx I M„ncvwjZ cïcvjb BZ¨vw`| 

c„w_exi mKj DbœZ †`‡kB cÖv_wgK wkÿv `v‡bi `vwqZ¡ †g‡q‡`i Dci Ac©Y Kiv n‡q _v‡K| KviY G ¯Í‡ii wkÿv`v‡bi `vwqZ¡ hviv 

MÖnY K‡ib Zv‡`i †fZi gvZ„‡mœn, †mweKvi wbôv I ˆah© Ges wkwÿKvi ¸Y Avek¨K| myZivs cÂg †kÖYx ch©šÍ mKj cÖv_wgK 

we`¨vj‡qB gwnjv wkÿK wb‡qvM evÃbxq| GRb¨ Awej‡¤̂ cÖ‡qvRbxq c`‡ÿc MÖnY AZ¨vekK| 

eZ©gv‡b cÖv_wgK wkÿK cÖwkÿY Bbw÷wUD‡Ui m‡½ wkwÿKv‡`i AvevwmK e¨e¯’v bv _vKvq cÖv_wgK ¯Í‡ii wkwÿKvMY GB wkÿv MÖn‡Y 

we‡kl Amyweavi m¤§yLxb n‡”Qb| cÖwkÿYcÖvß wkwÿKvi nvi cÖv_wgK ¯Í‡i bMY¨| myZivs cÖv_wgK wkÿK cÖwkÿY Bbw÷wUDU¸wj‡K 

m¤úÖmvwiZ K‡i AwaK msL¨K wkwÿKvi cÖwkÿ‡Yi e¨e¯’v Kiv GKvšÍ cÖ‡qvRb| 

†`‡ki cÖv_wgK wkÿv‡K mv_©K K‡i Zyj‡Z n‡j cjøx MÖv‡g wkwÿKv cvVv‡Z n‡e| GB K_v wPšÍv K‡i mKj ¯Í‡i we‡klK‡i cÖv_wgK 

we`¨vj‡qi wkwÿKvi Rb¨ evm¯’v‡bi e¨e¯’v Kiv AZ¨vek¨K| 

Aóg †kÖYxi ci †g‡qiv †hb cÖ‡qvRbg‡Zv gva¨wgK ¯‹yj¸wji my‡hvM MÖnY Ki‡Z cv‡i †mRb¨ mn-wkÿv we`¨vjq¸wj‡Z D‡jøL‡hvM¨ 

msL¨K wkwÿKv wb‡qvM Ki‡Z n‡e| G‡Z wK‡kvix I ZiæYxiv †hme we‡kl mgm¨vi m¤§yLxb nq Zvi mgvavb m¤¢e n‡e| 
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bvix wkÿvi Dchy³ I Ö̀æZ cÖmv‡ii Rb¨ wkÿv wefvM I mgvRKj¨vYg~jK cÖwZôvb¸wj‡K cÖPv‡ii `vwqZ¡ MÖnY Ki‡Z n‡e| AwffveK‡`i 

iÿYkxj g‡bvfve †hb bvix wkÿv cÖmv‡ii MwZkø_ bv K‡i †m Rb¨ KwZcq e¨e ’̄v MÖnY Ki‡Z n‡e| †hgb, eq ‹̄ wkÿvi Øviv AwffvweKv‡`i 

wbiÿiZv I Kzms¯‹vi ~̀i Ki‡Z n‡e Ges G Qvov wewfbœ wkÿv cÖwZôv‡b Dchy³ msL¨K wkwÿKv wb‡qvM Kiv cÖ‡qvRb|' 

m”Qj RxebhvÎv wbe©v‡ni Rb¨ Ges †`‡ki †gvU DcvR©b e„w×i †h mg¯Í Kv‡h© †g‡qiv mn‡R †hvM`vb Ki‡Z cv‡i ev †h mg¯Í e„wË‡Z 

†g‡qiv ¯^fveZB †ewk Dc‡hvMx, †hgb- cÖv_wgK ch©v‡qi wkÿv cÖwZôv‡b, nvmcvZv‡j we‡kl K‡i bvwm©s c¨viv‡gwWK¨vj Kv‡R, e¨vsK 

Ges Awdm BZ¨vw`‡Z mwPe, UvBwc÷, †Uwj‡dvb ms‡hvRK, Af¨_©bvKviK BZ¨vw` RvZxq we‡kl ai‡bi Kv‡R †g‡q‡`i AMÖvwaKvi 

mywbwðZ Ki‡Z n‡e| 

e„wËgyLx I KvwiMwi wkÿvmg~n QvÎ-QvÎx wbwe©‡k‡l cÖ‡hvR¨ n‡e| †g‡qiv fwel¨‡Zi Rbbx n‡e myZivs Zv‡`i ¯^v‡¯’¨i cÖwZ ¯‹yj 

KZ©…cÿ‡K we‡kl `„wó †`Iqv cÖ‡qvRb| GB D‡Ï‡k¨ cÖv_wgK ¯‹yjmn cÖwZwU ¯‹y‡j †g‡q‡`i Rb¨ e¨vqvgvMvi, †Ljvi gvV, muvZvi †kLvi 

my‡hvM cÖf„wZ _vKv AZ¨vek¨K| GB mKj kixi PP©v wkÿv ZË¡veav‡bi Rb¨ Dchy³ wkÿvcÖvß wkwÿKv wb‡qvM Kiv cÖ‡qvRb| 

gva¨wgK ¯Í‡i Hw”QK welqmg~‡n †g‡q‡`i Rb¨ we‡kl K‡i wkÿK-wkÿY _vKv cÖ‡qvRb| G Qvov Zv‡`i Rb¨ Mvn©¯’¨ A_©bxwZ _vKv 

`iKvi| KviY cÖwZwU †g‡q‡KB M„n Rxeb hvcb Ki‡Z n‡e Ges †m wel‡q cÖ¯‘wZ _vKv Avek¨K| myZivs cieZ©xKv‡j myôy Rxeb hvÎvi 

Rb¨ cÖ‡qvRbxq wnmve iÿ‡Y `ÿZv AR©‡bi Rb¨ Mvn©¯’¨ wnmve iÿY e¨e¯’v cvV¨m~wP‡Z _vKv GKvšÍ Avek¨K| GKB m‡½ cÖv_wgK 

wPwKrmv Ges cvwievwiK †mev I cvV¨m~wPi AšÍf©y³ Kievi cÖ‡qvRbxqZv i‡q‡Q| 

cÖv_wgK ¯Í‡ii b¨vq gva¨wgK ¯Í‡iI we`¨vjq cwi`k©‡b eZ©gv‡b cwi`k©K I cwi`wk©Kvi cÖPyi Afve †`Lv hvq| d‡j we`¨vjq 

cwiPvjbvq eû ÎæwU jÿ¨ Kiv hv‡”Q| G Kvi‡Y cÖv_wgK I gva¨wgK ¯Í‡ii Rb¨ Dchy³ msL¨K cwi`k©K I cwi`wk©Kv evovevi mycvwik 

Kiv n‡”Q| 

wkÿv`vb Ges cÖkvmb Dfq †ÿ‡Î wbhyw³i Rb¨ †hvM¨Zv I AwfÁZvi wfwË‡Z bvix-cyiæl Dfq‡KB mgvb AwaKvi w`‡Z n‡e| myZivs 

†hvM¨ZvB GKgvÎ gvcKvwV nIqv evÃbxq| 

e½eÜzi mgqKv‡j Kz`ivZ-G-Ly`v wkÿv Kwgkb wi‡cvU© GKwU Abe`¨ wi‡cvU©| wkÿv‡ÿ‡Î e½eÜzi a¨vb-aviYvi GKwU `wjj| Avwg 

g‡b Kwi, e½eÜzi mgqKv‡j iwPZ Kz`ivZ-G-Ly`v wkÿv Kwgkb wi‡cvU© Avgv‡`i eZ©gvb I AvMvgx w`‡bi c_wb‡`©kbv| hvi g‡a¨ 

Avgiv e½eÜzi gbb‡K Luy‡R cvB| GB wkÿv wi‡cvU© mevi Rb¨ we‡klZ bvix Dbœq‡bi Rb¨ GK Abe`¨ w`Kwb‡ ©̀kbv| 

G `wj‡ji Av‡jvP¨ D‡jøL‡hvM¨ welqmg~n n‡”QÑ wkÿvi jÿ¨ I D‡Ïk¨, PwiÎ I e¨w³Z¡ MVb, Kg© AwfÁZv, wkÿvi gva¨g I wkÿvq 

we‡`kx fvlvi ¯’vb, wkÿK I wkÿv_x©i nvi, cÖvK-cÖv_wgK wkÿv, cÖv_wgK wkÿv, gva¨wgK wkÿv, e„wËg~jK wkÿv, wW‡cøvgv¯Í‡i 

cÖ‡KŠkj wkÿv I cÖhyw³ we`¨v, gv`ªvmv wkÿv I †Uvj wkÿv, wkÿK wkÿv, D”P wkÿv I M‡elYv, wWwMÖ¯Í‡i cÖ‡KŠkj wkÿv I cÖhyw³ 

we`¨v, weÁvb wkÿv, K…wl wkÿv, wPwKrmv wkÿv, evwYR¨ wkÿv, AvBb wkÿv, jwjZKjv, cixÿv I g~j¨vqY c×wZ, wkÿK‡`i `vwqZ¡ I 

gh©v`v, wbiÿiZv `~ixKiY, eq¯‹ wkÿv I AbvbyôvwbK wkÿv, bvix wkÿv, we‡kl wkÿv (kvixwiK I gvbwmK evavMÖ¯Í‡`i Ges we‡kl 

†gavex‡`i Rb¨), ¯̂v¯’¨ wkÿv, kixiPP©v I mvgwiK wkÿv, wkÿv cÖwZôv‡bi QzwU, wkÿvµg cvV¨cy¯ÍK, cvV¨m~wP, wkÿv M„n I wkÿvi 

DcKiY, MÖš’vMvi, wkÿv‡ÿ‡Î my‡hvM myweavi mgZv weavb, QvÎ wb‡`©kbv I civgk© `vb, QvÎ Kj¨vY I RvZxq †mev, wkÿv cÖkvmb, 

wkÿvi Rb¨ A_© ms¯’vb| 

 

†k‡li K_vq ej‡Z PvB 

ü`‡q hvi ïay gvbe ggZv, gvbe mgZv, ej‡Z †M‡j G BwZnvm A‡bK `xN© †_‡K `xN©Zi| Avgiv Zv‡K mvjvg RvbvB| ej‡Z PvB- 

e½eÜz, GB wek^ Avcbvi g‡Zv gvby‡li ggZvq D™¢vwmZ †nvK| Av‡jvwKZ †nvK| Av‡jvwKZ †nvK Avgv‡`i wcÖq †`kevmx| Zb¥‡a¨ 

bvixmgvR| 

 

Z_¨m~Î 

evsjv‡`‡ki msweavb, MYcÖRvZš¿x evsjv‡`k miKvi  

Kz`ivZ-G-Ly`v wkÿv Kwgkb wi‡cvU©, evsjv‡`k K‡jR wek¦we`¨vjq wkÿK mwgwZ 

½eÜzi bvix fvebv, c~iex emy  

bvix I evsjv‡`‡ki A_©bxwZ, nvbœvbv †eMg 

wewfbœ AbjvBb cwÎKv 
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Entrepreneurship In The Global Turbulent Scenario: Challenges and Resilience 

eBwU wbtm‡›`‡n ZiæY D‡`¨v³v ev D‡`¨v³v n‡Z AvMÖnx‡`i Rb¨ GKwU mg‡qvc‡hvMx w`Kwb‡`©kK n‡Z cv‡i| eZ©gvb hy‡M †hfv‡e 

wkwÿZ †eKvi‡Z¡i nvi evo‡Q Ges Kg©ms¯’v‡bi my‡hvM Kg‡Q †mLv‡b, MZvbyMwZK PvKzixi cwie‡Z© wbR D‡`¨v‡³ DcvR©bÿg nIqv 

†mBmv‡_ eû gvby‡li Rb¨ Kv‡Ri my‡hvM e„w× Kivi Ab¨Zg Kvh©Ki cš’v ev Dcvq n‡”Q GKRb mdj D‡`¨v³v wn‡m‡e wb‡R‡K ˆZwi I 

cÖwZwôZ Kiv|  

evsjv‡`‡k ‡ckv`vi D‡`¨v³v ˆZwii Rb¨ †Kvb ‡ckvMZ †Kvm©, cÖwkÿY BZ¨vw`i †Zgb †Kvb my‡hvM GZw`b wQj bv| Dhaka School 

of Economics me©cÖ_g GB ai‡Yi ‡Kvm©, cÖwkÿY cwiPvjbvi Rb¨ GKwU c~Yv½ cÖwZôvb cÖwZôv K‡i hvi D‡`¨v³v wewkó A_©bxwZwe` 

Rbve W.LwjKz¾vgvb| GiKg GKwU ev¯Íem¤§Z D‡`¨vM Rbve W.LwjKz¾vgvb wb‡qwQ‡jb e‡jB GLb A‡bK †gavex m¤¢veYvgq wkwÿZ 

ZiæY‡Mvôx PvKzixi wcQ‡b bv Qz‡U ‡ckvMZ Ávb AR©b K‡i D‡`¨v³v wn‡m‡e wb‡Ri m¤§vbRbK cwiPq ˆZwi‡Z mÿg n‡”Qb cvkvcvwk 

A‡bK Kg©cÖZ¨vkx gvbyl‡`i Kv‡Ri my‡hvM m„wó K‡i w`‡Z cvi‡Qb|  

eBwUi m¤úv`K cÖdmi W.‡gvnv¤§` gvneye Avjx‡K we‡klfv‡e ab¨ev` RvbvB ïaygvÎ D‡`¨v³v‡`i K_v wPšÍv K‡i GiKg GKwU c~bv½ 

eB cÖKvk Kivi Rb¨| W.Avjx Dhaka School of Economics (DSCE) Gi GKRb †gavex wb‡ew`Z wkÿK whwb DSCE myôzfv‡e 

cwiPvjbvi †ÿ‡Î  GKwbô I wbijmfv‡e cwikÖg K‡i hv‡”Qb| wZwb GKBmv‡_ KvwiKzjvg msµvšÍ Kv‡R †bZ…Z¡ w`‡”Qb Ges 

wkÿv_©x‡`i ch©vß Ávb AR©‡b mnvqK f‚wgKv cvjb Ki‡Qb| wkÿv_©x‡`i m„RbkxjZvi weKvk, Zv‡`i Kv‡Ri cÖwZ DrmvwnZKiY, 

bZzb cÖhyw³i mv‡_ Lvc LvIqv‡bv I P¨v‡jÄ †gvKv‡ejv, wkwÿZ †eKvi bvix‡`i  D‡`¨v³v wn‡m‡e M‡o †Zvjvi cÖ‡qvRbxqZv m‡e©vcwi 

D‡`¨v³v nIqvi ¸iæZ¡ I ‡m‡ÿ‡Î mvdj¨gwÛZ c‡_ †n‡U hvIqvi mnR Dcvq¸‡jv GLv‡b Av‡jvwPZ n‡q‡Q| K‡ivbvi gZ 

gnvgvixKv‡j wKfv‡e msKU †gvKv‡ejv K‡i mdjZv a‡i ivLv hvq ZvI GB eBwUi Av‡jvPbvq G‡m‡Q| GKB eB‡q †`‡ki Ges 

AvšÍRv©vwZK ch©v‡qi †jLK ev Av‡jvPK‡`i †jLv cÖKvk Kiv GKwU `„óvšÍg~jK D‡`¨vM, hv GB eBwU‡Z cvIqv hvq|  

eBwUi mKj †jL‡Ki †jLbx mgvbfv‡e ¸iæZ¡c~Y© Ges D‡`¨v³v‡`i Rb¨ mg‡qvc‡hvMx ejv hvq| Z‡e Zvi g‡a¨ Sardana Islam 

Khan Gi Resource Orchestration and Resilient Capabilities through the Stages of Global Crisis: Implications for 

Entrepreneurs, Dr.Muhammad Mahboob Ali Gi ICT Tools, Course Plan, & Lesson Plan for outcome-

based education: A case study of XYZ University, Anwara Begum Gi Entrepreneurship Potentials and 

Policy Imperatives to Overcome Child Labour in Bangladesh, Kunal Sil Gi Challenegs of Entrepreneurship in 

Post-Covid Scenario, K.Vinodha Devi and V.Raju Gi An analysis of Socio-economic Status of educated 

umployement women cÖf…wZ D‡jøL‡hvM¨| mKj Av‡jvPKB GLv‡b wek`fv‡e Zv‡`i wba©vwiZ welq‡K Av‡jvPbvq G‡b mK‡ji 

wbKU Zv mnR‡eva¨ K‡i Zz‡j a‡i‡Qb, hv eBwUi Ab¨Zg BwZevPK w`K|  

me‡k‡l Dhaka School of Economics Gi DË‡ivËi mg„w× Avkv KiwQ| †mBmv‡_ Entrepreneurship in The Global 

Turbulent Scenario: Challenges and Resilience eBwUi gva¨‡g Avgv‡`i †`‡ki m¤¢veYvgq ZiæY mgvR cÖ‡qvRbxq Ávb 

AvniY K‡i wb‡R‡`i Kvw•LZ j‡ÿ¨ †cŠQv‡Z mÿg n‡e †mBmv‡_ Zviv ‡`‡ki A_©bxwZ‡Z Dbœqbg~jK Ae`vb †i‡L †`k‡K GwM‡q 

wb‡q hv‡e Ges wb‡R‡`i‡K fwel¨‡Z iv÷ªxq m¤ú‡` cwiYZ Ki‡e Avkvev` e¨³ KiwQ| 

 

                                                      
*     M‡elYv Kg©KZ©v, evsjv‡`k Dbœqb M‡elYv cÖwZôvb, AvMviMvuI, XvKv| B- †gBj: ifratjahandipa@yahoo.com 
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Resource Orchestration and Resilient Capabilities through the Stages of Global Crisis: 

Implications for Entrepreneurs 
 

Sardana Islam Khan 

mv¤úªwZK mg‡q GB kZvãx gnvgvixi Kvi‡Y A‡bK cÖwZkÖæwZkxj ms¯’vi DÌvb-cZ‡bi mvÿx n‡q‡Q| GB msMÖv‡gi d‡j wKQz ms¯’v 

wU‡K Av‡Q Ges wKQz msL¨K mdj n‡q‡Q| fwel¨‡Zi msK‡Ui g‡a¨ w`‡q Pjvi Rb¨ Ges wU‡K _vKvi Rb¨ mvsMVwbK w¯’wZkxjZv I 

mÿgZv Riæix| GB mÿgZv g~jZ wbf©i K‡i GKwU RwUj cwiw¯’wZi Dci hv D`xqgvb ˆewk^K Aw¯’wZkxj cwiw¯’wZ ïiæ nIqvi mgq 

†_‡K Pj‡Q| GB M‡elYvcÎwU MwZkxj Ges w¯’wZ¯’vcK ÿgZvi gva¨‡g m¤ú‡`i myôz mgš^q Kivi †ÿ‡Î, m¤ú‡`i Ae`vb‡K A‡š^lY 

K‡i Ges ˆewk^K Aw¯’wZkxj cwiw¯’wZ‡Z mvsMVwbK weKv‡ki †ÿ‡Î we‡klZ †QvU e¨emvqxiv †mKj mgm¨v/P¨v‡j‡Äi gy‡LvgywL n‡qwQj 

Zv Zz‡j aivi †Póv K‡i‡Q| wek^e¨vcx Avw_©K msK‡Ui d‡j m„ó cwiw¯’wZ‡Z ÿy`ª e¨emvqx‡`i wU‡K _vKvi msMÖvg, DbœwZ Kiv Ges 

cybivq Ny‡i `vov‡bvi wel‡q GLv‡b Av‡jvPbv Kiv n‡q‡Q| ‡QvU e¨emvqx‡`i fwel‡Z ˆewk^K cÖwZK~j cwiw¯’wZ‡Z w¯’wZkxjZv Ges 

wb‡R‡`i weKv‡ki ‡ÿ‡Î GKwU mgwš^Z ZvwË¡K KvVv‡gi cÖ¯Íve Kiv n‡q‡Q|  

GB M‡elYvc‡Î ˆewk^K Avw_©K g›`v cwiw¯’wZ‡Z †QvU D‡`¨v³v/e¨emvqx‡`i wU‡K _vKvi Ges wb‡R‡`i cybiæ¾xweZ Kivi †KŠkj wb‡q 

Av‡jvPbv Kiv n‡q‡Q| m¤ú‡`i myôz mgš^‡qi gva¨‡gB Zv m¤¢e| GLv‡b 25 Rb A‡÷ªwjqvb †QvU e¨emvqxi AwfÁZv Zz‡j aiv 

n‡q‡Q| mvsMVwbK w¯’wZkxjZv iÿvi cÖwµqv Z_v GKwU ‡ivj g‡W‡ji Rb¨ cÖ¯Íve Kiv n‡q‡Q| GB M‡elYvi djvdj fwel¨‡Z †QvU 

e¨emvi Rb¨ w¯’wZ ’̄vcKZv bKkvq‡bi †ÿ‡Î GKwU ZvwË¡K wfwË cÖ`vb K‡i hv AwfÁZvi †cÖwÿ‡Z cÖgvwYZ Ges wek^e¨vcx msK‡Ui 

ch©v‡q mvsMVwbK cZb †iva Ki‡e †mBmv‡_ cwieZ©b cÖwµqv ¸YMZ Av`‡k©i Dci wbf©i Ki‡e| fwel¨‡Z wewfYœ mvsMVwbK cÖm‡½ GB 

M‡elYv ev †h ‡ivj g‡W‡ji  K_v I AwfÁZvi K_v ejv n‡q‡Q Zv wb‡q Av‡iv M‡elYv ev Kv‡Ri my‡hvM i‡q‡Q|  

 

An Analysis of the Inclusive civil cultural model of Entrperenruial progress:  

A case study on the agro-ecological park 
 

Jose G. Vargas-Hernandez, Omar C. Vargas-GonZalez & Rehana Parvin 

GB M‡elYvi jÿ¨ wQj, Rv‡cvcv‡bi (Zapopan) K…wl-ev¯‘Kg©ms¯’v‡bi cvK© (Agro-ecological Park-PAZ) ˆZwi Ges Zv weKwkZ 

Kivi †ÿ‡Î D‡`¨v³v AšÍfz©w³g~jK bvMwiK ms¯‹„wZi g‡Wj we‡¤ølY Kiv| Av‡kcv‡ki Dcwb‡ek, mvgvwRK Av‡›`vjb, mykxj mgvR 

Ges ¯’vbxq miKv‡ii Aax‡b emevmKvix evwm›`v‡`i AskMÖn‡Yi gva¨‡g kn‡ii e¨envi‡hvM¨ Lvwj f‚wg D×v‡ii cÖ‡qvR‡bi wfwË‡Z 

PAZ-†K meyR cwi‡ek ˆZwii †ÿ‡Îi c`‡ÿc¸wjb bKkv K‡i Zvi ev¯’evqb Kiv n‡q‡Q| mn‡hvwMZv, Av¯’v Ges m¤úª`v‡qi 

mnvqZvg~jK m¤ú‡K©i Aax‡b kvKmewR,Jlwa Mv‡Qi Pvl Ges mvgvwRK cyuwR MVb hv cwi‡ekMZ ‡UKmBZv Kvh©µ‡gi Dci wfwË K‡i 

kvwšÍc~Y© ms¯‹…wZ eRvq iv‡L| GB cÖKí ev Í̄evq‡bi djvdj, mvgvwRK Ges ÿgZv KvVv‡gvi bxP †_‡K Rb¥ †bIqv cvewjK †¯úm Ges 

meyR AÂj¸wji cyb©R‡b¥i †ÿ‡Î GKwU D‡jøL‡hvM¨ AwfÁZv MVb K‡i hv cvwievwiK Av‡qi †ÿ‡Î e„nËi A_©‰bwZK `ÿZv cÖ`vb 

K‡i †mBmv‡_ mvgvwRK b¨vh¨Zv, b¨vqwePvi Ges cwi‡ekMZ DbœwZi ¯’vwqZ¡ wbwðZ K‡i|  

M‡elYvwU Ggb wba©viK KviY¸wj‡K we‡kølY K‡i hv mdjfv‡e GKwU D‡`¨v³v AšÍfy©w³g~jK ms¯‹…wZ ˆZwi Ges weKv‡k Ae`vb †i‡L‡Q 

hv GKwU kû‡i ¯’v‡bi K…wl-ev¯‘we`¨v Ges meyR Abykxj‡bi Dci wfwË K‡i GKwU m¤úª`v‡qi mvgvwRK iƒcvšÍi NUvq| Zapopan 

Agro-ecological Park-PAZ mv¤úª`vwqK Ges mvsMVwbK wg_wµqv P‡µi mv‡_ m¤úwK©Z ga¨eZx© ¯Í‡i cwieZ©b¸wj mvgvwRK wkÿv, 

g~j¨‡eva, m¤úª`v‡qi Dcjw× I Abyf‚wZ Ges AšÍfy©w³, D‡`¨³v‡`i g~j¨, D‡`¨v³v AšÍfz©w³g~jK bvMwiK ms¯‹„wZ ˆZwi Ges weKv‡ki 

Rb¨ AvBb Pvjy Kiv nq‡Q| GmeB m¤¢e n‡q‡Q cÖvK…wZK m¤ú`, Avw_©K,gvbweK Ges mvs¯‹„wZK cyuwR‡Z cÖ‡e‡ki Kvi‡Y Ges cÖavb 

e¨w³ Ges AskxRb‡`i Ae`v‡bi gva¨‡g| Zv‡`i e¨w³MZ gv‡bvfve,e¨w³MZ welqMZ wbqg, e¨w³MZ AvPi‡Yi mv‡_ RwoZ 

welqvw`i Kvi‡Y| mvgvwRK wbqš¿Y, ¯^-Kvh©KvwiZv, mvgvwRK-gvbwmK kw³, m¤ú„³Zv, e¨¯ÍZv Ges cÖwZkÖæwZI Gi mv‡_ m¤ú„³|  
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Bloom’s Taxonomy: A Critical Analysis and Contemporary Perspectives 
 

Parul Khanna 

GLv‡b mvwnZ¨ ch©v‡jvPbvi jÿ¨ wQj, Bloom Gi †kÖYxweb¨v‡mi GKwU we¯Í…Z we‡kølY cÖ`vb Kiv, hv wkÿvi D‡Ïk¨ Ges Áv‡bi 

`ÿZvi †kÖYxwefv‡Mi Rb¨ e¨vcKfv‡e ¯^xK…Z GKwU KvVv‡gv| 1956 mv‡j Benjamin S. Bloom Ges Zvi mnKgx©‡`i Øviv 

weKvwkZ, Bloom Gi †kÖYxweb¨vm wkÿvi †ÿ‡Î cwiKíbv Ges bK&kv cÖYqbKvix‡`i Rb¨ GKwU wfwËcÖ¯‘i wn‡m‡e KvR K‡i‡Q Ges  

wkÿ‡Yi djvdj g~j¨vq‡Yi †ÿ‡ÎI GwU we‡klfv‡e Dc‡hvMx| GB ch©v‡jvPbvwU wkÿvi wewfbœ web¨vm Ry‡o Bloom Gi †kÖYxweb¨vm 

msµvšÍ HwZnvwmK †cÖÿvcU, KvVv‡gv Ges Gi cÖ‡qvM cÖwµqv cixÿv K‡i _v‡K| Dciš‘, GwU 21 kZ‡Ki wkÿvi µgea©gvb 

Pvwn`v¸‡jv‡K †gvKv‡ejv Kivi Rb¨ †kÖYxweb¨vmwUi mgv‡jvPbv, cwieZ©b Ges mgmvgwqK Awf‡hvRb¸wj A‡š^lY K‡i, we¯Í…Z 

we‡køl‡bi gva¨‡g| cvwÛZ¨c~Y© KvR¸wji †ÿ‡Î GB ch©v‡jvPbvwU g~j AšÍ`„©wó¸wj‡K ms‡køwlZ K‡i, D`xqgvb cÖeYZv¸wj‡K wPwýZ 

Ges wkÿvMZ †kÖYxKi‡Yi †ÿ‡Î fwel¨‡Zi M‡elYvi †ÿÎ¸wj‡KI mK‡ji `„wó‡MvPi K‡i _v‡K|  

ms‡ÿ‡c ejv hvq †h, iæweªK¸‡jv (rubricks) Kvh©Kifv‡e Bloom Gi †kÖYxKi‡Yi mv‡_ mvwie× Ki‡Z cv‡i Ggb my¯úó aviYv 

cÖ`vb K‡i, wewfbœ ¯Í‡i †evSvi mÿgZvi g~j¨vlb K‡i, D”P¯Í‡ii wPšÍvfvebv cwigvc K‡i, wewfbœ wel‡q DrmM©Zv, cÖwZwµqv,¯^-

g~j¨vq‡bi cÖPvi K‡i Ges G‡ÿ‡Î cÖ‡qvRbxq wb‡`©kYv¸‡jv‡K c„_K K‡i _v‡K| g~j¨vqY cÖwµqvq iæweªK¸‡jv‡K Kvh©Kifv‡e AšÍfz©³ 

Kivi gva¨‡g Bloom Gi †kÖYxweb¨vm Øviv msÁvwqZ DcvwR©Z Áv‡bi ivR¨Ry‡o wkÿv_x©‡`i g~j¨vqY cÖwµqvq mvnvh¨ K‡i _v‡K|  

 

Bangladesh’s Vision 2021: Lessons for a turbulent time 

 

Moazzem Hossain 

gvbbxq cÖavbgš¿x †kL nvwmbv, Ggwc Ges Zvi cÖ_g miKvi (1996-2001) †`‡k-we‡`‡k RvwZi fveg~wZ© cwieZ©‡b ¸iæZ¡c~Y© Ae`vb 

†i‡L‡Q| GB cvuP ermi ‡gqv`Kvj evsjv‡`‡ki Dbœqb I cwieZ©‡bi Rb¨ Zvrch©c~Y© mgq, Zvi miKv‡ii Dbœqb msµvšÍ G‡RÛv 

Abyhvqx Ges 2021 mv‡ji Rb¨ evsjv‡`‡ki Dbœq‡bi †ÿ‡Î miKv‡ii `„wófw½ hv wfkb 2021 mv‡g cwiwPZ| 2021 iƒcKíwU RvwZi 

wcZvi ¯^‡cœi g‡a¨ wbwnZ, Avkvev` Øviv AbycÖvwYZ, e½eÜz †kL gywRei ingvb evsjv‡`‡k‡K Ô‡mvbvi evsjvÕ wn‡m‡e M‡o Zzj‡Z 

†P‡qwQ‡jb|  

wfkb 2021 wb¤œwjwLZ welq/mgg¨v¸‡jv D‡jøwLZ hvi iƒc‡iLv †kL nvwmbv 2020 mv‡j K‡iwQ‡jb: 

 ¯^vaxbZvi m~eY© RqšÍx‡Z wK evsjv‡`kxiv 2021 mv‡ji g‡a¨ `vwi`ª¨gy³ n‡e? 

 2021 mv‡ji g‡a¨ wK evsjv‡`kxiv ga¨g ¯Í‡ii wk‡ívbœZ †`k wn‡m‡e cwiwPwZ cv‡e? 

 2021 mv‡jI wK evsjv‡`‡k MYZš¿ Ae¨vnZ _vK‡e? 

cÖ_‡gB wPšÍvq AeZviYv nq ev †h cÖm½ Av‡m  Zv n‡jv fwel¨‡Z mgm¨v ˆZwi n‡Z cv‡i Ggb †ÿÎ¸wj‡K wPwýZ Ki‡Z n‡e| †hgb: 

 MÖvgxY Kg©cÖ‡Póv ev D‡`¨v‡Mi ‡UKmB Dbœqb; DcK~jxq Rb‡Mvôxi fxweKv Ges mvgvwRK wbivcËv †eóbxi e¨vcv‡i AwaK 

hZœkxj nIqv| 

 miKvix LvZ †_‡K wekvj MÖvgxY Rb‡Mvôxi Rb¨ AwZwi³ m¤ú` wbwðZKiY|  

wØZxqZ, MÖvgxY Kg©cÖ‡Póvi †ÿ‡Î ¸iæZ¡c~Y© Dbœq‡bi Rb¨ fwel¨‡Zi bxwZ ms¯‹v‡i wewb‡qvM:  

 Drcv`bkxj K…wl, MÖvgxY wkí Ges ÿz`ª e¨emvi cÖeZ©b; 

 Rb¯^v¯’¨ Ges m¨vwb‡Ukb; 

 MÖvg †_‡K kn‡i gvby‡li ¯’vbvšÍi Ges PjvP‡ji Dci wewawb‡la Av‡ivc bv Kiv; 

 cÖkvm‡bi we‡K›`ªxKiY Ges mKj cÖKvi `vwi‡`ª¨i `ªæZ we‡gvPb; 

 cÖe„w×i †ÿ‡Î †UKmB MwZ eRvq ivLv; 

A_©‰bwZK I mvgvwRK †ÿ‡Î Gme AR©‡bi gva¨‡g wek^e¨vs‡Ki mg„w×i msÁv Abyhvqx evsjv‡`k GLb ¯^‡ívbœZ †_‡K GwM‡q ga¨g 

Av‡qi †`‡k cwiYZ nIqvi c‡_| gB‡qi cieZx© avc nj, 2041 mv‡ji g‡a¨ OECD (Organisation for Economic 
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Cooperation and Development) †`k¸wj‡Z †hvM`vb Kiv (PPP-Gi kZ©vbyhvqx BDGmwW 40,000 gv_vwcQz Avq) Ges GwU 

cÖZxqgvb nq †h, eZ©gvb Dbœqb Ges A_©‰bwZK Kg©Kv‡Ûi mv‡_ †`kwU eZ©gvb cÖe„w×i MwZc_ eRvq ivL‡Z cvi‡j Zv AR©‡bi 

m¤¢vebv i‡q‡Q|  

 

ICT tools, Course Plan, & Lesson Plan for outcome-based education:  

A case study of XYZ University 
 

Muhammad Mahboob Ali 

wkÿvi DrKl©Zv wkÿv_x©‡K djvdjwfwËK wkÿvi (Outcome based education-OBE) gva¨‡g Ávb I `ÿZv AR©‡b mnvqZv 

K‡i| wkÿvq Z_¨ I †hvMv‡hvM cÖhyw³ (Information and Communication Technologies) Øviv GwU mnRZi Kiv †h‡Z cv‡i, 

Ávb AR©‡bi c×wZ hv Aek¨B cvV¨µg Ges cvV cwiKíbvi mv‡_ mvgÄm¨c~Y© n‡Z n‡e| Aa¨qb ¸YMZ cÖK…wZi welqe¯‘| GB 

M‡elYvq XYZ wk‡ivbv‡gi GKwU AbygvbwfwËK wek^we`¨vj‡qi K_v we‡ePbv Kiv n‡q‡Q hv Avq-wfwËK wkÿvi e¨e¯’v Ki‡Z B”QzK| 

OBE Gi cÖavbMY Ggb GKwU wkÿv e¨e¯’v c×wZ cÖYqb Ki‡Z Pvq hv cyi‡bv-‰kjx wkÿv e¨e¯’v †_‡K wfbœ Ges GwU n‡e Avqg~jK 

wkÿvi cÖeZ©K| OBE c×wZ‡Z wkÿvwe` Øviv wkÿv_x©‡`i cyi‡bv wkÿvg~jK ˆkjx w`‡q cy‡iv m¤úª`v‡qi †mev Kivi cwie‡Z© GKwU 

DbœZ ms¯‹i‡Y Abykxj‡bi cÖwZ †Rvi †`Iqv nq|  

evsjv‡`‡k wkÿve¨e¯’v cÖYq‡bi †ÿ‡Î `ÿZvi NvUwZ i‡q‡Q hv cÖK…Zc‡ÿ Z_vKw_Z QvÎ‡`i Rb¨ †eKvi‡Z¡i m„wó Ki‡Q| wkÿv 

e¨e ’̄v, cÖwkÿY LvZ Ges †ckv evRv‡ii g‡a¨ wekvj e¨eavb jÿ¨ Kiv hvq| wkÿv Rxe‡b cÖvß Ávb‡K Kg©Rxe‡b ‡hb mdjfv‡e 

cÖ‡qvM Kiv hvq †mw`‡K `„wó †`Iqv bv n‡j †`‡k wkwÿZ †eKvi e„w× Qvov Avi wKQzB n‡e bv|  

GB M‡elYvwU g~jZ ¸YMZ gv‡bi| GB M‡elYvq M‡elKiv ICT (Information and Communication Technologies) miÄvgw`, 

†Kvm© cwiKíbv Ges cvV cwiKíbvi gva¨‡g Rvbvi †Póv K‡i‡Q †h, djvdjwfwËK wkÿv (Outcome based education-OBE) 

KZUzKz Kvh©Kix I `ÿZvi mv‡_ Kg©ms¯’v‡bi e¨e¯’vKi‡Yi †ÿ‡Î wkÿv_x©‡`i `ÿ K‡i Zzj‡Z cv‡i| GB M‡elYvi mgqKvj wQj 1 

†deªæqvwi 2023-31 gvP© 2023 ch©šÍ| M‡elYvq wkÿv_x©‡`i fwel¨Z Kg©Rxe‡b mn‡R cÖ‡ek Ges cÖvß Ávb‡K wKfv‡e Kv‡R jvMv‡bv 

hvq Zv †`Lv n‡q‡Q| G welqwU wbwðZ Kivi Rb¨ XYZ bvgK GKwU AbygvbwfwËK wek^we`¨vj‡qi wPšÍv Kiv n‡q‡Q| ev¯Í‡e GB 

ai‡Yi wek^we`¨vjq Pvjy Kiv m¤¢e n‡j Avkv Kiv hvq †h, fwel¨‡Z Kg©D‡`¨vgx wkwÿZ mgvR MVb Kiv hv‡e hviv DbœZ mgvR Z_v 

ivóª MV‡b Zvrch©c~Y© f‚wgKv ivL‡e|  

Entrepreneurship Potentials and Policy Imperatives to 

Overcome Child Labour in Bangladesh 

 

Anwara Begum 

MICS (UNICEF:200) cÖ`I cÖgvYmv‡c‡ÿ ‡`Lv hvq †h, RvZxqfv‡e wkï kÖ‡gi cÖv`y©fve 12.8 kZvsk, Zvi g‡a¨ 7.5 kZvsk wkï 

cvwievwiK KvR/e¨emvi Kv‡R hy³ i‡q‡Q| wkïkÖg ej‡Z eySvq, 15 erm‡ii Kg eqmx GKRb e¨w³i Øviv †Kvb KvR Kiv ev G eqmx 

Kv‡iv kÖ‡g/Kv‡R wbhy³ _vKv Ges hLb 5-14 ermi eqmx GKwU wkï cÖwZ mßv‡n 14-43 N›Uv,gRyixnxb Ges A‰eZwbK KvR K‡i, 

ZLb Zv‡K wec`¾bK wkïkÖg e‡j| M‡o ‰`wbK 5 kZvsk wkï 13-14 N›Uv KvR K‡i, †hLv‡b M„nKg© mxgvnxb ch©v‡q _v‡K| A‡bK 

wkï ‰Zj, mvevb, †Zvqv‡j, wPiæbx, Kvc‡oi KviLvbvq KvR K‡i _v‡K| †Q‡jiv cÖvqB gyw`‡`vKvb, †Wªb cwi¯‹vi, iv¯Ívi cv‡ki 

Ave©Rbv cwi¯‹vi Ges Mvwo †avqvi KvR K‡i _v‡K|  

wkïiv Mv‡g©›U‡m `„k¨gvb bvI n‡Z cv‡i wKš‘ Mv‡g©›U‡m Kg©ms¯’vb AvDU‡mv‡m©i gva¨‡g n‡Z cv‡i Ges wkï‡`i Gi mv‡_ RwoZ _vKvi 

welqwU ¯úó bq| nvviwKb wej-Gi cieZ©x‡Z wkï kÖwgK‡`i AvbyôvwbK wkíKviLvbv †_‡K QvUvB Kiv n‡q‡Q hw`I Kg wbivcËv Ges 

myiÿv m¤^wjZ AbvbyôvwbK BDwbU¸‡jvi cÖwZ AvKwl©Z Kiv n‡q‡Q| GwU g~jZ GB wkï‡`i Ges Zv‡`i cwiev‡ii †eu‡P _vKvi cÖkœ 

Ges gvbevwaKvi msµvšÍ mgm¨v¸wj ‰ewk^K I A_©‰bwZK e¨e¯’vi g‡a¨ mgvavb Kiv DwPZ hv ‡`k¸‡jvi mvgwóK-A_©‰bwZK cwiKíbv 

Ges Kg©m~wPi Dci cÖfve †d‡j| 2004 †_‡K 2008 mgqKv‡j wkï kÖwg‡Ki ˆewk^K msL¨v 222 wgwjqb †_‡K 215 wgwjq‡b ev 3 

kZvs‡k n&ªvm †c‡q‡Q Ges 2020-2021 mv‡ji GB n&ªv‡mi MwZ ˆewk^K MwZ‡K cÖwZwbwaZ¡ K‡i| GB wel‡q SDG ‡K `ytLRbKfv‡e 

Ad Uª¨v‡K i‡q‡Q e‡j g‡b nq| wkï kÖg RbmsL¨vMZ jf¨vs‡ki †ÿ‡Î GKwU mgm¨v Ges GwU cÖwZeÜKZv ˆZwi K‡i, KviY wecyj 
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msL¨K wkï wewfbœ ai‡bi A_©‰bwZK Kvh©Kjv‡c wb‡qvwRZ i‡q‡Q hv †ewkifvM †ÿ‡Î SzuwKc~Y©| GKwU wkïi ¯^vfvweK e„w×i Rb¨ we¯Í…Z 

Kg©N›Uv Acwinvh© Ges Gi e¨Zq wkïi wbivcËvi Dci weiƒc cÖfve †d‡j, kixwiK ev gvbwmK Ges ˆbwZK weKv‡k e¨vNvZ NUvq| GwU 

wkï AwaKvi j•Nb K‡i Ges SzuwKc~Y© Kv‡Ri mv‡_ wbweofv‡e RwoZ _vKvi Kvi‡Y wewfbœ ai‡Yi Amy¯’Zvq Zviv fz‡M| D`vniY¯^iƒc 

Zv‡`i K_v ejv hvq, hviv fvix ev wec`RbK miÄvgw` e¨envi K‡i ev A‡Uv‡gvevBj IqvK©kc, †gvUi M¨v‡iR Ges eR©¨ msMÖn 

BZ¨vw` Kv‡Ri mv‡_ hy³ i‡q‡Q|  

bxwZ-cwiKíbvi gva¨‡g ZiæY cÖR‡b¥i g‡a¨ D‡`¨v³v M‡o †Zvjv m¤¢e| G †kÖwbi Rb¨ GLbI G ai‡Yi cwiKíbv MÖnY Kiv nqwb| 

c‡_-Nv‡U emevmKvix wkïiv LyeB †kvPbxq Ae¯’vq Rxebhvcb K‡i Ges wewfbœ wec`RbK Kv‡R wjß nq| Pig `vwi`ª¨ Ges Amy¯’Zvi 

Kvi‡Y Zv‡`i ¯^v¯’¨nvwb N‡U| Dchy³ cÖwkÿY w`‡q G ai‡Yi wkï‡`i D‡`¨v³v wn‡m‡e M‡o †Zvjv m¤¢e| miKvwi D‡`¨v‡Mi cvkvcvwk 

GbwRI-iv G‡ÿ‡Î Kvh©Kix f‚wgKv cvjb Ki‡Z cv‡i| miKvi G e¨vcv‡i hw` h_vh_ bxwZ cÖYqb K‡i SzuwKc~Y© Kv‡R wb‡qwRZ 

wkïkÖwgK‡`i jÿ¨fz³ Rb‡Mvôx wn‡m‡e wPwýZ K‡i Zv‡`i cÖ‡qvRbxq cÖwkÿY w`‡q D‡`¨v³v wn‡m‡e M‡o Zzj‡Z cv‡i, Zvn‡j Zviv 

mgv‡Ri Z_v iv÷ªxq m¤ú‡` cwiYZ n‡e| Z‡e D‡`¨³v nIqvi wKQz myweavi cvkvcvwk  wKQz AmyweavI i‡q‡Q| †hgb: 

myweavmg~n: 

1. m¤§vbRbK Dcv‡q DcvR©bÿg nIqv hvq; 

2. Aí mg‡qi g‡a¨ ¯^vej¤^x nIqvi mwVK cš’v; 

3. eû gvby‡li Kg©ms¯’v‡bi my‡hvM m„wó‡Z f‚wgKv ivLv hvq; 

4. PvKzix evRv‡ii Dci A‡nZzK Pvuc K‡g; 

5. SzuwKc~Y© wkïkÖg †jvc cvq; 

6. m‡e©vcwi Avw_©K cÖe„w× ev‡o; 

7. cÖwkwÿZ Rb‡Mvóx ˆZwi nq; 

8. ¯^vaxbfv‡e KvR Kivi my‡hvM _v‡K; 

9. m„RbkxjZvi weKvk NUvi Ab¨Zg gva¨g; 

10. ‡eKviZ¡ K‡g; 

 

Amyweavmg~n: 

1. hviv ch©vß cÖwkÿY cvq bv Zviv wU‡K _vK‡Z cv‡i bv; 

2. A‡bKmgq e¨vsK †jvb cÖvwß‡Z RwUjZv ˆZwi nq we‡kl K‡i †QvU D‡`¨v³v‡`i †ÿ‡Î; 

3. bM` A_©vfv‡e A‡bK mgq e¨emv eÜ n‡q hvq; 

4. cÖwZ‡hvMxZvi evRv‡i Lvc LvIqv‡Z bv cvi‡j A‡bKmgq gvbwmK wech©‡qi wkKvi nq D‡`¨v³viv; 

5. AcwiKwíZ `xN© Kg©N›Uv Ges AwZwi³ cwikÖg Ki‡Z nq; 

D‡jøwLZ Amyweav ev SuywK _vKvi c‡iI D‡`¨v³v nIqvi †ÿ‡Î myweavmg~nB †ewk| ZvB G msµvšÍ miKvwi bxwZ cÖYqb Ges mswkøó 

wefvM¸‡jvi gva¨‡g Zvi h_vh_ ev¯Íevqb K‡i wkï‡`i‡K SuywKc~Y© kvixwiK cwikÖg †_‡K mwi‡q G‡b Zv‡`i cÖ‡qvRbxq wkÿv-

cÖwkÿ‡Yi gva¨‡g D‡`¨v³v K‡i †Zvjvi D‡`¨vM MÖnY Kiv DwPZ| miKv‡ii cvkvcvwk wewfbœ †emiKvwi cÖwZôvb, RvwZms‡Ni wewfbœ 

cÖwZôvb, GbwRI-‡KI G D‡`¨v‡Mi mnhvÎx n‡Z n‡e| B‡Zvg‡a¨ †hmKj cÖwZôvb D‡`¨v³v‡`i Rb¨ cÖwkÿY cwiPvjbv Ki‡Q Zv‡`i 

mv‡_ miKvi †hŠ_fv‡e cÖKí ev¯Íevqb Ki‡Z cv‡i| we‡kl K‡i cÖZ¨šÍ AÂjmg~‡n G msµvšÍ cÖPviYv Pvjv‡Z n‡e wewfbœ c_bvUK ev 

MYgva¨‡gi mvnv‡h¨| miKvimn Ab¨vb¨ mswkøó cÖwZôvb¸‡jv G ai‡Yi Kvh©Kix D‡`¨vM MÖnY K‡i wkï‡`i D‡`¨v³v wn‡m‡e M‡o 

Zzj‡Z mÿg n‡j Zviv †`‡ki A_©bxwZi cÖe„w×i PvKv‡K GwM‡q wb‡Z †hgb mvnvh¨ Ki‡e †Zgwb ¯̂v¯’¨SuywKi nvZ †_‡KI iÿv cv‡e| 

cvkvcvwk wb‡Ri I cwiev‡ii Avw_©K msKU `~i Kivi †ÿ‡Î mwµq f‚wgKv cvjb Ki‡e e‡j Avkv Kiv hvq|  

‡hmKj wkïiv Rb¥ †_‡K AmgZv ev ˆel‡g¨i wkKvi Zv‡`i‡K D‡`¨v³v wn‡m‡e M‡o †Zvjv n‡j wkïkÖg `~ixKiYmn Zv‡`i Rxebgvb 

Db œq‡bi gva¨‡g Zv‡`i Rb¨ DbœZ Ges m¤§vbRbK fwel¨r wbwðZ Kiv m¤¢e|  
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An Adaptation of Grocery in the Digital Economy:  

A case study in Thailand 
 

Srisuda Namraksa, Tanpat Kraiwanit & Pongsakorn Limna 

gyw`‡`vKvb GLb †KbvKvUv Kivi Rb¨ GKwU ¸iæZ¡c~Y© MšÍ‡e¨ cwiYZ n‡q‡Q| †hLv‡b MÖvnKiv Zv‡`i cQ‡›`i †h‡Kvb wRwbm †hgb: 

wbZ¨ cÖ‡qvRbxq ª̀evw`, dzj, ZvRv Kwd, Kwdi Kvcmn mewKQz µq Ki‡Z cv‡i| GB M‡elYvi jÿ¨ n‡”Q, wWwRUvj A_©bxwZ‡Z gyw` 

†`vKv‡bi Awf‡hvRb e¨vL¨v Kiv| GLv‡b GKwU ¸YMZ c×wZ e¨envi Kiv n‡qwQj| D‡Ïk¨g~jK bgybvq‡bi gva¨‡g `k Rb g~j 

Z_¨`vZvi Mfxifv‡e mvÿvrKvi MÖnY Kiv n‡qwQj| welqe¯‘ we‡kølY Ges I Z_-DcvË we‡køl‡Yi Rb¨ NVivo e¨envi Kiv n‡qwQj| 

AbymÜv‡bi gva¨‡g Rvbv hvq †h, MÖvnK wfwË‡Z Pvwn`v cwieZ©b nIqvi Kvi‡Y †`vKvb¸wj Zv‡`i Z¡wiZ iƒcvšÍi cÖwµqvi ga¨ w`‡q 

P‡j‡Q| wewfbœ eªvÛ Ges LyPiv we‡µZv‡`i Rb¨ gyw` cmiv ev mvgMÖx µ‡qi Af¨vm¸wj wKfv‡e cwiewZ©Z n‡”Q Ges ‡kqvi evov‡bvi 

Rb¨ evRvi wKfv‡e weKwkZ n‡”Q Zv cÖ_‡g †evSv ¸iæZ¡c~Y©| Z`ycwi, cÖhyw³ gyw`‡`vKv‡bi MZvbyMwZK wµqvKjv‡ci cÖevn‡K we`vq 

Rvwb‡q GKwU AvaywbK Bb-‡÷vi cwi‡ek cÖ`vb K‡i mwVKf‡e LiP cwiPvjbvi e¨e¯’v Ki‡Z cv‡i| djvd‡j, LyPiv I cvBKvwi 

we‡µZv‡`i cwi‡lev DbœZ Ki‡Z cv‡i cÖhyw³ hvi d‡j Zviv wWwRUvj hy‡M MÖvnK‡`i AvPiY I Pvwn`vi mv‡_ Zvj wgwj‡q Pj‡Z 

cvi‡e| fwel¨‡Z, e¨emvi gvwjK I KY©avi‡`i Kg©ÿgZv evo‡e Ges Zviv MÖvnK mš‘wó weav‡b mÿg n‡e| hvi djkÖæwZ‡Z, gyw` ev 

†QvU e¨emvqxiv D”P e¨emvwqK Kg©ÿgZv AR©‡b mÿg n‡e|  

MZ GK `k‡K, _vBj¨vÛ mn mviv we‡k^ LyPiv wkí‡ÿ‡Î bvUKxq cwieZ©b jÿ¨ Kiv hvq| evRv‡ii cwimi e„w×, eªv‡Ûi cÖwZ †µZv‡`i 

AvK…óZv BZ¨vw`i cvkvcvwk LyPiv we†µZv‡`i cÖ_‡gB Dcjw× Ki‡Z n‡e wKfv‡e MÖvnK‡`i gyw` mvgMÖx µ‡qi Af¨vm cwiewZ©Z Ges 

weKwkZ n‡”Q| ‡fv³viv GLb evmvi e‡m gyw` mvgMÖx ev evRvi †c‡Z ¯^v”Q›`¨‡eva Ki‡Q| gyw` †`vKvb¸wj hw` mycvikc ev Bb-

‡÷v‡ii gZ cY¨mvgMÖx‡Z evi‡Kv‡Wi w`‡q †j‡ej K‡i Zvn‡j Kg©x‡`i c‡ÿ Zv mn‡RB I `ÿZvi mv‡_ h‡š¿i mvnv‡h¨ hvPvB K‡i 

MÖvnK‡`i wej cÖ`vb Kiv m¤¢e n‡e Z_v MÖvnK‡mev DbœZ-AvaywbK Kiv hv‡e I Zv mgq mvkÖqx n‡e| Gi d‡j e¨emv‡q MwZ Avm‡e 

Ges e¨emvqxiv AvaywbK Dcv‡q mdjfv‡e e¨emv cwiPvjbv Ki‡Z cvi‡e|  

 

Post-Implementation Analysis of Chittagong Strategic Road Corridor Maintenance and 

Improvement Project in Bangladesh 
 

Dipti Ranjan Mohapatra 

cÖvK-m¤¢ve¨Zv cÖwZ‡e`‡b PÆMÖv‡gi †KŠkjMZ moK Kwi‡Wvi iÿYv‡eÿY I Dbœqb cÖK‡íi A_©‰bwZK myweav MYbv Kiv n‡q‡Q Ges 

wZbwU Kwi‡Wv‡ii Dbœqb cÖK‡íi Kwi‡Wvi Dbœqb Dcv`vb (Corridor Improvement Components-CIC) m¤ú‡K© GLv‡b 

Av‡jvPbv Kiv n‡q‡Q| 32.91,16.92,12.22 wn‡m‡e wZbwU Kwi‡Wvi Dbœqb Dcv`vb Ges `yBwU moK Dbœqb Dcv`vb 

29.80,26.95 wn‡m‡e GLv‡b D‡jøL Kiv n‡q‡Q| Z‡e Af¨šÍixY A_©‰bwZe cÖZ¨veZ©‡bi cieZx© nvi‡K mw¤§wjZfv‡e CIC MYbv 

K‡i‡Q 17.10% Ges moK iÿYv‡eÿY Dcv`vb (Road maintenance component-RMC) 17.40%| Chittagong Project 

Access Road (CAPR) wiUv‡b©i Avw_©K Af¨šÍixY nvi-2.47% wn‡m‡e MYbv K‡i‡Q GLv‡b cÖK‡íi mdjZvi Zzjbvq Kg †iU 

wba©viY K‡i‡Q| cÖKíwU‡Z cÖvmw½K, Kvh©K‡ii PvB‡Z Kg, `ÿ Ges m¤¢ve¨ †UKmB nIqvi PvB‡Z Kg †iU wba©viY Kiv n‡q‡Q|  

cÖKíwU evsjv‡`‡ki Rb¨ AZ¨šÍ cÖvmw½K| cÖK‡íi D‡Ïk¨ Ges bKkv evsjv‡`k miKv‡ii Dbœqb †KŠkj Ges ADB-Gi AvIZvfz³ 

†`kmg~‡ni Dbœqb †KŠk‡ji mv‡_ mvgÄm¨c~Y©| G‡Z kw³kvjx A_©‰bwZK Dbœqb Ges `vwi`ª¨ wbim‡bi Dcv`vb wQj| cÖK‡íi bKkv 

AeKvV‡gv wbg©v‡Yi wewfbœ mgqmxgv‡K ch©vßfv‡e cÖwZdwjZ K‡iwb hv bZzb cÖvwZôvwbK ÿgZv weKv‡ki mv‡_ m¤úwK©Z wQj| 

†emjvBb Z_¨-Dc‡Ëi Abycw¯’wZi Kvi‡Y G cÖK‡íi mwVK Kvh©KvwiZv ev myweav‡fvMxiv KZUzKz myweav cÖvß n‡Z cviZ G welq¸wj 

g~j¨vqY Kiv KwVb| moK iÿYv‡eÿY cÖKíwU AZ¨šÍ Kvh©Ki I cÖ‡qvRbxq welq| wejw¤^Z ev¯Íevqb cÖwµqv cÖK‡íi `ÿZv‡K n«vm 

K‡i‡Q| cÖKíwU e¨envi‡hvM¨ nIqvi m¤¢vebv Kg| cÖK‡íi ¯’vwqZ¡ ch©vß iÿYv‡eÿY, Abykxjb Ges A_©vq‡bi Dci wbf©i K‡i|   
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Entrepreneurial Orientation for Sustainable Business 
 

K.S. Gupta 

GB M‡elYvc‡Îi D‡Ïk¨ wQj D‡`¨v³v‡`i g‡bi weKv‡k †hmKj evuav cÖfve we¯Ívi K‡i _v‡K Zv Zz‡j aiv| AwaKvsk mgq Ges 

AwaKvsk †ÿ‡Î D‡`¨v³viv Zv‡`i g‡bi Dci †hmKj welq †bwZevPK cÖfve we¯Ívi Ki‡Z cv‡i, †m m¤ú‡K© AeMZ bq| gb 

cwieZ©‡bi cÖ_g avc n‡”Q m‡PZbZv m„wó|  

BDwbwjfv‡ii ÔDbœZ †bZ…Z¡, DbœZ wek^Õ Gi cÖwZ‡e`b Abyhvqx, RvwZms‡Ni ˆewk^K jÿ¨vbyhvwq,GKwU †UKmB e¨emv mdjfv‡e e„w×i 

Rb¨ †bZ…‡Z¡i cÖ‡Póv ¸iæZ¡c~Y©| e¨emv AwaK †UKmB Kivi †ÿ‡Î wb¤œwjwLZ civgk©mg~n cÖ‡hvR¨: 

1. cÖ‡qvR‡bi mv‡_ m¤ú„³ nIqv; 

2. mvgvwRK wek^vm cÖwZôv ev cybtcÖwZôv; 

3. ¯’vwqZ¡‡K g~jbxwZ wn‡m‡e MÖnY Kiv; 

4. M‡elYv Kiv; 

5. bZzbZ¡ Avbv; 

6. ‡bZ„Z¡ AšÍfz©w³Ki‡Yi †ÿ‡Î wewPÎZv iÿv; 

7. `xN©‡gqv`x I mvgwMÖK `„wó cÖYqb; 

8. `vqe×Zv I µgvMZ DbœwZi cÖ‡Póv; 

9. mn‡hvMx wn‡m‡e cÖwZ‡hvMxZv‡K eiY Kiv; 

D‡`¨v³v Ges e¨emvi †UKmBZv wbf©i K‡i D‡`¨³vi gvbwmK Ae¯’vi Dci| myZivs GLv‡b Dc¯’vwcZ g‡WjwU †UKmB Dbœqb Ges 

D‡`¨v³v‡`i g‡a¨ m¤úK© wb‡q fwel¨‡Z M‡elYvi Rb¨ Dc‡hvMx n‡Z cv‡i| GB A‡_© GB KvVv‡gvwU miKvwi cÖwZôvb, M‡elYv 

cÖwZôvb, wewb‡qvMKvix Ges D‡`¨v³v‡`i Rb¨ Dchy³ n‡Z cv‡i we‡kl K‡i hviv ¯’vbxqfv‡e GKwU †UKmB Dcv‡q KvR Kivi 

m¤¢vebv‡K cwiKíbv wn‡m‡e MÖnY K‡i| GQvovI Ab¨vb¨ AskxR‡bivI Gi mv‡_ RwoZ n‡Z cv‡i|  

 

Business in a world of uncertainty: Problems and Persistence 
 

Pranjal Kumar Phukan 

eZ©gv‡b cwi‡ek, cÖhyw³,A_©bxwZ Ges ms¯‹…wZ mKj wKQz‡ZB Zvrch©c~Y© cwieZ©b jÿ¨ Kiv hvq| µgvMZ `ÿZvi DbœwZi Dci wfwË 

K‡i wek^ GLb Avi mewKQz †fvM ev Dbœqb Kiv m¤¢e nq bv| mgm¨v n‡”Q Ôe¨emv MZvbyMwZK ev ¯^vfvweKÕ _vK‡e KZw`b G AwbwðZ 

welqwU GLb Avi MÖnY‡hvM¨ bq| mv¤úªwZK mg‡q Dbœqb Ges Zv‡Z µgea©gvb MwZ _vKv m‡Ë¡I wek̂Ry‡o miKvi Ges K‡c©v‡iU 

ms¯’v¸wj e¨emvi DbœwZi aviv‡K ev¯‘evq‡b ev a‡i ivL‡Z Aÿg n‡q‡Q| gvby‡li †eu‡P _vKvi Rb¨ cÖ‡qvRb iƒcvšÍig~jK cwieZ©b| 

GgbwK GB cieZ©b hw` MÖ‡ni cÖvK…wZK m¤ú`‡K n&ªvm K‡i Ges ¯^v¯’¨‡ÿÎ‡K `xN©‡gqv`x ûgwKi gy‡L †d‡j Z_vwc cÖfve we¯ÍviKvix 

cÖwZwµqv¸wj ¯^í‡gqv`x Avw_©K I A_©‰bwZK cybiæ×v‡ii jÿ¨‡K AMÖvwaKvi †`q Ges AMÖMwZi AbyNUK wn‡m‡e cÖe„w× Ae¨vnZ iv‡L| 

GwU mwZ¨ †h, GB mg¯Í welqvejx GLb wec`RbK cwiw¯’wZ‡Z i‡q‡Q, cvkvcvwk e¨emvqx †bZviv Zv‡`i mdjZvi e¨vcv‡i m‡PZb 

Ges Zviv Rv‡b †h, Zv‡`i mvdj¨ RbM‡Yi my¯’Zv,w¯’wZ¯’vcK mgvR,Drcv`bkxj cÖvK…wZK e¨e¯’v Ges GKwU w¯’wZkxj Rjevqy _vKvi 

Dci wbf©i K‡i| cÖhyw³ e¨envi K‡i cÖv_wgKfv‡e Rxevk¥ e¨env‡ii gva¨‡g AvMvgx eQi¸‡jv‡Z wkí‡ÿ‡Î Zv Kv‡R jvMv‡bv DwPZ| 

cwienb LvZ we ỳ¨r Ges Zvc Drcv`b e¨emvi Dci cÖfve we¯Ívi Ki‡e| 2030 mv‡ji g‡a¨ 50% Ges 2050 mv‡ji g‡a¨ 80% 

nvi n&ªvm †iv‡ai jÿ¨mg~n AR©b Kivi Rb¨ bevqb‡hvM¨ kw³i `ªæZ Awf‡hvRb, we`y¨Zvqb I wkí cÖwµqv Ges kw³-m¤ú‡`i 

wWKve©bvB‡Rkb †mBmv‡_ wbweo A_©‰bwZK LvZI cÖ‡qvRb|  

weÁvb Ø¨_©nxb Ges Gi BwZevPK A_©bxwZ‡Z iƒcvšÍ‡ii ev¯Íe m¤¢veYv i‡q‡Q| A_©bxwZ I Kg©‡ÿ‡Î wj½ ˆelg¨ n&ªvm Kivi Rb¨ we‡k̂ 

bvixi ÿgZvqbmn iƒcvšÍwiZ cwieZ©b‡K DbœxZ Kivi †ÿ‡Î miKv‡ii eivÏ‡K GKwÎZ Kivi my‡hvM‡K Kv‡R jvMv‡bv hvq| e¨emvwqK 

m¤úª`v‡qi c‡ÿ †`k‡K cÖK…wZ-evÜe iv‡óªi w`‡K cwiPvwjZ Kivi my‡hvM i‡q‡Q| ‡h e¨emv¸‡jv GB mg‡qi A‡š^lY, cixÿv, 

mn‡hvMxZv Ges Ae‡k‡l cwieZ©‡bi mv‡_ gvwb‡q †bIqvi Rb¨ mg‡qi mØ¨envi Ki‡Z cv‡i †m¸‡jvB g~jZ cÖwZ‡hvMxZvq GwM‡q 

_vK‡e|  
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Challenges of Entrepreneurship in Post-Covid Scenario 
 

Kunal Sil 

‡KvwfW-19 mgvR‡K gvivZœKfv‡e cÖfvweZ K‡i‡Q Ges wek^e¨vcx e¨emvwqK PP©v‡K cwiewZ©Z K‡i‡Q| bZzb e¨emvwqK †KŠkj 

cÖ‡qvRb, hv wek^ evRv‡i cÖwZ‡hvwMZv Kivi Rb¨ K‡c©v‡iU wPšÍvi Dci wbf©i K‡i| K‡ivbv fvBivi‡mi Kvi‡Y D‡`¨v³v‡`i e¨emv‡qi 

†ÿ‡Î †bwZevPK cÖfv‡ei cvkvcvwk BwZevPK cÖfve i‡q‡Q| jÿ jÿ D‡`¨v³v †KvwfW-19 Gi Kvi‡Y A_©‰bwZK ÿwZi m¤§yLxb 

n‡q‡Q| A‡bK D‡`¨v³v‡ e¨emv eÜ n‡q wM‡q‡Q we‡kl K‡i hviv w`b Av‡b w`b Lvq Zv‡`i wU‡K _vKvi Rb¨ A‡bK jMvB Ki‡Z 

n‡q‡Q| A‡bK †`‡k jK-WvDb Ges mvgvwRK `~iZ¡ eRvq ivLvi Kvi‡Y wewfbœ wRwb‡mi Pvwn`v n&ªvm †c‡q‡Q| GwU Drcv`b I 

e¨emvwqK Kvh©µg‡K cÖfvweZ K‡i‡Q KwVbfv‡e|  

Z‡e D‡`¨v³viv gnvgvixi GB cwiw¯’wZ‡KI PvB‡j Kv‡R jvwM‡q my‡hv‡M iƒcvšÍwiZ Ki‡Z cv‡ib| †QvU-eo mKj D‡`¨v³v‡K Aek¨B 

Zvi `ÿZv Ges mÿgZv‡K e¨envi K‡i eZ©gvb e¨emv‡K cybiæ¾xweZ Kivi †ÿ‡Î D‡`¨vMx n‡Z n‡e| e¨emvqx m¤úª`v‡qi DwPZ  

gnvgvixKv‡j bZzb †hmKj cÖ‡qvRb m„wó n‡”Q †m¸wj‡K wPwýZ K‡i †mB cÖ‡qvRbxq e¨envh© wRwb‡mi e¨emv ïiæ Kiv| †hgb: †dm 

gv¯‹, wkì, AbjvB‡b Lv`¨ cwi‡lev BZ¨vw`| GBfv‡e msKUKvjI GKwU Afvebxq my‡hv‡M iƒcvšÍwiZ n‡Z cv‡i| gnvgvix cwiw¯’wZI 

D‡`¨v³v ev wewfb& e¨emv cÖwZôvb‡K bZzb e¨emv ïiæ Kivi w`‡K avweZ Ki‡Z cv‡i|    

 

Entrepreneurial opportunities by way of green funding in Rural areas in Bangladesh 
 

K. S. Kadu & Shyam Shukla 

meyR kãwU eZ©gvb mg‡q GKwU ¸Ä‡Y cwiYZ n‡q‡Q| GKzk kZ‡K meyR‡K ‡K›`ª K‡i Znwej MV‡bi cÖwµqv ïiæ nq| GwU e¨emvi 

†ÿ‡Î Avw_©K welqwU cÖwZwbwaZ¡ K‡i hv cwi‡ek I mvgvwRK w`K w`‡q DËg wn‡m‡e we‡ewPZ nq| meyR Znwej ˆZwi n‡Z cv‡i 

mgZvi wfwË‡Z †Kvb e¨vsK FY, miKvwi-‡emiKvwi ms¯’v, wewb‡qvMKvix cÖwZôvb ev e¨emv cÖwZôvb cÖ`Ë Aby`vb †_‡K| meyR Znwej 

w`‡q e¨emv M‡o †Zvjvi A_© n‡”Q, GB e¨emvi gva¨‡g c„w_ex iÿv Ges Gi Gi ewm›`v‡`i mvgvwRKfv‡e m‡PZb Kiv|  

1971 mv‡j evsjv‡`k ¯^vaxbZv AR©‡bi ci GLv‡b e¨emvi cÖPzi my‡hvM m„wó n‡q‡Q| GLv‡b ch©Ub e¨emv‡K cÖmvwiZ Kiv m¤¢e| wecbœ 

i‡qj †e½j UvBMvimn wewfbœ eb¨cÖvYxi wekvj cwimi i‡q‡Q my›`ie‡b| GwU GKwU ¸iæZ¡c~Y© ch©Ub GjvKv| GQvov gmwjb,‡ikgmn 

wewfbœ c‡Y¨i evwYR¨‡K cybiæ¾xweZ Kiv †h‡Z cv‡i| wejyß cY¨¸wji Dci cÖ‡qvRbxq M‡elYvi gva¨‡g †Kb Zv nvwi‡q hv‡”Q Ges 

wKfv‡e wdwi‡q Abv hvq Zv Rvbv m¤¢e|  

evsjv‡`‡ki wekvj GjvKvRy‡o MÖvg i‡q‡Q| MÖvgxY GjvKvi AwaKvsk Rb‡Mvôx K…wlKvR Ges †ÿZ-Lvgv‡ii Kv‡R m¤ú„³| Dchy³ 

Kg©ms¯’v‡bi Afv‡e MÖv‡g †eKviZ¡ jÿ¨ Kiv hvq| MÖv‡gi wecyj Kg©ÿg Rb‡Mvôx i‡q‡Q hviv wewfbœ wkí-cÖwZôv‡b KvR Ki‡Z cv‡i 

Ges wb‡R‡`i Avw_©K Ae¯’vi Dbœqb NUv‡Z cv‡i| K„wl ch©U‡bi aviYv fwel¨‡Z MÖv‡gi gvby‡li fv‡M¨i Dbœqb NUv‡Z mnvqK f‚wgKv 

cvjb Ki‡Z cv‡i|  

meyR wewb‡qvM cÖKí †mKj †ÿ‡Î e¨envi Kiv n‡e hv cwi‡ekevÜe Ges A_©‰bwZKfv‡e Kvh©Ki| hvi d‡j Avgv‡`i cwi‡ek cwi¯‹vi 

I meyR ivLv m¤¢e n‡e| wb¤œwjwLZ †ÿÎ¸wj‡Z myeR wewb‡qvM m¤¢e n‡Z cv‡i: 

1. ‡mŠikw³; 

2. evqykw³; 

3. e„ÿ‡ivcY; 

4. meyR I cwi‡ekevÜe nvBI‡q; 

5. ‰Re Pvl; 

6. cwi‡ekMZ cwigvc; 

7. meyR msµvšÍ mgm¨v I M‡elYv; 

8. meyR m¤úwK©Z KvRmg~n; 
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cwi‡ek myiÿvq mey‡Ri e¨envi wbwðZ Kivi Rb¨ G‡ÿ‡Î µgvMZ wewb‡qvM Riæix| cwi‡ek myiÿvi gnr D‡Ï‡k¨i Rb¨ Avgv‡`i 

mKj‡K HK¨e× n‡Z n‡e Ab¨_vq AbvKvw•LZ cwiYwZi gy‡LvgywL nIqvi Rb¨ gvbwmK cÖ¯‘wZ ivL‡Z n‡e| ZvB mKj‡K G wel‡q 

m‡PZbZvi cvkvcvwk meyRvq‡bi e¨vcv‡i D‡`¨vMx n‡Z n‡e| Gi d‡j Avgiv fwel¨Z cÖR‡b¥i Rb¨ GKwU †mvbvjx Aa¨vq iPbv K‡i 

†h‡Z cvie|  

 

A Study on the Role of Biometric Technology in Relation to University  

Teachers with Special Reference to Pune City 

Saroj Hiremath & S.B. Thorat 

ev‡q‡gwU&ªK c×wZ `xN©w`b a‡i Awfevm‡b I Kv÷gm, kvixwiK wbivcËv Ges Kw¤úDUv‡ii wbivcËvi Rb¨ kbv³KiY Ges cÖgvbxKiY 

msµvšÍ mgm¨v mgvav‡bi †ÿ‡Î GKwU kw³kvjx nvwZqvi wn‡m‡e cwiwPZ| ª̀æZ, mwVK Ges wbf©i‡hvM¨ wbivcËvi Rb¨ µgea©gvb 

Pvwn`v QvovI ev‡qv‡gwU&ªK c×wZ m¤úªwZ Rbm‡PZbZvqI cÖ‡ek Ki‡Z ïiæ K‡i‡Q| miKvi cy‡b wek^we`¨vj‡qi Awafz³ mg¯Í 

ivR¨,miKvwi Kg©KZ©v Ges K‡jRmg~‡ni Rb¨ ev‡qv‡gwU&ªK c×wZ Pvjy Kiv eva¨Zvg~jK K‡i‡Q| GiB mv‡_ mvgÄm¨ †i‡L GB 

M‡elYvq wek^we`¨vj‡qi wkÿK‡`i †ÿ‡Î ev‡qv‡gwUªK c×wZi f‚wgKv wPwýZ Kivi †Póv Kiv n‡q‡Q A_©vr cy‡b kn‡ii cy‡b 

wek^we`¨vj‡qi Awafz³ mKj d¨vKwëMY G M‡elYvi AvIZvfz³ n‡q‡Q|  

mg¯Í ev‡qv‡gwU&ªK †KŠkj¸wji g‡a¨, AvOz‡ji Qvc-wfwËK kbv³KiY nj cÖvPxbZg c×wZ hv mdjfv‡e AmsL¨ A¨vwcø‡Kk‡b e¨envi 

Kiv n‡q‡Q| cÖ‡Z¨‡KiB Abb¨,AcwieZ©bxq AvOy‡ji Qvc i‡q‡Q| GKwU Av½y‡ji Qvc AvOz‡ji Dcwifv‡Mi GKvwaK wkjv Ges Pzov 

w`‡q ˆZwi| GKwU AvOz‡ji Qv‡ci ¯^Zš¿Zv ˆkjwkiv Ges Pzov¸wji ai‡Yi cvkvcvwk ÿz`ªvK…wZi we›`y¸wji Øviv wba©vwiZ n‡Z cv‡i| 

†QvU we›`y¸wj nj ¯’vbxq ˆkjwkivi ˆewkó¨ hv mvaviYZ nq ˆkjwkivi wefvR‡bi Kvi‡Y| wkÿv cÖwZôv‡b ev‡qv‡gwUªK c×wZi †ÿ‡Î 

AvOz‡ji Qvc e¨envi Kiv nq wkÿv_x©‡`i ¯^Zš¿ cwiPq kbv³Ki‡Yi †ÿ‡Î|  

Z‡e memgqB GKwU bZzb cÖhyw³i mv‡_ gvwb‡q PjvUv GKwU D‡Ø‡Mi welq n‡q `vovq| GB M‡elYvq †`Lv wM‡q‡Q †h, wKQz msL¨K 

†jvK ev‡qv‡gwUªK c×wZ MÖnY Ki‡Z B”QzK bq| Zviv G welqwU‡K A‡nZzK gvbwmK Pvc g‡b K‡i| GgbwK †KD †KD g‡b K‡ib †h, 

GwU Zv‡`i Kg©ÿgZvi AebwZ NUvq| wKš‘ fwel‡Z GB c×wZ GKwU Awbevh© wel‡q cwiYZ n‡e e‡j g‡b Kiv nq| wkÿv cÖwZôvb, 

cÖvB‡fU †Kv¤úvbx, miKvwi wefvM mKj †ÿ‡ÎB cÖhyw³i Dbœqb Ges DbœZ wkÿvi †ÿ‡Î Gi e¨envi‡hvM¨Zv ¸iæZ¡c~Y© Ges Gi gvb 

wbf©i‡hvM¨ e‡j cÖgvwYZ n‡q‡Q| ZvB GB c×wZi  e¨envi e„w× Ges GwU wUwK‡q ivLvi Rb¨ Gi cÖPviYv evov‡Z n‡e|  

 

BASTOB’s 25- year journey for downtrodden peoplen: An impact analysis 

Md. Jamal Hossain 

1997 mv‡ji 4Vv RyjvB evsjv‡`‡ki RbM‡Yi ¯^-Dbœq‡bi j‡ÿ¨ GK`j cÖwZkÖæwZe× mgvR Kg©x‡`i Øviv ev¯Íe bvgK cÖwZôvbwU M‡o 

D‡V| evsjv‡`‡k e¨vcK Ae`vb ivLvi †ÿ‡Î GwU we‡klfv‡e cwiwPZ| cÖv_wgKfv‡e ev¯Íe GKwU AjvfRbK, AivR‰bwZK †¯^”Qv‡mex 

Dbœqb ms¯’v| GwU †iwR÷vW© Ae R‡qb ÷K †Kv¯úvbxi AvIZvq GbwRI welqK ey¨‡iv‡Z wbewÜZ GKwU cÖwZôvb Ges cÖavbgš¿xi 

Kvh©vj‡qi mwgwZ AvB‡bi Aax‡bI wbewÜZ n‡q‡Q| eZ©gv‡b 500 Rb Kg©x wb‡q Gi 65wU kvLv Awdmmn mviv evsjv‡`‡k 11wU 

†Rjv,196wU BDwbqb/‡cŠimfv, 1780wU MÖv‡g/Iqv‡W© ¯^Zš¿fv‡e 61,046wU myweavewÂZ cwiev‡ii mv‡_ KvR Ki‡Q|  

ev¯Íe Ggb GKwU kvwšÍc~Y© mgvR MV‡b cÖZ¨qx †hLv‡b `wi`ªcxwoZ I myweavewÂZ gvbyl ¯^vaxbfv‡e ¯^vej¤^x n‡Z cv‡i Ges wb‡Ri 

mgm¨vi mgvavb wb‡RB Ki‡Z mÿg nq| ev¯Íe Ggb GKwU cÖwZôvb ‡hwU mvgvwRK m¤úªxwZi gva¨‡g cÖwZwU gvby‡li b¨vqwePvi I 

AwaKvi wbðZ K‡i|  

Dcmsnv‡i mn‡RB ejv hvq †h, ev¯Íe Acvi m¤¢veYv wb‡q ïiæ n‡qwQj Ges GwU AmvgvY¨ mdjZv †`wL‡q‡Q KviY GwU cÖwZôvi ci 

25wU eQi AwZµvšÍ K‡i‡Q B‡Zvg‡a¨B| GB cÖwZôvbwU kw³kvjx PvwjKv kw³i mv‡_ mgv‡R wekvj Ae`vb Ae¨vnZ †i‡L‡Q hv me©`v 

cÖgvwYZ n‡q‡Q| hZ mgq AwZevwnZ n‡q‡Q GwU AviI D‡jøL‡hvM¨ f‚wgKv cvjb Ki‡Q Ges we¯Í…Z n‡”Q| ejvevûj¨ †h, ev¯Íe bvgK 

cÖwZôvbwU †`‡ki ev¯ÍewPÎ cwieZ©b K‡i‡Q myweavewÂZ Rb‡Mvôxi †mev K‡i Ges cÖwZôvbwU Zv‡`i `ytmg‡q Avkvi Av‡jv n‡q cv‡k 

`vwo‡q‡Q|  
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A Study on Trading Chart Patterns in Working of Stock Exchange 
 

Priya Chaurasia, Nikhil Kumar Singh 

Avw_©K we‡kølKiv mvaviYZ GB wel‡q m¤§Z nb †h, †kqv‡ii g~j¨ GKwU bgybv‡K AbymiY K‡i Ges GB bgybv¸wj AybmiY K‡i 

fwel¨‡Z ‡kqv‡ii g~‡j¨i c~e©vfvm w`‡Z mnvqZv K‡i| cÖwZwU we‡kølK‡K Aek¨B `ªæZ Ges Kvh©Kifv‡e A_©c~Y© bgybv ˆZwi Ki‡Z n‡e 

Ges GB bgybv¸‡jvi msÁvq‡bi welqMZZvi Kvi‡Y HwZnvwmK mg‡qi aviv LuyR‡Z n‡e| GB cÖe‡Ü wewfbœ ai‡Yi ZvwjKvi bgybv 

we‡kølY Kiv n‡q‡Q hv ÷K gv‡K©U ev †Wwi‡f‡UW gv‡K©‡U evwY‡R¨i my‡hvM Luy‡R †c‡Z e¨eüZ nq| GB bgybv¸wj cÖhyw³MZ we‡køl‡Yi 

†ÿ‡Î e¨eüZ nq hv evwY‡R¨i †ÿ‡Î 80% †_‡K 90% jvfRbK nv‡i †Q‡o †`Iqv nq Ges GQvovI Avgiv GB bgymv e¨envi Ki‡Z 

cvwi †dK&ª gv‡K©‡U| GB M‡elYvc‡Î, wKQz ¸iæZ¡c~Y© bgybv wb‡q Av‡jvPbv Kiv n‡q‡Q hv †ewkifvM †ÿ‡Î †Wwi‡fwUf gv‡K©‡U 

cÖwZw`‡bi e¨emvq e¨envi Kiv nq|  

‰`wbK ÷K evRv‡ii IVvbvgvi w`K wbY©q Kiv GKwU ¸iæZ¡c~Y© welq wKš‘ GwU GKwU KwVb cÖ‡Póv| A_©evRv‡ii c~e©vfv‡mi h_v_©Zv 

evov‡bvi Rb¨ mv¤úªwZKZg †WUv gvBwbs Ges K…wÎg e„w×gËv c×wZ cÖ‡qvM Kiv †h‡Z cv‡i| Z‡e GB bgybvwU e¨envi K‡i 

fwel¨Zevbx Kivi †Kvb Dcvq bvB|  

GB bgybv¸wj wewb‡qvMKvix‡K AviI fvj ÷K Luy‡R †c‡Z mnvqZv K‡i Ges e¨emvqx‡`i Rb¨ GwU wm×všÍ wb‡Z mvnvh¨ K‡i †h 

fwel¨‡Z evRvi †Kvb w`‡K hv‡e-wb‡P bvg‡e bvwK weKí wefv‡M avweZ n‡e| hw` mg_©b ev cÖwZ‡iv‡ai †ÿ‡Î  AviI fvj aviYv _v‡K 

Z‡e GwU mn‡RB GKwU bgybvi MVb we‡kølY Ki‡Z cv‡i Ges ÷c jm‡K AviI fvj Dcv‡q e¨envi Ki‡Z cv‡i,evRv‡ii ÿwZ iÿv 

Kivi †ÿ‡Î| eZ©gvb evRv‡i wK ai‡Yi ÿwZ eÜ Kiv DwPZ †m m¤ú‡K© mwVK wm×všÍ MÖnY Ki‡Z n‡e| Z‡eB AbvKvw•LZ ÿwZ 

Gwo‡q evRvi‡K Pv½v ivLv m¤¢e n‡e Ges e¨emvqxiv jv‡fi gyL †`L‡e|  

 

Practicum: The scenario of Agri-entrepreneurship: Some selected case studies 
 

Farzana Hamid 

†n‡jbv †eMg 

biwms`x †Rjvi jÿxcyi BDwbq‡bi †Lvjvevwoqv MÖv‡gi †n‡jbv †eM‡gi ¯^vgx AvdRvj DwÏb cvMj Zv‡`i GjvKvq Jlwa MvQ Pv‡li 

cÖeZ©K wQ‡jb| AvdRvjDwÏb nVvr K‡i ü`h‡š¿i wµqv eÜ n‡q gviv hvb| ¯^vgxi Ggb AKvj g„Zz¨i Kvi‡Y msmv‡i Afve †b‡g 

Av‡m| ZLb †n‡jbv ‡eMg ¯^vgxi b¨vq Jlwa Mv‡Qi Pvl ïiæ K‡ib| PKSF Gi PACE cÖK‡í Aax‡b ‡n‡jbv Pvl Kiv ïiæ K‡ib hvi 

A_©vq‡b wQj IFAD Ges mn‡hvMx cÖwZôvb wQj UPDS| wZwb cÖK‡íi PACE AvIZvq wewfb œ cÖwÿY MÖnY K‡i Ges `ÿZv AR©b 

K‡ib| Mv‡Qi Pvl †_‡K cÖvß jf¨vsk w`‡q wZwb evmvq cvKv Uq‡jU ¯’vcb K‡ib Ges cvKv evwoI K‡ib| eZ©gv‡b Zvi gvwmK Avq 

20000-25000 UvKv| †m eZ©gv‡b wewfbœ mvgvwRK Abyôv‡b ev Kvh©µ‡g AskMÖnY K‡ib Ges m¤§v‡bi mv‡_ Rxebhvcb Ki‡Qb| 

Avw_©K ¯^”QjZvi cvkvcvwk Zvi mvgvwRK gh©v`v e„w× †c‡q‡Q| 

  

‡gvnv¤§` Avjx 

cvuP m`m¨wewk÷ cwiev‡i †gvnv¤§` Avjxi wcZvgvZv, wZb fvB Av‡Q| ¯̂í Rwg‡Z Pvl K‡i hv Avq n‡Zv, Zv w`‡q †KvbiK‡g msmvi 

PjwQj| †gvnv¤§` Avjx †QvU‡ejv †_‡KB `vwi‡ ª̀¨i g‡a¨ eo nb| wb‡R wKQz Kivi B”Qv Zvi eiveiB wQj| †mB B”Qv †_‡KB 2006 mvj 

†_‡K wKQz Rgv‡bv I wKQz avi Kiv UvKv w`‡q gay Pvl ïiæ K‡ib| 2007 mv‡j wZwb wewmK †_‡K gay cÖwµqvRvZKiY I wecb‡bi Dci 

cÖwkÿMÖnY K‡ib| PKSF Gi PACE cÖK‡íi Aax‡b gay Pvl I wecb‡bi Dci wewfbœ cÖwkÿY MÖnY K‡ib hvi A_©vq‡b wQj IFAD Ges 

mn‡hvMx cÖwZôvb wQj BASA| eZ©gv‡b Zvi 120wU †gŠPvK i‡q‡Q †h¸‡jvi g‡a¨ wZwb gay Pvl K‡ib| cÖwZeQi wZwb wZbwU åvg¨gvY gay 

Lvgvi cwiPvjbv K‡ib| MZ eQi Zvi  †gvU jvf n‡q‡Q 2,30000 UvKv| eZ©gv‡b †m gay †evZjRvZ K‡i weµq Ki‡Qb hvi bvgKiY 

n‡q‡Q ÔwcGdwmÕ| Zvi cwiKíbv i‡q‡Q gay †kvavbvMvi †gwkb µq Kivi Ges †gŠPv‡Ki msL¨v 300-‡Z DbœxZ Kivi|  

 

gvnwmbv †eMg 

gvnwmbv †eMg RqcyinvU ‡Rjvi cÂwewe Dc‡Rjvi bviqYcyi MÖv‡gi GK nZ`wi`ª K…lK cwiev‡ii m`m¨| gvnwmbvi ¯^vgx Zvi 

c~e©cyiæl ‡_‡K cÖvß mvgvb¨ Rwg Pvl K‡i Lye ¯^í Avq Ki‡Zb| gvnwmbvi `yBwU Mvfx wQj hv †_‡K gvÎ ˆ`wbK `yB wjUvi `ya cvIqv 
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†hZ| Mvfx cvj‡biI ÿgZv Zv‡`i wQj bv| `yB mšÍv‡bi R‡b¥i ci msmv‡ii LiP evovq gvnwmbv AviI Amnvq n‡q c‡o| wb‡Ri 

fv‡M¨i cwieZ©‡bi Rb¨ gvnwmbv mvgvwRK Dbœqb ms¯’v RvKvm dvD‡Û‡kbi ¯’vbxq `wi`ª bvix‡`i mwgwZ‡Z †hvM`vb K‡ib| GLv‡b 

†hvM †`Iqvi gvÎ GK gvm ci ÔD”P djbkxj cïLv`¨/NvmÕ welqK cÖwkÿY MÖnY K‡ib|  

gvnwmbvi Kv‡Ri cÖwZ AvMÖn †`‡L PACE cÖKí gv‡m 2000/- fvZv †`q D”P djbkxj cïLv`¨ Pv‡li Rb¨ hv avb Pv‡li PvB‡Z 

jvfRbK| K‡Vvi cwikÖ‡gi ci gvnwmbvi Avw_©K ¯^”QjZv Av‡m| 2017 mv‡ji 19 †deªæqvwi †m Zvi wb‡Ri Rwg‡Z bvBcvi Nv‡mi 

Pvl ïiæ K‡ib| GwU Ggb GK Rv‡Zi Nvm hv ecb Kivi 50-60 w`b c‡iB wewµ Kiv hvq| GK weNv Rwg‡Z 50-60 w`‡bi LiP 

3,000/- Ges GK eQ‡i Avq 75,000/-| eZ©gv‡b gvnwmbv mvZ weNv Rwg‡Z bvBcvi Nv‡mi Pvl Ki‡Qb RvKvm dvD‡Ûkb †_‡K 

†bIqv 30,000/- F‡Yi gva¨‡g| wZwb GLb GKwU msKi Rv‡Zi Mvfx Ges GKwU †`kx Mvfx cvjb Ki‡Qb| Nvm wewµ K‡i gvnwmbv 

gv‡m 3,000/- Avq K‡ib| Mvfx‡`i fvj gv‡bi Nvm LvIqv‡bvi Kvi‡Y GLb `y‡ai cwigvY †ewk n‡”Q hvi d‡j Zvi DcvR©b evo‡Q| 

GLb gvnwmbv Avw_©Kfv‡e ¯^”Qj I Zvi cwiev‡ii cywói Pvwn`vI mwVKfv‡e c~iY n‡”Q| evwoi Uq‡j‡UiI DbœwZ n‡q‡Q| gvwmbv GLb 

bvix ÿgZvq‡bi GKwU D¾¡j `„óvšÍ|  

 

Wvwjgvb †eMg 

Uv½vBj †Rjvi GK cÖZ¨šÍ MÖv‡gi nZ`wi`ª cwiev‡ii GK bvix Wvwjgvb †eMg (28) whwb eZ©gv‡b GKRb mdj ÿz`ª D‡`¨v³v| 2012 

mv‡j Wvwjgvb cÖ_g PKSF Gi mn‡hvMx msMVb Societ for Social Service (SSS) †_‡K FY MÖnY K‡i Ges GKwU evQzi µq K‡i 

PACE cÖK‡íi Aax‡b| ‡m GKB cÖwZôvb †_‡K K‡qKevi FY MÖnY K‡i Ges Zvi Mvfxi Lvgvi eo K‡i| eZ©gv‡b Zvi 10wU evQzi 

hvi g‡a¨ 05wU eskvbyµwgKfv‡e e„w× †c‡q‡Q| wZwb cÖwZw`b 40-45 wjUvi `ya weµq K‡i hv †_‡K 1600/- Avq nq| wZwb wbKU ’̄ 

evRv‡i `ya I `y»RvZ cY¨ weµq K‡i _v‡Kb| GLb Wvwjgvb Zvi Lvgv‡i KvR Kivi Rb¨ `y&BRb w`bgRyi †i‡L‡Qb| Zvi ¯^vgxI 

Zv‡K Lvgv‡ii Kv‡R mnvqZv Ki‡Qb| K‡Vvi cwikÖg I Dbœqb mn‡hvMx ms ’̄vi myev‡` Wvwjgvb †eMg GLb Avw_©Kfv‡e ¯^”Qj I 

¯^vej¤^x GKRb bvix whwb Zvi cwiev‡ii mv‡_ my‡L-kvwšÍ‡Z w`b KvUv‡”Qb|  

 

iwngv †eMg 

iwngv †eMg †g‡nicyi †Rjvi GKRb mvaviY MÖvg¨ M„wnYx wQ‡jb| Zvi w`bgRyi ¯^vgx AvwRRyj n‡Ki DcvR©b w`‡q msmvi Pvjv‡bv LyeB 

KwVb wQj| AvwRRyj cwiev‡ii Ae¯’v cwieZ©‡bi Rb¨ cÖev‡m wM‡qwQ‡jb wKš‘ cÖZviK P‡µi cvjøvq c‡o wZwb Lvwj nv‡Z †`‡k wd‡i 

Av‡mb| Gici Zv‡`i Avw_©K Ae¯’v AviI †kvPbxq n‡q c‡o| Avi †Kvb Dcvq bv †`‡L iwngv Zvi gv‡qi †_‡K GKwU QvMj wb‡q Zv 

cvjb Kiv ïiæ K‡ib| PKSF Gi mn‡hvMx msMVb Wave Foundation Gi Avw_©K mnvqZv Kvh©µ‡g iwngv wb‡R‡K ZvwjKvfz³ 

K‡ib| Dchy³ Áv‡bi Afv‡e iwngv cÖ_‡g QvMj cvj‡bi †ÿ‡Î A‡bK mgm¨vi m¤§yLxb nq| Wave Foundation Gi gva¨‡g wZwb G 

wel‡q A‡bK cÖwkÿY I Ávb AR©b K‡i hv g~jZ PACE cÖK‡íi A_©vq‡b cwiPvwjZ n‡”Q| iwngv Avw_©K mnvqZv mv‡_ cÖwkÿY MÖnY 

Kivi d‡j Zvi cwiev‡ii Avw_©K `yie¯’v ~̀i Ki‡Z mÿg nb| eZ©gv‡b Zvi Lvgv‡i 28wU QvMj i‡q‡Q hvi g~j¨ 2,20,000 UvKv| 

Zvi DcvR©b Zvrch©c~Y©fv‡e evo‡Q Ges wZwb mswkøó mnvqZvKvix ms¯’vi cÖwZ K…ZÁ|  

 

wgwj †eMg 

wgwj †eMg 27 ermi eq¯‹ GKRb `vwi`ª¨cxwoZ bvix hvi `yBwU mšÍvb i‡q‡Q| Zvi ¯^vgx GKRb cvIqvi wUjvi PvjK hvi Avq LyeB 

mxwgZ| wgwj †eMg Bwg‡Ukb Mnbvi †`vKv‡bi GKRb Kg©x wQ‡jb ‡hLv‡b ˆ`wbK Avq gvÎ 50/- wQj| Zv‡`i 12 erm‡ii Kb¨v 

A_©vfv‡e ¯‹z‡j †h‡Z cviZ bv| wgwj mswkøó cÖK‡íi Aax‡b Bwg‡Ukb Mnbv ˆZwii Dci cÖwkÿY †bb| GK erm‡ii g‡a¨ wgwji wbR¯̂ 

e¨emv ïiæ nq Ges eZ©gv‡b Zvi Mo gvwmK Avq 7000/-| Zvi Kb¨v GLb ¯‹z‡j hvq| wgwji cwievi GLb wZb‡ejv fvj Lvevi Lvq 

Ges †m GLb Ab¨vb¨ bvix‡`i Mnbv ˆZwii cÖwkÿY w`‡”Qb| 

 

iƒcvjx 

ivRkvnx †Rjvi †Mv`vMvwo Dc‡Rjvi evRvicy‡ii MÖv‡gi †g‡q iƒcvjx| GmGmwm cvk Kivi ci we‡q n‡q hvq| we‡qi ci ¯̂vgxi 

Drmv‡n GBPGmwm cvk K‡ib| iƒcvjxi ¯^vgx GKRb KxUbvkK we‡µZv wQ‡jb| Zv‡`i GKwU cyÎ mšÍvb nIqvi ci iƒcvjxi ¯^vgxi 

e¨emvq †jvKmvb nq Ges wZwb †eKvi n‡q c‡ob| ZLb msmvi Pvjv‡bvi Rb¨ iƒcvjx Zvi GK AvZœx‡qi wbKU †_‡K Aí wKQz 

†mjvB‡qi KvR wk‡L wb‡Ri mvgvb¨ Rgv‡bv wKQz UvKv w`‡q Kvc‡o bKkv Kiv ïiæ K‡ib| wKš‘ iƒcvjxi AvZœxq wVKgZ UvKv w`‡Zb 

bv Kv‡Ri wewbg‡q| cieZx©‡Z iƒcvjxi bb‡`i d¨vkb nvD‡R Kvc‡o bKkv K‡i weµ‡qi Rb¨ w`‡Z ïiæ K‡ib Ges †mLvb †_‡K 
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cÖvß jf¨vsk w`‡q GKwU †mjvB †gwkb µq K‡ib| wKš‘ †mB d¨vkb nvDRI wVKgZ UvKv w`Z bv| iƒcvjx I Zvi †bZ…‡Z¡ 29 Rb bvix 

2015 mv‡ji A‡±ve‡i cÖwZwôZ ÔwUqv gwnjv mwgwZÕ -‡Z †hvM`vb K‡i †hwU bvix D‡`¨v³v Øviv cwiPvwjZ nZ| GLv‡b iæcvjx 

eøK,evwUK,UvB-WvB,Kvc‡o bKkv Kiv mn wewfbœ wel‡q cÖwkwÿZ n‡q Kv‡R `ÿ n‡q D‡Vb| evmvq wd‡i iƒcvjx A‡bK bvix‡K 

nv‡Zi Kv‡Ri Dci cÖwkÿY †`b| wZwb Ck^i`xi GKwU d¨vkb nvD‡Ri KvR cvb Ges ivRkvnx †_‡K †mjvB‡qi Rb¨ 

KvPvgvj/cÖ‡qvRbxq miÄvgw` µq K‡i KvR ïiæ K‡ib| ‡mjvB‡qi Ab¨vb¨ LiP e¨ZxZ iƒcvjxi eZ©gvb gvwmK Avq 8,000 UvKv| 

iƒcvjx Zvi Rgv‡bv UvKv †_‡K Zvi ¯^vgxi e¨emv‡qi Rb¨I UvKv w`‡q‡Qb| iƒcvjx cwiKíbv n‡”Q, ¯’vbxq evRv‡i GKwU †`vKvb Kivi 

Ges wb‡Ri cyÎ mšÍvb‡K †jLvcov Kiv‡bvi| 

GiKg Av‡iv mv¤úªwZK mdjZvi Mí wfwWI AvKv‡i cÖKvwkZ n‡j AviI A‡bK wkwÿZ ZiæY Z_vKw_Z PvKzixi wcQ‡b bv Qz‡U 

D‡`¨v³v nIqvi ¯^cœ †`L‡e|  

 

Impacts of Natural Disaster on Socio-Economic Development 
 

Kazi Md. Mortuza Ali 

evsjv‡`k GKwU cÖvK…wZK `y‡h©vMcÖeY †`k| GLv‡b b`-b`xi msL¨vI †ewk| cÖvqB b`xi fv½Y, R‡jv”Qvmmn wewfbœ cÖvK…wZK `y‡h©v‡Mi 

Kvi‡Y DcK~jxq AÂ‡ji †jvKRb mxgvnxb Av_©-mvgvwRK ÿwZi m¤§yLxb nq hvi weiƒc cÖfvi †`‡ki mvgwMÖK Avw_©K I mvgvwRK 

cwiw¯’wZi Dci c‡o _v‡K| evsjv‡`‡k cÖwZeQi eb¨v nq| GQvovI AwZe„wó,Abve„wói d‡jI K…l‡Ki dm‡ji ÿwZ nq hvi Kvi‡Y 

evRv‡i cb¨ mievin K‡g hvq Ges `ªe¨g~j¨ e„w× cvq| evievi cÖvK…wZK `y‡h©v‡Mi wkKvi D³ GjvKvi †jvKRb mnvq-m¤̂j nvwi‡q 

M„nnxb n‡q c‡o| dmwj Rwg bó n‡q ‡eKvi n‡q c‡o| GB wPÎ evsjv‡`‡ki †ÿ‡Î bZzb wKQz bq| RvwZms‡Ni wewfbœ ms¯’v, 

AvšÍR©vwZK ms¯’v, miKv‡ii mswkø÷ gš¿Yvjq eiveiB G e¨vcv‡i Zrci _vK‡jI cÖvK…wZK `y‡h©vM‡K †iva Kiv m¤¢e bq| Z‡e `y‡h©vM 

cieZx© mg‡q miKvwi-‡emiKvwi I AvšÍR©vwZK ms¯’vi KiYxq i‡q‡Q A‡bK‡ÿ‡ÎB| GB mgm¨v †gvKv‡ejvi Rb¨ ch©vß A_© eivÏ ivLv 

ev Avw_©K myiÿv wbwðZ Riæix| Avw_©K myiÿvi D‡Ïk¨ nj miKvi, e¨emv cÖwZôvb Ges `y‡h©vMMÖ¯’ cwievi¸wj cÖvK…wZK `y‡h©v‡Mi 

cieZx© mg‡q m„ó cwiw¯’wZ‡Z †h Avw_©K P¨v‡j‡Äi gy‡LvgywL  nq †m¸wj mbv³ K‡i h_vh_fv‡e Zv c~iY †hb wbwðZ nq Zvi e¨e¯’v 

Kiv| Avw_©K myiÿv SzuwK n&ªvm Ges cÖwZ‡iv‡a wewb‡qvM cwic~iK f‚wgKv cvjb K‡i| ZvB miKvi‡K ivR¯^ e¨e¯’vcbv †KŠk‡j `y‡h©vM 

SuywKi †ÿ‡Î A_©vqb Ges SzuwK n¯ÍvšÍi cÖwµqvi m¤¢ve¨ f‚wgKv‡K m‡PZbZvi mv‡_ g~j¨vq‡Yi †ÿ‡Î ¸iæZ¡c~Y© f‚wgKv ivL‡Z n‡e| GB 

g~j¨vqYwU GKwU myk„sLj KvVv‡gvi g‡a¨ Kiv cÖ‡qvRb hv mwVK SzuwK g~j¨vqY cÖwZwµqv Ges SuywK A_©vqb c×wZi Dci wfwË K‡i 

A_©vq‡bi duvK mbv³ Ki‡Z mÿg nq| `y‡h©vM SuywK A_©vq‡bi †ÿ‡Î wewfbœ cš’v wb¤̂iƒc nIqv DwPZ: 

 `y‡h©vM †gvKv‡ejvi Rb¨ wb‡ew`Z Znwej MVb; 

 AvKw¯§K Avgvb‡Zi myweav; 

 h_vh_ exgv ¯‹xg; 

 wech©‡qi mgq wbivcËv I hvbevn‡bi e¨e¯’vKiY; 

 ev‡R‡U eivÏ wbwðZKiY; 

 we‡`kx Aby`vb; 

 mnvqZv Znwej MVb: 

eZ©gvb Í̄‡ii cwi‡cÖwÿ‡Z miKv‡ii cieZ©x e¨‡qi †ÿ‡Î, evsjv‡`k miKvi SzuwKc~Y© K„lK/kÖwgK‡`i AvswkK ev m¤ú~Y© fZz©wKhy³ exgv 

cÖ`v‡bi K_v we‡ePbv Ki‡Z cv‡i we‡kl K‡i K‡i hviv ỳ‡h©v‡Mi mgq cwi‡levg~jK Pv‡ci gy‡LvgywL n‡Z cv‡i ev hviv wbR Li‡P exgv 

Ki‡Z mÿg n‡Z bvI cv‡i| cÖvK…wZK ỳ‡h©vM msµvšÍ LiP Ges weKí myweav¸wj‡K c~‡e©i ỳ‡h©vM-cieZ©x cwiw ’̄wZ †gvKv‡ejvq †h e¨q 

n‡q‡Q Ges †mmgq ‡hmKj e¨e ’̄v M„nxZ n‡q‡Q Zvi mv‡_ Zzjbv K‡i eZ©gvi cwiw ’̄wZ wePvi-we‡kølb Ki‡Z n‡e Ges mwVK wm×všÍ MÖnY 

Ki‡Z n‡e †hb ÿwZMÖ ’̄ cwievi¸‡jv mwZ¨Kvi A‡_© mnvqZvi gva¨‡g wb‡R‡`i ÿwZ cywl‡q DV‡Z mÿg nq|    
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Preparing Lesson Plan in Outcome based Education (OBE): An Insight 
 

Bholanath Dutta 

djvdj wfwËK wkÿv nj GKwU wkÿvMZ `k©b Ges c×wZ hv wkÿvi cQ›`mB djvdj ev wkÿvi djvd‡ji Dci cÖv_wgKfv‡e †Rvi 

†`q| djvdjwfwËK wkÿvq cÖ_vMZ g‡bvwb‡ek PvwjZ c×wZi cÖwZ „̀wó miv‡bv nq (‡hgb: K¬v‡m AwZevwnZ mg‡qi cwigvY ev 

Av‡jvP¨ welqe¯‘ eyS‡Z cviv BZ¨vw`)| cQ›`mB Ávb, `ÿZv Ges †hvM¨Zv wkÿv_©x‡`i Zv‡`i wkÿvMZ AwfÁZv †kl nIqvi gva¨‡g 

AR©b Kiv DwPZ|  

djvdjwfwËK wkÿvi g~j bxwZ‡Z AšÍf©z³ i‡q‡Q wb¤œwjwLZ welqmg~n: 

 wkÿv_x©; 

 Kg©`ÿZv/‡hvM¨Zv; 

 µgvMZ DbœwZ; 

 LvuwU I ev¯ÍeZv; 

 bgbxqZv I Awf‡hvRb‡hvM¨Zv; 

 mn‡hvwMZv Ges cÖe„wË; 

djvdjwfwËK wkÿvi jÿ¨ nj, wkÿv_©xiv †hb Zv‡`i wkÿvi djvdj AR©b Ki‡Z cv‡i Ges Zv‡`i fwel¨Z cÖ‡Póvi Rb¨ fvjfv‡e 

cÖ¯‘wZ MÖnY Ki‡Z cv‡i Zv wbwðZKiY, GwU Zv‡`i cieZx© Rxe‡b wkÿv, Kg©ms¯’vb ev Rxe‡bi Ab¨ †Kvb w`‡Ki e¨vcv‡iI n‡Z 

cv‡i| G wkÿv c×wZ djvdj I `ÿZvi Dci `„wó wbe× K‡i| Gi jÿ¨ n‡”Q wkÿv_x©‡`i hveZxq  †ÿ‡Îi Dbœqb Kiv| †mBmv‡_ 

wkÿvi cÖvmw½KZv, ¸bMZ gvb Ges Kvh©KvwiZv e„w× Kiv|   

 

An Analysis of Socio-economic Status of educated unemployed women 
 

K. Vinodha Devi & V. Raju 

fvi‡Z bvix mvÿiZvi nvi 70 kZvsk AwZµg K‡i‡Q| eQ‡ii ci eQi a‡i bvix‡`i kªg‡ÿ‡Î AskMÖn‡Yi nvi n&ªv‡mi w`KwUI 

we¯§qKifv‡e wPwýZ n‡”Q| fviZxq bvix‡`i †ÿ‡Î Zv‡`i cÖwZc‡ÿi Zzjbvq wek^vq‡bi Øviv m„ó my‡hvM Kv‡Ri jvMv‡bvi m¤¢veYv 

Kg| kÖgevRv‡i bvix‡`i AskMÖn‡Yi wm×všÍ  MÖn‡Yi ‡ÿ‡Î mvgvwRK,mvs¯‹…wZK,A_©‰bwZK Ges e¨w³MZ KviYmg~n RwUjZv m„wó 

K‡i| GB wbeÜwU‡Z bvix‡`i Avq-e¨q Ges wkwÿZ †eKvi‡Z¡i g‡a¨ we‡kølY Kiv n‡q‡Q| wkwÿZ †eKviZ¡ n‡”Q,hLb D”P wkwÿZ 

bvixiv Dchy³ Kg©ms¯’vb Lyu‡R †c‡Z Amyweavi m¤§yLxb nb| wewfbœ Av_©-mvgvwRK KviY we‡ePbv K‡i GB M‡elYvq Av‡qi gvÎv Ges 

e¨‡qi aib wKfv‡e wkwÿZ bvix‡`i g‡a¨ †eKviZ¡‡K cÖfvweZ K‡i Zv AbymÜvb Kivi †Póv Kiv n‡q‡Q|  

bvix‡`i kÖg‡ÿ‡Î AskMÖn‡Yi µgn&ªvmgvb nvi m¤ú‡K© Ges wkwÿZ †eKvi bvixiv wKfv‡e Zv‡`i e¨q/LiP c~iY K‡i Zvi ¸iæZ¡ GLv‡b 

Zzjbv aiv n‡q‡Q| wKQz KviY Ges kÖgkw³‡Z bvixi AskMÖn‡Yi mv‡_ Zv‡`i m¤¢ve¨ m¤úK© Zz‡j aivi GKwU mswÿß cÖqvmI 

Mfxifv‡e bxwiÿv Kiv cÖ‡qvRb| A_©‰bwZK Kg©Kv‡Û bvix‡`i AskMÖnY Ges Dbœqb cÖwµqvq AšÍf©zw³ A_©‰bwZK cÖe„w× I Dbœq‡b 

Ae`vb ivLvi Rb¨ Acwinvh©| wek^vq‡bi ci bvixi Dci Pvc †Kej Zxeª n‡q‡Q| miKvi bvix kÖ‡gi nvi e„w× Ki‡Z Pvq| G‡ÿ‡Î 

Aek¨B AskMÖn‡Yi Pvwn`v Ges mieiv‡ni mxgve×Zvi Dci bRi w`‡Z n‡e|   

 

A comparison of Bangladesh trade among the BIMSTEC member countries 
 

Samira-Binte-Saif 

BIMSTEC Gi gZ A_©‰bwZK mn‡hvwMZv ms¯’v cÖwZôvi D‡Ïk¨ nj, Gi AvIZvfz³ m`m¨ †`k¸wji g‡a¨ evwYR¨ gyw³i Rb¨ gy³ 

evwYR¨ GjvKv ˆZwi Kiv| GB M‡elYvq 2015 †_‡K 2020 mvj ch©šÍ mg‡qi g‡a¨ m`m¨ 6wU †`‡ki mv‡_ evsjv‡`‡ki Avg`vwb e¨q 

Ges ißvwb Avq we‡kølY Kiv n‡q‡Q hv AvbycvwZKfv‡e/‰iwLKfv‡e m¤úwK©Z ev m¤úwK©Z bq| evwY‡R¨i cwi‡cÖwÿ‡Z evsjv‡`‡ki 

AbyKí bxwiÿv Kivi †ÿ‡Î cwimsL¨vwbK c×wZ GLv‡b e¨envi Kiv n‡q‡Q|  



125 

evsjv‡`k ˆe‡`wkK mvnvh¨ wbf©iZv †_‡K wb‡R‡K evwYR¨ wbf©i †`‡k iƒcvšÍwiZ K‡i‡Q| evsjv‡`k 2015 mvj †_‡K wek^e¨vsK KZ…©K 

wb¤œ ga¨g Av‡qi †`‡ki gh©v`v AR©b K‡i‡Q| GwU 2024 mv‡ji g‡a¨ GKwU Dbœqbkxj †`‡k cwiYZ n‡q‡Q| evsjv‡`k 170 wgwjqb 

RbmsL¨vi †`k Ges GLv‡b 300 wgwjqb gvwK©b Wjv‡ii A_©bxwZ i‡q‡Q| †gvU evwl©K AvšÍR©vwZK evwYR¨ 100 wewjqb gvwK©b Wjv‡ii 

‡ewk (ißvwb 47 wewjqb, Avg`vwb 62 wewjqb gvwK©b Wjvi), GwU GKwU fvj cwimsL¨vb bq| ZvB evsjv‡`k wb‡Ri Øviv AviI †ewk 

Avg`vwb cY¨/cY¨ Drcv`b Kivi †Póv Ki‡e Ges we‡`kx c‡Y¨i Dci wbf©ikxjZv Kgv‡bvi †Póv Ki‡e| we‡`kx c‡Y¨i cwie‡Z© 

†`kxq cY¨ e¨env‡ii cÖwZ RbMY‡K DrmvwnZ Ki‡Z n‡e| Gfv‡e evsjv‡`k Avg`vwb e¨‡qi Aw¯’iZv‡K Kgv‡Z cv‡i Ges A`~i 

fwel¨‡Z wb‡R‡K Avw_©Kfv‡e w¯’wZkxj Ki‡Z cv‡i| gvqvbgvi miKvi †ivwn½v mgm¨v mgvavb K‡i hw` evsjv‡`kmn Ab¨vb¨ m`m¨ 

†`k¸‡jvi mv‡_ KvR ïiæ Ki‡Z bv cv‡i Zvn‡j †mLv‡b BIMSTEC KvR Ki‡e bv|  

 

An Analysis of Coping strategies of Women Entrepreneurs in  

Bangladesh to mitigate challenges 
 

Nadia Binte Amin 

‡KvwfW 19 Gi cÖfve e¨emvwqK ms¯’v¸wj, wewfbœ Kg©‡ÿÎ Ges wekvj AÂ‡ji Dci GKwU fvix av°v w`‡q‡Q| K‡ivbvfvBivm 

gnvgvixi g‡a¨ bvix‡`i gvwjKvbvaxb A‡bK ms¯’v we‡kl K‡i wKQz ÿz`ª e¨emv cÖwZôvb Avw_©K ÿwZi gy‡L c‡o‡Q hvi d‡j Zv‡`i 

e¨emv eÜ nIqvi Ae¯’v ˆZwi K‡iwQj| AZx‡ZI, evsjv‡`‡ki bvix D‡`¨v³viv eû cwieZ©‡bi mvÿx| bvix D‡`¨v³viv,hviv Rxe‡bi 

P¨v‡jÄ MÖnY K‡i evsjv‡`‡ki Av_©-mvgvwRK Dbœq‡b †bZ…Z¡ w`‡qwQ‡jb, wb‡Ri I cwiev‡ii Rb¨ DcvR©b K‡i‡Qb cvkvcvwk 

mvgvwRK-ivR‰bwZK Dbœq‡b hy³ †_‡K †`kK GwM‡q wb‡Z mnvqZv K‡i‡Qb, ZvivB gnvgvixi mgq mePvB‡Z Lvivc mgq AwZevwnZ 

K‡i‡Qb| GB †KvwfW 19 cÖv`y©fv‡ei mgq A‡bK MÖvgxb I AwkwÿZ bvix hviv ÿz`ª D‡`¨v‡Mi gva¨‡g cvwievwiK Avq evwo‡q hv‡”Qb 

Ges Zv‡`i DcvR©‡b cwievi I mgv‡R wewb‡qvM NU‡Q, GB mKj bvixivB †mmgq Rxe‡bi mKj †ÿ‡ÎB ¸iæZi msK‡Ui m¤§yLxb 

n‡q‡Qb| MÖvnK‡`i Pvwn`v ev cwi‡lev¸‡jv mg‡qi ‡cÖwÿ‡Z wK ai‡Yi n‡Z cv‡i †mB Pvwn`vi mv‡_ mvgÄm¨ †i‡L MZvbywZKZvq 

ˆewPÎ¨ Avb‡Z †QvU e¨emvqx Ges bvix D‡`¨v³v‡`i DrmvwnZ Kiv †h‡Z cv‡i| ZvB DcvR©‡bi bZzb aviv weKv‡ki Rb¨ wPivPwiZ 

wPšÍvavivi evB‡i bZzbZ¡ Avbq‡bi GB cÖ‡Póv †Kvwf‡Wi gZ P¨v‡jÄ †gvKv‡ejvq mnvqZv Ki‡Z cv‡i| bvix D‡`¨v³viv bZzb Av_©-

mvgvwRK e¨e¯’v MV‡b Ask wb‡j. MÖvn‡Ki mg‡qvc‡hvMx cÖ‡qvRb c~i‡Yi †ÿ‡Î AviI cÖwZwµqvkxj nIqvi m¤¢veYv ˆZwi n‡e Ges 

fwel¨‡Z e¨emvi †ÿ‡Î gnvgvix ev †h‡Kvb av°v¸‡jv †gvKv‡ejvq AviI w¯’wZkxj cwiw¯’wZ wb‡RivB m„wó Ki‡Z mÿg n‡e|  

ißvwb cÖ¯‘wZi wb‡ ©̀wkKv bvix D‡`¨v³v‡`i gnvgvixi mg‡q Zv‡`i aivevuav wPšÍvi evB‡i wM‡q wPšÍvi cÖwµqv‡K cÖmvwiZ Ki‡Z Ges 

e¨emv‡q bZzbZ¡ wPšÍvaviv hy³ Ki‡Z DrmvwnZ Ki‡Z cv‡i| ZvB hw` Avgv‡`i bvix D‡`¨v³viv †Kej Dc-gnv‡`kxq bq,AvšÍR©vwZK 

cÖwZ‡hvMx‡`i (c‡Y¨i ¸bMZ gvb wbwðZKiY, wecYb) mv‡_I wb‡R‡`i kw³ I mÿgZvi w`‡q jovB Ki‡Z cv‡i Zvn‡j ZvivI 

AvšÍRv©vwZK evRv‡i wb‡R‡`i ¯’vb ˆZwi Ki‡Z cvi‡e| wek^evRvi GLb hv‡`i `L‡j i‡q‡Q, Awfbe wPšÍv-‡KŠkj, cwiewZ©Z cwiw¯’wZi 

mv‡_ Lvc LvIqv‡bv BZ¨vw` †KŠk‡ji gva¨‡g Avgv‡`i ÿz`ª bvix D‡`¨v³vivI Zv‡`i mv‡_ GK KvZv‡i cÖwZ‡hvMxZv K‡i wb‡R‡`i ¯’vb 

gReyZ Ki‡Z cvi‡eb| Avi Gi Rb¨ cÖ‡qvRb Kv‡Ri †ÿ‡Î AwfbeZ¡ Avbqb Ges wPšÍvi †ÿ‡Î m„Rbkxj nIqv|  

 

Why do IoT and AI-enabled technologies matter?  

-Potential for Buniness Gains 
 

Shamima Haque 

AmvaviY wWwRUvj KÚ Ges A‡Uv‡gkbmn Al, IoT K¬vDW Kw¤úDwUs Ges eø¨vK †PB‡bi g‡Zv AZ¨vaywbK cÖhyw³ wek^e¨vcx e¨emvi 

mv‡_ hy³ n‡”Q KviY Gi gva¨‡g h‡_ó cwigv‡Y ivR¯^ jv‡fi m¤¢veYv i‡q‡Q| Al Gi g~j A_©‰bwZK cÖfve Ges jU mÿg cÖhyw³, 

e¨emvwqK cÖwµqvi ¯^qswµqZv Ges mnKvix eyw×gËvi Øviv MÖvn‡Ki Pvwn`v Ges Li‡Pi aib cwieZ©‡bi gva¨‡g Drcv`bkxjZvi jv‡fi 

welqwU  Dcjw× Kiv †h‡Z cv‡i| Gi d‡j ¯^v¯’¨‡mev,¯^qswµq D‡Ïk¨, Avw_©K cwi‡lev,Drcv`b Ges mieivn k„½‡ji g‡Zv wKQz 

wbw ©̀ó †¯‹Uvi¸wj Awf‡hvRb †_‡K cÖksmbxq myweav AR©b Ki‡e e‡j Avkv Kiv n‡”Q| mv¤úªwZK eQi¸‡jv‡Z AI m¤úwK©Z cÖhyw³ 

†hLv‡b LyPiv Ges kw³i b¨vq Ab¨vb¨ LvZ¸‡jv‡Z `xN©‡gqv‡` Dchy³fv‡e AbymiY Ki‡e e‡j Avkv Kiv n‡”Q| weivgnxb my‡hv‡Mi 

mv‡_ AI jU mÿg D`xqgvb A¨vwcø‡Kkb wn‡m‡e mg¯Í we‡k^ GKwU bZzb Øvi D‡b¥vPb Ki‡e|  
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K…wÎg eyw×gËv (AI) †gwkb¸‡jv‡K RwUj Kv‡Ri †ÿ‡Î gvby‡li eyw×gËv AbyKiY Ki‡Z mÿg K‡i Zz‡j, B›Uvi‡bU Ad w_sm (Iot)-

Gi gva¨‡g mnRjf¨ AvšÍtms‡hvM, †hLv‡b wWfvBm¸‡jv Abvqv‡m GKB †WUvi gva¨‡g †hvMv‡hvM iÿv K‡i Ges mv¤úªwZK eQi¸‡jv‡Z 

cÖhyw³MZ Dbœq‡bi mxgvbv †V‡j cÖmvwiZ K‡i, hv GKmgq Am¤¢e e‡j e‡j Kiv nZ| AI Gi i‡q‡Q bZzbZ¡ Avbq‡bi cwi‡lev Ges 

m¤ú~Y© bZzb e¨emvwqK g‡Wj ˆZwii gva¨‡g evRvi‡K †gŠwjKfv‡e e¨vnZ Kivi m¤¢veYv| e¨emv cÖwZôvb¸‡jv‡K AI Ges Iot cø¨vUdg© 

Ges A¨vwcø‡Kkb MÖn‡Yi wel‡q wPšÍvfvebv K‡i †KŠkj Aej¤^Y Ki‡Z n‡e, hvi d‡j DbœZ A‡Uv‡gkb, ewa©Z Drcv`bkxjZv, DbœZ 

MÖvnK AwfÁZv Ges cwi‡levi Rb¨ e¨emvwqK cÖwµqv¸‡jv‡K cybivq SvjvB Kiv ev †X‡j mvRv‡bv DwPZ|  

 

Contribuition of Social Entrepreneurship to Economic Growth: AN Analysis 
 

Md.Humayan Kabir  

‡mvm¨vj gv‡K©wUs †Kv¤úvbx (GmGgwm) evsjv‡`‡ki 32wU †Rjvq 104wU Dc‡Rjvq PviwU GbwRI Gi mnvqZvq bvix‡`i D‡`¨v³v 

‰Zwii Rb¨ KvR Ki‡Q| GB bvix D‡`¨³viv Gold Star Network (GSM) bv‡g cwiwPZ Ges Zviv Zv‡`i Kg©-†hvM¨Zv w`‡q 

cÖwZ‡hvMxZvi wfwË‡Z wbe©vwPZ nq|  

eZ©gv‡b AvbygvwbK 3,232 Rb bvix SMC Gi Gold Star Network (GSM)-Gi Aax‡b D‡`¨v³v wn‡m‡e KvR Ki‡Qb| 2022 

mv‡ji wW‡m¤^‡i GSM Gi Mo weµq wQj 15,570 UvKv| †`Lv hvq †h, GSM-Gi gva¨‡g Rb¯^v¯’¨ Lv‡Zi cY¨mvgMÖx M„n¯’vjx ch©v‡q 

D‡jøL‡hvM¨fv‡e e„w×‡Z Ae`vb ivL‡Z cv‡i we‡kl K‡i MÖvgxY GjvKvq ¯^v¯’¨Lv‡Zi cY¨ cÖvwß I e¨env‡ii ‡ÿ‡Î| MÖvgxY bvix‡`i 

Rxe‡b GKwU D‡jøL‡hvM¨ GmGgwm-i D‡`¨v³v D‡`¨vM GKwU D‡jøL‡hvM¨ cwieZ©b G‡b‡Q| GwU GKwU cwievi Ges mgvR/m¤úª`v‡qi 

wm×všÍ MÖn‡Yi cÖwµqvq AskMÖn‡Yi mÿgZv evovq| mv¤úªwZK GK mgxÿvq Rvbv hvq †h, 43% GSM Gi m`m¨iv wek̂vm K‡i †h, 

Zviv GSM ‡bUIqv‡K©i mv‡_ _vKvi Kvi‡Y Zv‡`i cwievi Ges m¤úª`vq m¤§vb I ¯^xK…wZi cwi‡cÖwÿ‡Z mvgvwRK ¯^xK…wZ †c‡q‡Q hv 

cwievi ‡_‡K e„nËi m¤úª`vq ch©šÍ Zv‡`i mxgvbv AwZµg Ki‡Z mvnqZv K‡i (Gold Star Network (GSM) 2019 Gi 

kw³,`~e©jZv, my‡hv‡Mi g~j¨vqb K‡i)| GSM Gi m‡PZbZv m„wói Kvh©µg¸‡jv bvix‡`i Kv‡Q fv‡jvfv‡e ¯^xK…Z ZvB bvixiv ¯^v¯’¨ cY¨ 

µq Kivi Rb¨ Zv‡`i Kv‡Q †h‡Z ¯^v”Q›`¨‡eva K‡i Ges DrmvwnZ nq| mv¤úªwZK ¯’vbxq miKvi wbe©vP‡b 57wU wRGmGg m`m¨ wn‡m‡e 

wbe©vwPZ n‡q‡Q| GmGgwm c‡Y¨i mnRcÖvßZv wbwðZ Kivi Rb¨ Ges m¤úª`v‡qi g‡a¨ Z_¨ I c‡Y¨i Pvwn`v †gUv‡Z cÖwZ eQi Gold 

Star Network g‡W‡ji cÖmvi NUv‡”Q| MÖvgxY †Mvì ÷v‡ii AwfÁZvi wfwË‡Z g‡Wj Ges kn‡ii Rb‡Mvôxi Pvwn`v †gUv‡Z 

GmGgwm 2021 mvj †_‡K knivÂ‡j Gold Star Model Gi ev¯Íevqb ïiæ K‡i|  

 

Critical analysis of emerging and disruptive digital technologies in  

an era of artificial intelligence (AI)  
 

Jose G. Vargas-Hernandez & M.C. Omar C. Vargas-Gonzalez 

K…wÎg e„w×gËvi miÄvg¸‡jvi g‡a¨ †gwkb jvwb©s †hgb: Pv¨vU wRwcwU wWwRUvj †U&ªm †_‡K Drcvw`Z bZzb Ges g~j¨evb cvV¨¸wji GKwU 

AcÖZ¨vwkZ mswgkÖYmn ZvrÿwYK cÖwZwµqv cÖ`vb Ki‡Z cv‡i, †WUvi Drm Ges cÖwkÿ‡Yi gv‡bi †ÿ‡Î e¨wZµgxfv‡e Kg wbe©vP‡bi 

m¤¢vebv mn| GB †Uªm¸wji e¨vL¨v, we‡kølY Ges djvd‡ji ˆeaZv †`Iqvi gZ ÁvZ Ávb _vKv cÖ‡qvRb| Stochastic I algorithm 

parrot wn‡m‡e K…wÎg e„w×gËvi †ewkifvM miÄvgB A‡PZb Ges ¯^-Ávb ˆZwi Ki‡Z mÿg nq bv Ges wb‡R †_‡K A_©c~Y©, ˆea Ges 

ˆea ˆeÁvwbK Ávb Pvwj‡q wb‡Z cv‡i bv|  

‰elg¨,wg_¨v Z_¨ Ges Z_¨ Pzwi,KwcivBU j•Nb BZ¨vw`i g‡Zv ˆbwZK D‡ØMmg~n n&ªvm Kivi j‡ÿ¨ †R‡bv‡iwUf K…wÎg eyw×gËv e¨e ’̄v 

cwiPvjbvi Rb¨ ˆbwZK †KvW, AvBb Ges cÖweav‡bi weKvk cÖ‡qvRb| MÖnY‡hvM¨ e¨env‡ii wbqgvejxi Rb¨ cÖweavb¸‡jv nj Ggb GK 

mgm¨v hv Aek¨B DÌvcb,Av‡jvPbv, we‡kølY Kiv Ges mgvavb Kiv DwPZ|  

K…wÎg eyw×gËvi miÄvg Ges Ab¨vb¨ wWwRUvj weNœKvix Ges hyMvšÍKvix cÖhyw³ e¨envi Kivi Rb¨ bZzb c×wZi A‡š^l‡Yi Rb¨ M‡elYv 

Ges Abykxjb‡K cÖmvwiZ Ki‡Z n‡e hv gvbe Dbœq‡bi m¤¢ve¨ ea©b, mvgvwRK I cwi‡ekMZ myweav m„wó K‡i Drcv`bkxjZv e„w×i 

w`‡K cwiPvwjZ K‡i| GB my‡hvM¸‡jv fwel¨‡Z M‡elYvi †ÿ‡Î ˆZwi K‡i hv wkÿvg~jK Kg©m~wP‡Z cÖfve we¯Ívimn AviI UªvÝ 
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wWwmwcøbvix c×wZ hv gvbeZvi DcKv‡ii j‡ÿ¨ wWwRUvj cÖhyw³ Ges K…wÎg eyw×gËvi miÄvg¸wji GKwU ˆbwZK `„wófw½ e¨envi Kivi 

†ÿ‡Î P¨v‡jÄ Kiv DwPZ|  

 

Understanding Digitization, Digitalization and Digital Transformation 
 

Logaiswari Indiran, Umar Haiyat Abdul Kohar & Siti Suraya Abd Razak 

wWwRUvj UªvÝdi‡gk‡bi e¨vcv‡i wewfbœ ¸Äb ˆZwi n‡q‡Q ev n‡Z hv‡”Q hvi dj¯^iƒc,wWwRUvB‡Rkb Ges wWwRUvjvB‡Rkb kã¸wj‡K 

wgwkÖZ Kiv n‡”Q| welqwU D”P gvÎv e„w×i w`‡K hv‡”Q| wWwRUvj cÖhyw³i ev¯Íevqb‡K K‡qKwU ch©v‡q wef³ Kiv †h‡Z cv‡i, hvi 

cÖwZwUi bvg †`Iqv n‡q‡Q h_vµ‡g: wWwRUvjvB‡Rkb,wWwRUvB‡Rkb Ges wWwRUvj UªvÝdi‡gkb| GB wZbwU Awfe¨w³i cÖ‡Z¨KwU 

wfbœ wKQz‡K †evSvq| A¨vbvjM di‡gU †_‡K wWwRUvj di‡g‡U Z‡_¨i iƒcvšÍi‡K ejv nq wWwRUvB‡Rkb| wWwRUvjvB‡Rkb Ges 

wWwRUvj UªvÝdi‡gkb cÖwµqv‡K DbœZ Ki‡Z wWwRUvj miÄvg Ges cÖhyw³ e¨env‡ii †ÿ‡Î DrmvwnZ Kiv n‡”Q| wWwRUvj j¨vÛ‡¯‹c 

mdjfv‡e Dc¯’vwcZ my‡hvM¸‡jv‡K mwVK c‡_ Kv‡R jvMv‡Z cÖwZôvb¸‡jvi G aviYvmg~n m¤ú‡K© Ávb _vKv cÖ‡qvRb| dj¯̂iƒc, GB 

Aa¨v‡qi D‡Ïk¨ Z‡_¨i wWwRUvjvB‡Rk‡bi wewfbœ ¯Íi‡K †f‡½ †djv bq| eiÂ cieZx©Kv‡j Avgiv wWwRUvB‡Rk‡bi msÁv w`‡q Zv 

MÖnY Kiv ïiæ Kie Ges ˆ`bw›`b Rxe‡b Gi †gŠwjK e¨env‡ii gva¨‡g mvg‡bi w`‡K GwM‡q hve|  

 

Introduction to Big Data 
 

Sudipto Bhattayacharyya  

GB cÖhyw³MZ Dbœq‡bi mg‡q Big Data Gi cwiwPwZ Ges e¨envi Acwinvh© e‡j GLv‡b D‡jøL Kiv n‡q‡Q| eZ©gvb hy‡M wewfbœ 

mvgvwRK gva¨g †hgb: †dmeyK.UzBUvi, Bb÷ªvMÖvg BZ¨vw` e¨env‡ii †ÿ‡ÎI Big Data Gi f‚wgKv i‡q‡Q| GLv‡b e¨env‡ii wKQz 

we‡kl Lv‡Zi K_v D‡jøL Kiv n‡q‡Q- ¯^v¯’¨, wkÿv, e¨emv-evwYR¨, we‡bv`b RMZ, ågY, †Uwj‡hvMv‡hvM BZ¨vw`| wKQz P¨v‡j‡Äi K_v 

ejv n‡q‡Q wKš‘  GwU wKfv‡e †gvKv‡ejv Kiv hvq Zv D‡jøL bvB| fwel¨‡Z Big Data e¨envi KZLvwb Acwinvh© n‡Z cv‡i Zv ¯úó 

Kiv `iKvi|  

 

National Budget of the country for the financial year 2023-24:  

Different experts’ View 
 

Taslima Akther 

2023-2024 mv‡j A_©eQ‡i Rb¨ RvZxq ev‡RU wb‡q Zvmwjgv Av³v‡ii Av‡jvPbvwU h_vh_ Ges Z_¨eûj| Z‡e GB ev‡RU msKU 

†gvKv‡ejvq KZUzKz f‚wgKv ivL‡Z cv‡i Ges G e¨vcv‡i wewkó e¨w³‡`i cvkvcvwk †jL‡Ki wbR¯^ e³e¨ ev mycvwik _vK‡j GwU cwic~Y© 

n‡e e‡j Avkv Kiv hvq| Z‡e mvgwMÖKfv‡e GwU GKwU mg„× Av‡jvPbvc~Y© †jLbx|  

 

Rohingya Crisis in different aspects 
 

Rosbena Arif 

eZ©gvb evsjv‡`‡k †ivwn½v kiYv_©x GKwU A‡bK eo mgm¨v n‡q `vwo‡q‡Q| †Kvb cwiKwíZ Rxeb bv _vKvq †ivwn½viv wewfbœ AcK‡g© 

Rwo‡q co‡Q hvi g‡a¨ Ab¨Zg nj gv`K cvPvi ev e¨emv| evsjv‡`‡ki mxgvšÍ GjvKv¸‡jv GLb gv`‡Ki AvLovq cwiYZ n‡q‡Q| 

wgqvbgvi miKv‡ii AgvbweK AvPi‡Yi Kvi‡Y Zviv wbR †`‡k wd‡i †h‡Z cvi‡Q bv Avevi evsjv‡`‡kI wb‡R‡`i DbœZ Rxeb cv‡”Q 

bv| GiKg cwiw¯’wZ‡Z Zviv AwbðqZvi g‡a¨ _vK‡e GUvB ¯^vfvweK| Z‡e G mgm¨vi Kvh©Kix †gvKv‡ejvi Rb¨ wKQz mycvwik GLv‡b 

D‡jøL _vKv cÖ‡qvRb| AvšÍRv©vwZK ms¯’v we‡kl K‡i Rvw`ms‡Ni mnvqZvq wKfv‡e G mgm¨v `ªæZ †gvKv‡ejv Kiv hvq Zv wb‡q 

miKv‡ii c`‡ÿc MÖnY GLb mg‡qi `vex|  
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Repatriating Rohingya Refugees: A Path to Their Motherland 
 

Arijit Bhattacharyya 

2017 mvj †_‡K wgqvbgv‡ii gymwjg m¤úª`vq miKvi KZ„©K evievi wbR †`k †_‡K weZvwoZ n‡q cÖwZ‡ekx †`k evsjv‡`‡k AvkÖq 

wb‡q wKfv‡e GKwU gvb‡eZi AwbwðZ Rxebhvcb Ki‡Q Zv G cÖe‡Ü D‡jøL Kiv n‡q‡Q| G mgm¨vi g~‡j wM‡q mgm¨vi mgvav‡bi K_v 

ejv n‡q‡Q| †mBmv‡_ †ivwn½v‡`i AvšÍRv©wZK n¯Í‡ÿc-mnvqZv, mg AwaKvi, mgZv wbwðZKi‡Yi K_vI ejv n‡q‡Q| GwU GKwU 

mg‡qvc‡hvMx †jLbx| Z‡e mgm¨v †gvKv‡ejvq †jL‡Ki wbR¯^ wKQz mycvwik _vK‡j GwU Av‡iv Z_¨mg„× n‡e|  

 

Repatriation of Rohingya Refugees from Bangladesh to Myanmar: A Complex  

Challenge for Regional Stability Entrepreneurial Economist  
 

Tasnim Sakif 

evsjv‡`k †_‡K †ivwn½v‡`i wgqvbgv‡i cÖZ¨vevmb GLb evsjv‡`‡ki Rb¨ KwVb P¨v‡jÄ n‡q `vwo‡q‡Q| G cÖe‡Ü †ivwn½v‡`i 

evsjv‡`‡k evievi AbycÖ‡e‡ki HwZnvwmK †cÖÿvcU, cÖZ¨vevm‡bi †ÿ‡Î evuavmg~n, G wel‡q evsjv‡`‡ki f‚wgKv Ges mÿgZv Ges 

AvÂwjK cÖfve wb‡q Av‡jvPbv Kiv n‡q‡Q| ‡ivwn½v msKU †gvKv‡ejvq evsjv‡`k‡K RvwZmsNmn wewfbœ Avš‘R©vwZK I AvÂwjK 

mn‡hvMxZvi K_v ejv n‡q‡Q| G cÖeÜwU‡Z wbtm‡›`‡n GKwU ¸iæZ¡c~Y© welq wb‡q Av‡jvPbv Kiv n‡q‡Q| AvšÍRv©wZK gnj wgqvbgvi 

miKv‡ii Dci Pvuc cÖ‡qvM Ki‡j GB mgm¨vi ¯’vqx mgvavb m¤¢e| Z‡e ’̄vqx mgvav‡bi Dci †jL‡Ki e³e¨ ‡Rvi`vi nIqv `iKvi| 

Zvn‡j mgvav‡bi mnR c_ †ei n‡q Avm‡e|  

  



129 

 
 

Unlocking Patient Preferences: Strengthening Community-based 

Healthcare Services for Achieving Universal Health  

Coverage in Bangladesh 
 

 

Jahan, T * 

 

 

Abstract 

Background 

Ensuring Universal Health Coverage (UHC) is a global priority and attaining UHC requires not only robust policy 

frameworks but also a deep understanding of patient preferences to effectively tailor healthcare delivery. By taking 

into account the patient's perspective, needs, and values, the healthcare facility that serves the healthcare service 

users must be assessed. Therefore, when assessing and designing the healthcare facility, it might be useful to 

prioritize patients' needs, preferences, and values in many facets of a health program.  

 

Objectives 

This study aimed to identify patients’ preferences towards community clinics (CCs) and to measure their 

preferences for these clinics.  

 

Materials and Method 

The study participants were patients of the community clinic (CC) at Kapasia Upazila in Gazipur district. A rating-

based Conjoint Aanalysis (CA) questionnaire was administered to the 434 patients. They were asked about the 

importance of six attributes along with 16 hypothetical scenarios that elicit preferences for CBHC services. The linear 

additive utility model was applied to evaluate the preference functions of each participant.  

 

Findings 

The result of the conjoint analysis showed that the healthcare provider that delivers health services was the most 

influential CC attribute, contributing 47.13 % to the preference rating. Always availability of medicine at the 

clinic was the second most important attribute, with 26.69% of respondents' preference. Payment for health 

service was identified as the third most important attribute with a 12.87% preference rating. Moreover, the most 

substantial finding of the study is that patients choose that hypothetical scenario from where they get maximum 

utility. A single utility score indicates the level of desire for specific service features offered in a set of possible 

healthcare packages. 

 

Conclusion 

By understanding patient preferences and experiences, this study seeks to inform policy and practice aimed at 

strengthening CBHC services in Bangladesh. Findings will help build patient-centered approaches that meet 

varied populations' needs and priorities, advancing UHC.  
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Abstract 

Recent decades have seen the escalation of the debate of increased government size and low economic growth 

rates has become a prominent feature of today’s economies. The relationship between government size and 

economic growth has been discussed for over a century, ever since Wagner introduced Wagner’s Law, which 

emphasizes economic growth as a determinant of government size. This growth-led government size, also 

known as the “demand-following response” or “Wagner’s Law,” is contrasted with the Keynesian view, and 

it is debatable which of the two is the more widely favored. It is a fact that no society throughout history has 

achieved a high level of economic affluence without a government. In places where governments did not exist, 

anarchy prevailed, and little wealth was accumulated through productive economic activities. Once 

governments were established, the rule of law and the establishment of private property rights contributed 

significantly to the economic development of Western civilization, and have similarly impacted other 

societies. However, it is also true that where governments have monopolized the allocation of resources and 

other economic decisions, societies have generally failed to achieve relatively high levels of economic 

affluence. 

Classical liberals have traditionally expressed concern regarding the growth of government size due to its 

potentially negative impact on economic efficiency and living standards. They also acknowledge that an 

expansion of government can weaken the rule of law and undermine the voluntary relationships that 

constitute civil society. Empirical evidence suggests that countries with relatively smaller governments tend to 

economically outperform those with larger governmental bodies, without lagging in a broad range of social, 

environmental, and other indicators. Effective government provision of infrastructure can enhance growth. 

Moreover, there are certain goods, known as “public goods” in economic terms, that markets may struggle to 

supply due to their nature, which complicates establishing a direct link between payment and receipt. If a 

small government neglects to focus on and efficiently provide core functions such as the protection of persons 

and property, a legal system that enforces contracts, and a stable monetary regime, it is unlikely to foster 

economic growth. A fundamental economic growth model posits that while some economies may be wealthier 

than others, they should all grow at similar rates over the long term. Politically, all OECD countries are 

stable democracies, with legal structures that generally demonstrate a commitment to the rule of law, and 

monetary arrangements stable enough to prevent hyperinflation in the post-WWII era. Between 1960 and 

1996, there were 81 instances in which a nation's government expenditures were less than 25 percent of GDP. 

In this category, countries averaged a GDP growth rate of 6.6 percent. When government size constituted 25 

to 30 percent of GDP, the average growth rate decreased to 4.7 percent. The growth rate further declined to 

3.8 percent when government expenditures accounted for 30 to 40 percent of GDP. Larger government sizes 
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Institute  of  Chartered Accountants of  Bangladesh, Member, Board of  Directors, Central Bank of  Bangladesh, Chairman, 
Janata Bank Limited, Bangladesh  E-mail: jamal@emergingrating.com 
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***  Director, Tier1 Solutions Limited. Bangladesh. 
**** BA, Business Economics, University of South Florida, Tampa, Florida, USA; MA, Enterpreneniurship and 

Consultancy, Rotterdam University of Applied Sciences, Netharlands; MA, Environment Resources Management, 

Brandenburgische Universitat Cottbus, Germany. 
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were associated with even lower growth rates. Research indicates that government growth was so widespread 

in the latter half of the twentieth century that instances of substantial reduction in government size were rare, 

especially within high-income industrial economies. Among OECD countries, there were only three 

significant reductions in government expenditures relative to GDP during the 1960-96 period. Thailand, the 

second-fastest growing economy, consistently maintained government expenditures below 20 percent of GDP 

for most of the period and showed a trend towards increased government investment. Taiwan, ranking third, 

saw a notable rise in total government expenditures, from 21.5 percent to 30.1 percent of GDP, yet still 

concluded the period with government spending below the global average. Taiwan's non-investment 

government expenditures remained under 20 percent of GDP. Singapore and Hong Kong both experienced 

significant reductions in government expenditures as a percentage of GDP, with government spending in both 

locations being well below 20 percent of GDP in 1995. 

The paper discusses the optimal level of government expenditure that maximizes growth, seeking to determine 

the proper size of government and the causal relationship between government size and economic growth 

through a theoretical framework. Various aspects such as the impact of government size on failure and 

growth, the theories of government size, the anatomy of government failure, and the correlation between 

economic growth and government size are examined. It delves into whether large governments are inherently 

bad for the economy, innovation, employment, and economic growth. The paper also scrutinizes the political 

determinants of government size, including its concept and definition, measurement techniques, the dynamics 

of government size, empirical studies, the influence of partisan politics and political constraints, corporatism, 

as well as economic and demographic theories. Government ideology is also explored. In addition, the paper 

seeks to define the appropriate role and size of government, discussing government intervention and spending, 

and reviewing government size from a historical perspective. It compares expenditure obligations outside the 

traditional budget, public expenditure composition from economic and functional perspectives, and social 

expenditure, particularly in OECD countries. It further discusses the financing of public expenditure and 

proposes an optimal size for government. The paper outlines the factors that affect government growth and 

how these factors relate to economic growth. It also examines literature on the nexus between government size 

and economic growth, high growth with high taxes, and the potential compensatory measures through policy 

and trust. The paper concludes with an analysis of Bangladesh's journey, showing how a small country 

transformed its government's size within 53 years of independence. It suggests feasible ways to reduce both 

the size of the Cabinet and public expenditures to achieve a more efficient, smart, and developed Bangladesh 

by 2040. 

Keywords:  Classical liberals ‧ 53 years of independence ‧ Economic growth ‧ Welfare state 

 

Introduction 

The relationship between government size and economic growth has been a topic of discussion more than a 

century ago, when Wagner (1883/1958) came up with Wagner’s Law, which places importance on economic 

growth as a driver of government size. Recent decades have seen the escalation of this debate as increased 

government size and low economic growth rates have become a prominent feature of today’s economies. The 

thrust of the discussion is on whether it is government expenditure that drives economic growth or it is 

economic growth that causes government expenditure.  

To date four views exist. The first view is the “government size-led economic growth view,” or the “supply-

leading response,” also known as the “Keynesian view.” This view places importance on the size of the 

government and argues that it is the government size that causes economic growth, and not the other way round 

(Ebaidalla, 2013; Ghali, 1998; Loizides & Vamvoukas, 2005). On the extreme continuum of this view is the 

“growth-led government size,” alternatively known as the “demand-following response or “Wagner’s Law,” as it 

is also popularly known. According to this view, government is inefficient in providing services; hence, it 

cannot drive economic growth. Instead, it is eco- nomic growth that propels government size increases as the 

government responds to the demand placed on it by the growing economy (see Bohl, 1996; Islam, 2001; 

Samudram, Nair, & Vaithilingam, 2009; Thabane & Lebina, 2016).  

Wagner (1883/1958) termed this as Wagner’s Law. Of the Wagner’s Law and the Keynesian view, it is 

debatable which one of the two is the most widely favored view. The middle ground is the third view, known as 

the “bidirectional causality view” or the “feedback response,” which places importance on both the government 
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size and the eco- nomic growth as they are deemed to mutually cause each other in a feedback response fashion 

(Abu-Bader & Abu-Qarn, 2003; Abu-Eideh, 2015; Singh & Sahni, 1984; Wu, Tang, & Lin, 2010). Then, there 

is the fourth and unpopular strand, known as the “neutrality view” or the “independent view.” This view places 

importance neither on the govern- ment size nor on economic growth as the two are seen to be independent of 

each other and therefore do not cause each other (Afxentiou & Serletis, 1996; Ansari, Gordon, & Akuamoah, 

1997; Taban, 2010).  

On the empirical front, each of these views has found support in one study or the other, giving rise to a far from 

conclusive debate, yet the outcome has perilous policy implications. A review of literature shows that various 

studies that explored the government size–economic growth causal nexus had different study country/region 

coverage over varied time periods, using varied variables and proxies and varied econometric techniques. The 

outcomes were, therefore, also varied, inconsistent, and inconclusive in providing any policy recommendations 

that can be applied uni- formly across countries.  

The objective of this paper is to take stock of what has been scientifically produced on the government size–

economic growth causality space, highlighting both the theoretical frameworks and empirical evidence on the 

subject. The review is fundamentally different from previous reviews. It has dedicated focus on the causality 

between government size and economic growth, unlike isolated reviews that are more generalized and focus on 

several aspects of govern- ment expenditure and economic growth, which tend to end up scratching the surface 

of various issues. The confined focus of this study allows it to have a deep review and analy- sis of previous 

works, leading to a rich study. The rest of this section is organized into four sub-sections. “The Causal 

Relationship Between Government Size and Economic Growth.  

A Theoretical Framework section reviews the theoretical literature on the causal relationship between 

government size and economic growth, whereas “The Causal Relationship Between Government Size and 

Economic Growth: Empirical Evidence” section reviews the empirical evidence on the causal relationship 

between gov- ernment size and economic growth. The “Conclusion” section presents some concluding remarks.  

It is a fact that no society throughout history has ever obtained a high level of economic affluence without a 

government. Where governments did not exist, anarchy reigned and little wealth was accumulated by productive 

economic activity. After governments took hold, the rule of law and the establishment of private property rights 

often contributed importantly to the economic development of the Western civilization, and it has similarly 

impacted on other societies as well. Having a government is a necessary, though by no means sufficient, 

condition for prosperity. It is also a fact, however, that where governments have monopolized the allocation of 

resources and other economic decisions, societies have not been successful in attaining relatively high levels of 

economic affluence. Economic progress is limited when governments constitute zero percent of the economy 

and when it is at or near 100 percent as well. The experience of the old Soviet Union is revealing, as was the 

comparison of East and West Germany during the Cold War era, or of North and South Korea today. Too much 

government stifles the spirit of enterprise and lowers the rate of economic growth. If no government is too little, 

but all-encompassing government is too much, what is about right from the standpoint of maximizing economic 

welfare. Review of theories of government growth raises more questions than answers. However, it will also 

show that the relationship between government growth and economic efficiency is more complex than many 

classical liberals would like to believe. Economic growth may slow as countries reach a more advanced stage of 

economic development that also sees an increase in demand for governments, but without a causal connection. 

Growth in governments can also give rise to a drive-in search for greater efficiencies on the part of reform-

oriented politicians, making government growth more sustainable and increasing the efficient size of 

governments. Review of theories of government growth raises more questions than answers. However, it will 

also show that the relationship between government growth and economic efficiency is more complex than 

many classical liberals would like to believe. Economic growth may slow as countries reach a more advanced 

stage of economic development that also sees an increase in demand for governments, but without a causal 

connection.  

Growth in governments can also give rise to a drive-in search for greater efficiencies on the part of reform-

oriented politicians, making government growth more sustainable and increasing the efficient size of 
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governments. Classical liberals have traditionally been concerned with growth in the size of governments 

because of its potentially adverse implications for economic efficiency and living standards. However, they also 

recognize that growth in governments can weaken the rule of law and undermine the voluntary relationships that 

constitute civil society. To the extent that classical liberals have mainly focused their advocacy on policies that 

promote economic efficiency, they may have unwittingly contributed to an induced expansion in the size and 

scope of government by easing the revenue and other constraints on government growth. Classical liberals need 

to locate arguments for more efficient tax and spending policies within a broader framework of advocacy for 

rules and institutions that promote limited government. The size of government as a share of the economy has 

been on a rising trend since the Glorious Revolution of 1688–89, which established Britain as a modern 

constitutional democracy (Greg Clark 2007). International conflicts such as the Napoleonic Wars and World 

Wars I and II had a ratchet effect, with the government’s share of the economy remaining above its pre-War 

level in the wake of these conflicts. The brief trend to smaller governments in the nineteenth century was 

reversed from around 1900 onwards, aided by the two world wars, the Great Depression, and the rise of the 

social welfare state in the post-World War II period. The growth of government spending in the twentieth 

century was documented by Tanzi and Schuknecht, who noted that countries with relatively smaller 

governments have economically outperformed their bigger government counterparts, without underperforming 

on a broad range of social, environmental and other indicators. This implies that many governments throughout 

the developed world likely surpassed their efficient or optimal size from around 1960 onwards (Vito Tanzi and 

Ludger Schuknecht 2000). 

J. M. Keynes is a central figure in the emergence of the welfare-state paradigm, which he elaborated by rejecting 

the two extremes of state socialism and laissez faire and defining a middle ground between them. This new 

paradigm sanctioned ‘the enlargement of the role of government’ for the purpose of correcting deficient demand 

(Keynes, 1936:380-1). The problem with the new paradigm was that it consisted of the middle ground between 

two extreme options in an extreme case: the Great Depression. After the Western economies recovered, growing 

liberalization of international trade and (later) of capital flows challenged the role and competence of 

government’s economic management. Eventually, the welfare state reached its limit in the 1990s, when fiscal 

deficits and public debt grew to proportions that destroyed government’s ability to intervene effectively: 

additional government spending raises interest rates, which negates any stimulus it provides to demand.  

 

Paradigm Shift  

There are numerous signs that the tide of big governments is receding. Interest is growing in the high 

compliance costs of government. The appearance of Osborne and Gaebler’s book Reinventing Government 

(1992) suggests that governments are trying to increase the efficiency of public spending. In his 1996 Paradigm 

Shift. There are numerous signs that the tide of big government is receding. Interest is growing in the high 

compliance costs of government. The appearance of Osborne and Gaebler’s book Reinventing Government 

(1992) suggests that governments are trying to increase the efficiency of public spending. In his 1996 State of 

the Union Address, US President Bill Clinton announced that the ‘era of big government is over’. In the late 

1990s, there is talk, and even some action, in the United Kingdom, the United States, Australia and New 

Zealand on replacing welfare handouts with ‘workfare’. The principal reason for this disillusionment with big 

governments is that, if it grows beyond a certain point, the public sector reduces welfare rather than increasing 

it. In his overall analysis of the link between taxes and growth, Gerald Scully, a leading pioneer in the field of 

the optimal size of government, has observed that:  

Economic theory suggests that up to some level, government expenditures increase the productivity of private 

economic resources. The provision of national defense and a judicial system protect private property and 

individual rights. Other publicly provided goods, such as infrastructure, also enhance private productivity. Thus, 

up to some point, government expenditure acts as a positive externality on private economic activity … Beyond 

some optimal size of government, increased taxation acts as a negative externality on the private sector (Scully, 

1996:4-5). 
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Why do Government Expenditures affect Economic Growth 

In theory the relationship between government expenditures and economic growth is ambiguous. Long ago, 

Thomas Hobbes (1651) described life without government as “nasty, brutish, and short” and argued that the law 

and order provided by government was a necessary component of civilized life (Rothbard 1973). Taking the 

Hobbesian view, certain functions of government such as the protection of individuals and their property and the 

operation of a court system to resolve disputes should enhance economic growth (Knack and Keefer 1995) and 

Keefer and Knack 1997). Viewed from another angle, secure property rights, enforcement of contracts and a 

stable monetary regime provide the foundation for the smooth operation of a market economy. 

Governments can enhance growth through efficient provision of this infrastructure. In addition, there are a few 

goods—economists call them “public goods”—that markets may find troublesome to provide because their 

nature makes it difficult (or costly) to establish a close link between payment for and receipt of such goods. 

Roads and national defense fall into this category. Government provision of such goods might also promote 

economic growth. However, as government continues to grow and more and more resources are allocated by 

political rather than market forces, three major factors suggest that the beneficial effects on economic growth 

will wane and eventually become negative. First, the higher taxes and/or additional borrowing required to 

finance government expenditures exert a negative effect on the economy. As government takes more and more 

of the earnings of workers, their incentive to invest, to take risks, and to undertake productivity-enhancing 

activities, decreases (Browning 1976). Like taxes, borrowing will crowd out private investment and it will also 

lead to higher future taxes. Thus, even if the productivity of government expenditures did not decline, the 

disincentive effects of taxation and borrowing, as resources are shifted from the private sector to the public 

sector, would exert a negative impact on economic growth. Second, as government grows relative to the market 

sector, diminishing returns will be confronted. Suppose that a government initially concentrates on those 

functions for which it is best suited (for example, activities such as protection of property rights, provision of an 

unbiased legal system, development of a stable monetary framework, and provision of national defense). 

 

Relationship between size of Government and Economic Growth 

Gwartney et al (1998) illustrated the relationship between size of government and economic growth, assuming 

that governments undertake activities based on their rate of return. As the size of government, measured on the 

horizontal axis, expands from zero (complete anarchy), initially the growth rate of the economy—measured on 

the vertical axis—increases. Gwartney et al (1998) illustrated this situation in their study. As government 

continues to grow as a share of the economy, expenditures are channeled into less productive (and later 

counterproductive) activities, causing the rate of economic growth to diminish and eventually decline (Barro 

1990). The range of the curve beyond B illustrates this point. In the real world, governments may not undertake 

activities based on their rate of return and comparative advantage. Small government by itself is not an asset. 

When a small government fails to focus on and efficiently provide core functions such as protection of persons 

and property, a legal system that helps with the enforcement of contacts, and a stable monetary regime, there is 

no reason to believe that it will promote economic growth. This has been (and still is) the case in many less 

developed countries. Governments—including those that are small—can be expected to register slow or even 

negative rates of economic growth when these core functions are poorly performed. Unless proper adjustment is 

made for how well the core functions are performed, the empirical relationship between size of government and 

economic growth is likely to be a loose one, particularly when the analysis involves a diverse set of economies. 

A fundamental model of economic growth developed by Robert Solow (1956) suggests that while some 

economies may be wealthier than others, in the long run they should all grow at the same rate. More recent work 

has suggested that not only do economies actually have substantially different growth rates over lengthy time 

periods (Quah 1996; Gwartney and Lawson 1997), there are also good theoretical reasons for believing that 

countries can maintain the different rates (Lucas 1988; Romer 1990). This issue is important because if long-run 

growth rates across countries are all the same (or approximately the same), the long-term consequences of 

economic policies that impede growth are less severe.  
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Government  Expenditures and  Economic  Growth in the  United  States 

Gwartney et al (1998) illustrated this growth in government expenditures in the United States, and showed that 

the increase in government expenditures is primarily due to the growth of transfers and subsidies, rather than in 

the core areas of government. In the 1960s government expenditures at all levels of government averaged 29.9 

percent of GDP, and increased to 32.8 percent of GDP in the 1970s, 34.7 percent of GDP in the 1980s, and 35.3 

percent of GDP in the 1990s. As a share of GDP, transfers and subsidies have more than doubled since the 

1960s. They have risen from 6.4 percent of GDP in the 1960s to 13.5 percent of GDP during the 1990s. Thus, 

transfers and subsidies consumed an additional 7.1 percent of GDP in the 1990s than during the 1960s. The 

share of GDP devoted to total government expenditures rose by 5.4 percent over that same period (and 6.2 

percent between 1960 and 1996). This expansion in the size of the transfer sector is likely to reduce economic 

growth. Transfers and subsidies that enlarge the size of government will require higher tax rates, which will 

reduce productive incentives. Compared to expenditures in core areas, additional government expenditures on 

transfers will exert little positive impact on growth. Transfers and subsidies also bring with them the problem of 

rent seeking. Gwartney et al (1998) found that as investment has fallen over the four decades from the 1960s to 

the 1990s, the growth in output per hour has also fallen. In turn, the slowdown in productivity has reduced the 

growth rate of real GDP during each of the last three decades (Gwartney et al,  1998). The story told by 

Gwartney et al (1998)   is that as government has grown, it has crowded out investment which has resulted in 

declining productivity growth and a slowdown in the growth rate of real GDP. Larger government leads to less 

economic growth. 

 

Evidence from the OECD Countries 

Compared to most other countries around the world, the institutional arrangements and income levels of the 23 

long-standing OECD members are relatively similar. Politically, all OECD countries are stable democracies. 

Their legal structures generally reflect a commitment to the rule of law. Monetary arrangements have been 

stable enough to avoid hyperinflation during the post World War II era. In the area of international trade, OECD 

members have been at the forefront of those promoting more liberal trade policies within the framework of 

GATT and the World Trade Organization. Gwartney et al (1998) presented data on the average year-to-year 

growth rate of GDP according to the size of government. As illustrated, total government expenditures summed 

to less than 25 percent of GDP in seven OECD countries in 1960. In total, there were 81 cases during 1960-1996 

where a nation had government expenditures less than 25 percent of GDP. Countries in this category averaged a 

GDP growth rate of 6.6 percent during these years. When the size of government was between 25 percent and 

30 percent of GDP during a year, the average growth rate fell to 4.7 percent. The year-to-year growth declined 

to 3.8 percent when government expenditures consumed between 30 percent and 40 percent of GDP. Still larger 

government was associated with still lower rates of growth. 

Japan did register very high growth rates for several decades. But even here there is a revealing story (Gwartney 

et al (1998). At the beginning of the 1960s, the total expenditures of the Japanese government were only 17.5 

percent of GDP and they averaged only 22.0 percent of GDP during the decade. With that environment, the 

Japanese economy registered an average annual growth rate of 10.6 percent in the 1960s. During the 1960s the 

Japanese economy fits the small government, high growth mold. Over the next three decades, the Japanese 

government grew steadily; by 1996 government spending had soared to 36.9 percent of GDP. At the same time, 

Japan's growth rate moved in the opposite direction, falling to 5.4 percent in the 1970s, 4.8 percent in the 1980s 

and sagging to 2.2 percent in the 1990s. As in United States, the growth of government in Japan has been 

associated with a slowdown in the rate of economic growth. 

 

Evidence from OECD Nations with Shrinking Government 

The growth of government has been so pervasive in the last half of the twentieth century that there have been 

only a few instances where nations have substantially reduced its size. This is particularly true for the high-

income industrial economies. There are three instances of a substantial decline in government expenditures as a 

share of the economy among OECD countries during the 1960-96 period. The first case is that of Ireland, which 

saw government expenditures as a share of GDP go from 28 percent in 1960 to 52.3 percent in 1986. This 
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situation was reversed during the 1987-96 period. As a share of GDP, government expenditures declined from 

the 52.3 percent level of 1986 to 37.7 percent in 1996, a reduction of 14.6 percentage points. From 1960 to 1977 

government expenditures increased from 28 percent to 43.7 percent, and Ireland's real GDP growth rate was 4.3 

percent. It declined to 3.4 percent during 1977-86, as the government further expanded to 52.3 percent of GDP. 

During the recent decade of shrinking government, the annual growth rate in Ireland's real GDP rose to 5.4 

percent. As government expenditures shrank in Ireland, Ireland's economic growth increased. The experience of 

New Zealand is also revealing. Between 1974 and 1992, New Zealand's government expenditures as a share of 

GDP rose from 34.1 percent to 48.4 percent. Its average growth rate during this period was 1.2 percent. Recently 

New Zealand began moving in the opposite direction. The percentage of GDP devoted to government 

expenditures was reduced from 48.4 percent in 1992 to 42.3 percent in 1996, a reduction of 6.1 percentage 

points. Compared to the earlier period, New Zealand's real GDP growth has increased by more than two 

percentage points to 3.9 percent. The United Kingdom provides additional evidence. Government's share of 

GDP rose from 32.2 percent in 1960 to 47.2 percent in 1982. During this period, UK's GDP growth rate was 2.2 

percent and there was widespread reference to the “British disease.” Between 1982 and 1989, government's 

share of GDP declined by 6.5 percentage points to 40.7 percent. Responding, UK's rate of GDP growth 

increased from 2.2 percent to 3.7 percent. While shrinking government has been rare in the past few decades, 

evidence from places where government has shrunk is consistent with the hypothesis that larger government 

lowers economic growth. The evidence illustrates that if the size of government is reduced, higher rates of 

economic growth can be anticipated. 

Size of Government in High-Growth Nations 

The data in Gwartney et al (1998) study   for OECD countries suggests that smaller government is correlated 

with faster rates of economic growth. While in theory government could be too small to provide the necessary 

environment for economic growth, the data in Exhibit 4 give no indication that any OECD government was 

excessively small at any time during 1960-96. Within the size of government range of this period, smaller 

government was consistently associated with more rapid economic growth. Gwartney et al (1998) study probes 

this issue further by looking at government expenditures as a share of GDP for the 10 nations with the fastest 

rates of economic growth during 1980-95. The average annual per capita GDP growth of these countries ranged 

from 7.4 percent for South Korea to 4.2 percent for Malaysia. There are no OECD members in this group of 

fastest-growing economies. The numbers show total government expenditures as a share of GDP at five-year 

intervals during the 1975-95 period. The numbers in South Korea, the world's fastest-growing economy during 

this period, had government expenditures that were relatively stable at between 20 and 21 percent of GDP. Non-

investment government expenditures in South Korea showed a steady decline from just over 15 percent of GDP 

to just over 10 percent during the two-decade period, indicating that South Korea has increasingly been devoting 

government expenditures toward investment. The total government expenditures of Thailand, the second fastest-

growing economy, were generally less than 20 percent of GDP throughout most of the period, and they also 

showed a trend toward increased government investment. Taiwan, third on the list, showed a substantial 

increase in total government expenditures, from 21.5 percent of GDP to 30.1 percent, but still ended the period 

with government expenditures well below the world average. Taiwan's non-investment government 

expenditures were still less than 20 percent of GDP. Singapore and Hong Kong, the next two countries, saw 

substantial declines in government expenditures as a percentage of GDP, and both countries had 1995 

government expenditures well below 20 percent of GDP. 

 

Growth-Maximizing level of Government Expenditures 

A persuasive argument can be made for designing government policies in order to maximize the economy's rate 

of growth. In the long run, a strong economy is the best way to benefit all citizens. One need only look at the 

progress of the 20th century to see how economic growth has helped even those least well-off in the economy or 

compare the well-being of those in poverty in the United States with the typical standard of living in less-

developed economies, to see why policies that foster economic growth are the key to long-term prosperity of 

non-investment government expenditures in cases where these figures are available. If one wanted to design a 

government that maximized economic growth, how large would that government be? The data examined earlier 
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give no indication because for every nation examined, none had governments so small that they impeded 

economic growth, even though there were several instances in which total government expenditures were less 

than 20 percent of GDP. Because there is no evidence that any existing government is smaller than the growth 

maximizing size of government, some other method must be used to surmise what size of government would 

maximize an economy's growth rate. One way to address the question would be to look at the size of the 

government within the framework of the theory discussed earlier in the literature. There are certain core 

functions of government that assist economic growth by protecting property rights and creating an environment 

conducive to growth. As economies expand beyond these core functions, larger government impedes growth 

because of: (a) the disincentive effects of taxes, (b) the tendency of government to expand into areas that are 

better suited for private sector production, (c) increased rent-seeking (rather than productive) activities, and (d) 

the crowding out of private investment. 

 

Search for the Right Size of the Government 

The term cabinet is the most easily recognized generic description of this body, but it might create some 

confusion between cabinets as a collective political body and cabinets. In particular, France, sense a group of 

advisers working for a minister, comprising friends, political allies, and politically sympathetic civil servants 

dealing with political aspects of the post. An understanding of the cabinet government is key to an 

understanding of policymaking within parliamentary democracy as Laver and Shapsls (1994) point out ‘’any 

discussion of governance in parliamentary democracies must incorporate a systematic account of cabinet 

decision making’’. Without such an account, it is impossible to model the making and breaking of governments 

because it is not possible to specify how legislators envisage the consequence of their actions. Wright (1998) in 

describing ‘ten paradoxes’ of the French Administration referred to four types of cabinets. First one is Cabinet 

as Spectator, with major decisions being taken elsewhere in ‘central executive territory’, either by the chief 

executive, the chief executive in bilateral negotiation with relevant ministers, cabinet committees, 

interdepartmental committees of high-ranking civil servants, ad-hoc commissions, and so on. In Ireland, 

Belgium, Sweden, Austria, and the Netherlands the cabinet is rarely reduced to the role of spectator. The real 

debate takes place, even if they are sometimes framed ‘framed’ by the Prime Minister or Chancellor or by ‘pre-

cooking’ of the party bosses. The second is, Cabinet as Clearing House for rubber-stamping decisions made 

elsewhere and for formal reporting. The American & Russian cabinets work mainly as spectators and or 

clearing house. Third, Cabinet as arena for reviewing, debating ministerial initiatives, and for legitimizing 

decision-making.  Fourth, Cabinet as actor, with power to initiate, filter, coordinate, and, as final court of 

appeal, to impose constraint or even vetoes. In Britain and French cabinets are found carrying all four functions 

depending on the prevailing position of the chief executive.  Mackie and Hogwood (1985) offered a similar 

typology of the cabinet. 

The form and membership of the cabinet largely vary in the developed and developing countries. In Belgium, 

Germany, the United Kingdom, and English speaking Commonwealth countries, a cabinet is an assembly of 

senior party managers or a group including technocrats (Austria,French, and Spain), or a combination. In some 

countries, following Westminister model, parliamentarians are appointed as ministers while in other countries in 

particular, Spain and Austria, outside experts can be brought in the cabinet. In France, Norway, Gambia, and 

Mongolia, there is an incompatibility rule that one cannot be both minister and Member of Parliament. The 

cabinet system in the USA is more alike to disparate collection of individuals who are beholden together only by 

loyalty to a particular individual, however, earlier to this century, this was not the practice.  

In Bangladesh a cabinet is being formed with Parliament members with a provision of having maximum 20% 

cabinet members from the professionals and technocrats. 

The debate over the size of the cabinet is considerable. It is argued that large cabinets allow powerful 

stakeholders to influence policymaking as Campbell (1996) argued ‘’a large and broadly representative cabinet 

at least gives dissenters a sense that their stances have received consideration in the secrecy of cabinet 

deliberation’’.  Campbell (1996) identified 7 general opposition to the reduction of cabinet size. These are, first: 

it requires creation of super ministries, which can run into constitutional or legal obstacle. Second: in the 

countries with government of political coalition get it easier to distribute 25 posts than 14. Third: the reduction 
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of cabinet may reduce the scope of Prime Ministerial patronage.  Fourth: a tradeoff can achieve a good 

coordination within super ministries with coordination at the cabinet level. Fifth: the larger ministries may lead 

to the emergence of independent power bases for the super ministers and heighten the political stakes in case of 

conflict. Sixth: the reduction in the number of ministers in the cabinet reduces the chief executive’s ability to 

construct supportive coalitions. Finally, super ministries reduce visibility of junior ministers and hence the 

capacity of the cabinet to identify their talents or weaknesses.   

Opponents of larger cabinets argue that first: it losses general image of the highest decision making body of the 

country that comprises of a large number of ministers that a country can hardly afford. Second: it may be helpful 

to entrenched corruption accommodating larger number of stakeholders in the cabinet, as witnessed during 1990 

in Bangladesh, Benzir-Sharif regime in Pakistan. One may recall available evidence that there was stalemate in 

the activities of the government as a result of clique among the members of cabinets in 1979-1990 periods.  

Third: with a gap created for reason of clique among politicians, the bureaucrats mostly take advantage of 

handling the administration to isolate people from the politicians. Fourth: the large cabinet offer opportunity for 

creating an inner or ‘’kitchen’’ cabinet-an inner core of the most powerful ministers, friends and family 

members of the prime minister, leaders of the coalition parties in government, including the head of the 

government. Such kitchen cabinets have been experienced as a symptom of the weakness of the center. The very 

existence of the kitchen cabinet may result in the creation of unofficial and informal meetings of excluded and 

resentful ministers, ultimately resulting in creating chaotic politics within the government. For example, chaotic 

politics among the cabinet members during 1979-81 period may be identified as one of the causes of the 

undesirable death of the BNP’s founder president Zia. Subsequently after his death, the elected president Justice 

Sattar officially and publicly had handed over power, on the ground of corruption and chaos within the party, to 

military dictator Ershad who systematically damaged the democratic institutions. The kitchen cabinet has 

distinguished ancestry and had been frequently used during wartimes (Manning et al 1999). Fifth: larger 

cabinets become expensive in the foreign aid syndrome developing and corrupt countries. For example, 

countries like Bangladesh where salaries of the government employees are paid from public borrowings and 

foreign sources. In such context, Bangladesh cannot afford huge number of ministers more than thrice of the 

OECD average of less than 20 ministers.   

Currently, most cabinets in the OECD countries have around 20 ministers; by contrast, the average size of the 

cabinets was just over 18 during 1987-95 in the European and African countries. The highest average during that 

period was 32 in Canada and smallest was Switzerland, just below 8. Following some four decades of expansion 

after 1945, there has been light trend toward further reduction in the cabinet size of the OECD in the past 

decade. The Australian government reduced the number of government departments from 28 to 18 in July1987 

and cabinet portfolios 16. The cabinet was further reduced to 14 in 1996. Similarly, Canada radically reduced 

the size of its cabinet in 1993. The Hungarian cabinet was reduced from 20 in 1987 to 15 in 1999. These are 

proven to be the beginning of downsizing the government from the top for right sizing of public sector. Because, 

reducing the role of public sector enlarges the role of private sector that is private institutions of the society. 

Downsizing of public sector means that less money is taken and spent by the government and more money left in 

the hands of the people, to be spent in the market place, broadly defined.  Less borrowing by the government 

means that there is less crowding out in the market for money, and, therefore, more capital available for private 

borrowing and job creating investment. Currently, popular terms for the conceptual process of reducing the size, 

scope, role, and cost of government-shrinking government, some would say- are rethinking, dis-inventing, 

reinventing, reengineering, and privatizing. 

The result of the study conducted by António Afonso  and João Tovar Jalles (2012) on 108 countries on the 

Economic Performance, Government Size, and Institutional Quality from 1970-2008, employing different 

proxies for government size and institutional quality reveal  several conclusions regarding the effects on 

economic growth of the size of the government: i) there is a significant negative effect of the size of government 

on growth; ii) institutional quality has a significant positive impact on the level of real GDP per capita; iii) 

government consumption is consistently detrimental to output growth irrespective of the country sample 

considered; iv) moreover, the negative effect of government size on GDP per capita is stronger at lower levels of 

institutional quality, and the positive effect of institutional quality on GDP per capita is stronger at smaller 
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levels of government size. In addition, the negative effect on growth stemming from the government size 

variables is more attenuated for the case of Scandinavian legal origins, while the negative effect of government 

size on GDP per capita growth is stronger at lower levels of civil liberties and political rights. 

James S. Guesh (1997) study on Government Size and Economic Growth in Developing Countries: A Political-

Economy Framework: A model which differentiates the effects of government on growth across political and 

economic institutions is developed and tested using annual time-series data for fifty-nine middle-income 

developing countries over the period 1960–85. The results suggest that growth in government size has adverse 

effects on economic growth in developing countries, but the adverse effects are three times as great in countries 

with nondemocratic socialist systems as in countries with democratic market systems. Thus, greater government 

size takes not only a toll on economic growth, but the type of political and an economic system present in a 

country affects the magnitude of the toll. In light of what we have discovered, it appears that an appropriate 

policy prescription for economic growth and development should include a reduction in government size and the 

promotion of economic and political liberties. 

Patrick J. Caragata (1998) on From Welfare State to Optimal Size of Government: A Paradigm Shift for Public 

Policy study suggested a new paradigm that culture of public control, or regulatory and intrusive management, 

that has grown up under the welfare state must be ended and replaced with the culture of public service that 

respects taxpayers as the shareholders of government. The greater the numbers demanding benefits from 

government, the greater is the welfare dependency of the population, and the greater the level of government 

control. The greater the level of control, the less acceptable and the more wasteful are government services 

likely to be. Reducing taxes helps to encourage less wasteful spending and greater personal responsibility.  The 

new paradigm of the optimal size of government offers politicians the basis for addressing ‘democracy’s 

discontent’ by reducing the culture of dependency arising from the intrusive welfare state and promoting self-

development and learning as the basis for national re-invigoration and enhanced international competitiveness. 

Stephen Kirchner (1968) in his research monograph Why Does Government Grow concluded that The absolute 

size of government is less important than the constitutional, legal and other constraints under which 

governments function. Growth in government is of concern largely because it is symptomatic of a relaxation of 

the constraints that have traditionally bound it. The relaxation of some of these constraints is welcome, for 

example, the expansion in the potential tax base associated with the growth of formal and more extensive 

markets and reduced household production. As markets and other voluntary interactions become more extensive 

and complex, the demands on government increase, but government effectiveness decreases as knowledge in 

society also becomes more specialized and dispersed. This argues against the increased centralization power 

and decision-making that often accompany growth in government. To be effective advocates of limited 

government, classical liberals need to acknowledge and better understand the forces driving the long-run growth 

in government. While classical liberals view government as being less efficient than markets in most contexts, 

governments may grow in part because they are successful in finding greater efficiencies in their activities. This 

in turn can be expected to undermine the negative correlation between government size and economic growth 

and weaken critiques of big government based mainly on efficiency arguments. Classical liberals have 

traditionally argued for policies that would improve the efficiency of specific government tax and spending 

programs, but such policies need to be located in a broader framework of advocacy for the rules and institutions 

that support limited government. 

Objective and structure of the paper  

Section One 

Causal Relationship Between Government Size and Economic Growth: 

A Theoretical Framework 

Government Size in a Nutshell  

Following Lane (2000) and Häge (2003), government can be defined as a state’s body for general decision 

making and its outcomes. A government, thus, imparts direction to its soci- ety through various collective 
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decision-making means, and it exercises the state’s authority on a daily basis. The govern- ment usually has two 

arms, the direct arm and the indirect arm. Through the direct arm, the government raises revenue through 

collection of taxes, allocates and redistributes resources through subsidies and welfare grants, and produces and 

consumes goods and services (Häge, 2003). All these activities performed by the direct arm can be narrowed 

down to a monetary value. However, the indirect arm of the gov- ernment—that is responsible for costs and 

benefits associ- ated with regulations, indirect taxes, and subsidies in the form of tax allowances—allows the 

government substantial power over national resources, nonetheless, with little reflec- tion on expenditure and 

employment data.  

Government size can be measured in terms of expendi- ture, revenue, or employment. However, the expenditure 

measure is the most commonly used indicator. This expenditure is derived from the national accounts. On an 

aggregate basis, total government expenditure is often used to signify the size of the government. The less the 

govern- ment spends, the smaller its size, and the more the govern- ment spends in aggregate terms, the larger its 

size. Although this measure is commonly used, it can be argued that it is an appropriate measure of government 

size in some instances but not in others, due to impact differentials associated with the components of 

government expenditure (Cusack & Fuchs, 2002; Sedrakyan & Varela-Candamio, 2019).  

Cusack and Fuchs (2002) further split government expenditure into five components—investment and 

consumption expenditure, as well as subsidies, social transfers, and interest payments. Some studies have gone 

beyond the overall government spending when analyzing the relationship between government size and various 

macroeconomic vari- ables. The consideration of various components of government expenditure by various 

researchers is premised on the understanding that different government expenditure catego- ries may have a 

different impact on various macroeconomic variables. Even when components of government expenditure are 

considered, the more expenditure on the considered category, the larger the government size, and the opposite 

holds.  

A small government is considered advantageous based on the crowding-out effect principle. On the 

consumption front, governments can only spend what they have taken out of the real economy via taxes or they 

can alternately finance their spending through borrowing. An increase in tax revenue means reduced private 

consumption by the same amount of tax increase. The result is stagnation in overall demand and subsequently 

no wealth creation. From the investment angle, the same principle applies. Government borrowing from pri- 

vate lenders makes resources available for lending to private investors decline by the same amount lent to the 

government by the private lender. Thus, by and large, if government spending and borrowing go up, private 

spending and borrow- ing go down by the same margin, its government counterpart has gone up. However, on 

the flipside are the pro-big govern- ment size proponents who argue that a big government is good for the 

economy as it provides jobs and financial secu- rity to a number of people—to the tune of millions in most 

cases. Big governments are also known to create economies of scale and to provide infrastructural development, 

which is a precursor to private investment.  

 

Government Size and Economic Growth  

The relationship between government size—as measured by the level of government expenditure—and 

economic growth has brought widespread debate, not only empirically but also theoretically. Dominating the 

theoretical platform are the Keynesians and the Classicals. The Keynesian school of thought places importance 

on the size of the government through fiscal policies. According to this school of thought, fiscal policies boost 

economic activity, especially during recession, when the self-regulatory mechanisms in the econ- omy fail to 

drive the economy back to equilibrium as a result of rigidities in the labor market. The Keynesians are, there- 

fore, ardent supporters of expansionary fiscal policies for economies to shy away from long and economy-

crippling recessions.  

With the entrance of new growth theories on the debate platform, the Keynesian argument for fiscal policies as 

eco- nomic growth enhancers has gained traction and additional support. In contrast to the Neoclassical growth 

models (see Solow, 1956) that did not prescribe the transmission chan- nels through which government 

expenditure could affect long-run economic growth, the new growth theorists argue that there is both a short-
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term (temporary) impact and a long- term impact of government intervention through fiscal stim- ulation on 

economic growth during the transition to equilibrium (see Lucas, 1988; Romer, 1986). It is, therefore, the 

Keynesian view that even causality runs from increased government expenditure to increased economic growth 

through an expansionary fiscal policy.  

On the other side are the Classicals and the Neoclassicals that consider fiscal policies to be futile as a result of 

the crowding-out effect, directly and indirectly. Directly, these two groups of theorists believe increasing public 

spending leads to the substitution of private goods by public goods, giving rise to lower private expenditure even 

on key goods and services. Indirectly, government, as a way of financing its spending, exerts pressure on the 

market for credit, thereby pushing up interest rates. When interest rates rise, they do not rise for the government 

only but for everyone, including the private sector—which tends to suppress private investment and overall 

hamper economic growth. Furthermore, according to the Classicals and the Neoclassicals, government may 

choose to finance its increased expenditure by increasing taxes—an act which can distort market prices and 

resource allocation, and may even attract tax evasions and avoidance. The ultimate outcome is a negative impact 

on economic growth.  

Unlike the Keynesian view, the Classicals and the Neoclassicals are consistent with Wagner’s (1883/1958) Law, 

which advocates that the direction of causality runs from economic growth to government expenditure for three 

reasons: first, the administrative and protective public func- tions of the state substituting for private activity; 

second, economic development results in the expansion of cultural and welfare expenditures; and third, 

government interven- tion is required to manage and finance natural monopolies. Therefore, in Wagner’s view, 

an expansion in government expenditure is a function of economic development, and not vice versa.  

In sum, the Keynesian view and Wagner’s Law present two different positions, placed at each end of the 

continuum, concerning the relationship in general, and the causal rela- tionship in particular, between 

government spending and economic growth. While the Keynesian view postulates that the causality runs from 

government spending to economic growth, Wagner’s Law suggests that causality runs from eco- nomic growth 

to government spending. Both contentions could, however, be correct in their own right, depending on the 

nature of the particular economy under scrutiny. In econ- omies dominated by monopolies and where product 

and fac- tor markets are underdeveloped, the first view may be applicable. On the contrary, in economies where 

key prod- ucts and services are provided by the government at subsidized rates, and where inefficient public 

corporations are abundant, private investment and long-run economic growth are likely to be significantly 

reduced. Hence, on this premise, government size impedes economic growth, thereby validating the second 

view.  

Some recent theoretical literature has attempted to recon- cile the two conflicting views—Keynesian view and 

Wagner’s Law—by proposing a non-linear relationship that is positive when the share of government in 

economic activ- ity is low but negative when the relative size of the govern- ment grows (Barro, 1989; Easterly, 

1999). It is through the reconciliation of the two prominent views that gave birth to the other two causality 

views—bidirectional view and the neutrality view, where the former postulates that government size and 

economic growth are mutually causal while the lat- ter sees no causality between the two variables, and deem 

them independent.  

 

The Causal Relationship Between Government Size and Economic Growth: Empirical Evidence  

The relationship between government size and economic growth has been on center stage for some time now as 

econo- mists and politicians debate on whether it is government expenditure that drives economic growth or vice 

versa. Empirical literature on the four views,aforementioned in the “Introduction” section, is systematically and 

chronologically reviewed in the subsections that follow.  

 

The Supply-Leading Response/The Government Expenditure-Led Growth/The Keynesian View  

A number of studies on the causal relationship between gov- ernment size and economic growth lend support to 

the “Keynesian view”—alternatively known as the government size-led growth. The view has increasingly been 

referred to as the supply-leading response—where economic growth is deemed as a mere response to the growth 
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of the government. Ghali’s (1998) results confirmed the predominance of the Keynesian view in the case for 10 

Organisation for Economic Co-Operation and Development (OECD) countries. The objective of the study was 

to assess the direction of causality between government expenditure and economic growth in these countries. 

Based on a vector error-correction model (VECM), developed through multivariate co-integration techniques, 

Ghali concluded that it is the government size that Granger-causes economic growth in all the study countries.  

 

Table 1: Studies in Favor of Unidirectional Causality From Government Size to Economic Growth. 

Author(s) Region/country Methodology Direction of causality 

Ghali (1998) OECD countries VECM Size → Growth  

Loizides and 

Vamvoukas (2005) 

Greece, the United 

Kingdom, and Ireland  

Bivariate and trivariate error-

correction models within a 

Granger causality 

Size → Growth In the 

short run  

 

Dogan and Tang (2006)  Five South East Asian 

countries—The 

Philippines, Indonesia, 

Malaysia, Singapore, and 

Thailand  

Granger-causality test  

 

Size → Growth 

In the case of the 

Philippines  

 

Blankenau, Simpson, 

and Tomljanovich 

(2007)  

Developed and 

developing countries  

 

Causality tests  

 

Size → Growth  

 

Chandran, Rao, and 

Anwar (2011)  

Malaysia  ARDL approach 

Bivariate and the multivariate 

models  

Size → Growth  

 

Ebaidalla (2013)  Sudan  Granger-causality test and 

error-correction model  

Size → Growth  

Note. OECD = Organisation for Economic Co-Operation and Development; VECM = vector error-correction model; Size = government 

size; Growth = economic growth; → = direction of flow; ARDL = autoregressive distributed lag.  

Source: Sheilla Nyasha
 

and Nicholas M. Odhiambo (2019)
 

Government Size and Economic Growth: A Review of International 

Literature SAGE Open July-September 2019: 1–12 © The Author(s) 2019 

hDttOpsI://1d0o.i.1o1rg7/71/02.1157872/241450812494807179280770200 journals.sagepub.com/home/sgo 

Loizides and Vamvoukas (2005) examined the causal relationship between government size and economic 

growth in three countries—Greece, the United Kingdom, and Ireland—using bivariate and trivariate error-

correction mod- els (ECMs) within a Granger-causality framework. The results of the study showed that 

government size Granger- causes economic growth in all the study countries in the short run while the same 

outcome for Ireland and the United Kingdom was realized only in the long run. These results applied 

irrespective of the model used—bivariate or trivariate.  

Dogan and Tang (2006) revisited the government size–growth nexus as they examined the causality between 

government expenditure and economic growth in five South East Asian countries. The countries were the 

Philippines, Indonesia, Malaysia, Singapore, and Thailand. Based on the Granger-causality test methodology, a 

unidirectional causality running from government expenditures to national income was found, but only in the 

case of the Philippines. Thus, the Keynesian view was supported in the Philippines. Another year later, 

Blankenau, Simpson, and Tomljanovich (2007) examined the relationship between government expenditure and 

economic growth in developed and develop- ing countries. Based on the developed country sample, the results 

of the study were consistent with the Keynesian view. Chandran, Rao, and Anwar (2011) utilized annual data 

covering the 1970-2006 period to examine the causality between government expenditure and economic growth 

in Malaysia. The thrust of the study was to examine Wagner’s Law and the Keynesian hypothesis concerning 

the link between real government spending and real gross domestic product (GDP). Two models were used—a 

bivariate and a multivariate. In addition, the study considered aggregate government expenditure and economic 
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growth, on one hand, and government expenditure on education and economic growth, on the other hand. Using 

the autoregressive distrib- uted lag (ARDL) approach, the results of both the bivariate and the multivariate 

models, on the whole, revealed that in Malaysia, aggregate government expenditure was the driver of economic 

growth—thereby confirming the Keynesian view.  

Ebaidalla (2013) investigated the causality between gov- ernment expenditure and national income in Sudan 

during the period from 1970 to 2008. Using the Granger-causality test and the ECM, the results were consistent 

with the Keynesian view, where causality was found running from government expenditure to national income, 

irrespective of whether the analysis was in the short or in the long run.  

 

Political Accountability and the Size of the Government 

David Dreyer Lassen (2000) in a paper investigated the Political Accountability and the Size of the Government 

in a democracy. In a principal agent model government, it was shown that increases in the political 

accountability, i.e. increases in government transparency and regimes’ degree of political democracy, leads to 

increase the size of the government. This perhaps surprising, claim was investigated empirically on the cross 

section of 62 democratic countries using a recent index of political accountability, and was found to have strong 

and robust support in this data. Future work should look at alternative measures of transparency and electoral 

contestability in more detail and examine their impact on fiscal outcomes. Along these lines, Alt, Lassen and 

Skilling (2000) investigate the transparency state government budget processes in the USA. 

 

The Demand-Following Response/The Growth- Led Government Expenditure View/Wagner’s Law  

Bohl (1996) put the causal nexus between government expenditure and economic growth under examination in 

the G7 countries. The results revealed that in the United Kingdom and Canada, it is Wagner’s Law that 

predominates, where unidirectional causality was confirmed to run from economic growth to government 

expenditure. Ansari et al. (1997) put the causal relationship between government expenditure and national 

income for three African countries (Ghana, Kenya, and South Africa) to the test, using data from 1957 to 1990, 

and using the standard Granger causality test. Although the study found no evidence of causality between 

government expenditure and national income in Kenya and South Africa, in the short run, it vali- dated 

Wagner’s Law in the case of Ghana. Abizadeh and Yousefi (1988) empirically tested the valid- ity of Wagner’s 

Law in the case of South Korea over the period from 1961 to 1992. Using the Granger-type causality tests, their 

results attested to the existence of unidirectional causality from economic growth to government expendi- ture—

thereby certifying the validity of Wagner’s Law.  

Islam (2001), in the same vein, examined the causal rela- tionship between government expenditures and 

economic growth, proxied by real GDP per capita, for the United States. Using annual data for the period from 

1929 to 1996 and the error-correction approach, the results of the study were consistent with the demand-

following response, satis- fying Wagner’s Law—where economic growth was found to Granger-cause 

government expenditure. In the case of Malaysia, T. C. Tang (2001) empirically tested the direction of causality 

between government expen- diture and economic growth, proxied by national income in Malaysia during the 

period from 1960 to 1998. Using Johansen’s multivariate co-integration tests and Granger- causality 

methodology, the study concluded that in the short run, it is national income that Granger-causes government 

expenditure, confirming the relevance of Wagner’s Law in the study country.  

A year later, Al-Faris (2002) also revisited the causal nexus between government expenditure and economic 

growth for Gulf Cooperation Council (GCC) countries using multivariate co-integration and Granger-causality 

tests. The results indicated the presence of unidirectional Granger cau- sality from economic growth to 

government expenditure in the majority of the gulf countries—leading to the acceptance of Wagner’s Law and 

the rejection of the Keynesian view in the study countries.  

Abu-Bader and Abu-Qarn (2003) investigated the direction of causal flow between government expenditure and 

economic growth in three countries—Egypt, Israel, and Syria—covering a period of 30 years. Using 

multivariate co- integration and variance decomposition techniques, they found a unidirectional causal flow 

from economic growth to government expenditure only in the short run and only for one study country, Egypt, 
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thereby lending support to Wagner’s Law. A year later, Dritsakis (2004) also investigated the direc- tion of 

causality between government expenditure and eco- nomic growth in Greece and Turkey. The results of the 

study were consistent with the growth-led government expenditure hypothesis that places importance on the 

economic growth as a driver of government expenditure.  

Loizides and Vamvoukas (2005) examined the causal relationship between government size and economic 

growth in three countries—Greece, the United Kingdom, and Ireland—using bivariate and trivariate ECM 

within a Granger-causality framework. The results of the study were in support of Wagner’s Law, where 

economic growth was found to Granger-cause increases in the relative size of gov- ernment in Greece, 

irrespective of the model used, and in the United Kingdom when a trivariate model with inflation was 

considered. The direction of causality between government expendi- ture and economic growth was also 

empirically examined by Akitoby, Clements, Gupta, and Inchauste (2006) using a sample of developing 

countries. They found evidence of the growth-led government expenditure, where unidirectional Granger 

causality ran from economic growth to government expenditure, thus confirming that Wagner’s Law holds in 

the developing countries studied.  

Sideris (2007) carried out a similar empirical study with an objective of testing the validity of Wagner’s Law in 

Greece during the 1833-1938 period. According to Sideris, the study period consideration was well calculated as 

it rep- resented a period of growth, industrialization, and modern- ization of the economy—conditions which 

should be conducive to Wagner’s Law. Using Granger-causality tests, the results of the study found causality to 

run from income to government expenditure, validating Wagner’s Law in Greece. Narayan, Nielsen, and Smyth 

(2008) empirically tested Wagner’s Law in Chinese provinces. Using a panel unit root, co-integration, and 

Granger-causality approach, the results of the study confirmed the presence of Wagner’s Law but only for the 

central and western provinces, and not the east- ern provinces.  

In the same year, Mohammadi, Cak, and Cak (2008) also examined empirically the causal relationship between 

gov- ernment expenditure and economic growth in the case of Turkey. The results were consistent with 

Wagner’s Law, con- firming that, in Turkey, it is economic growth that drives government expenditure. 

Samudram et al. (2009) assessed the direction of causality between government expenditure and economic 

growth in the case of Malaysia. Unidirectional Granger causality was found flowing from economic growth to 

various categories of government expenditure—defense, education, develop- ment, and agriculture, in the long 

run.  

C. F. Tang (2009) re-examined the causality between various components of government spending and eco- 

nomic growth for Malaysia—with government expendi- ture disaggregated. The study covered the period from 

1960 to 2007. Using the bounds testing for co-integration and the leveraged bootstrap simulation approaches, 

together with the Modified Wald (MWALD) causality test, the results showed strong evidence of unidirectional 

causal relationship running from national income to the three major government spending in Malaysia (health, 

educa- tion, and defense)—thereby confirming the validity of Wagner’s Law when certain pockets of 

government expen- diture were considered. A year later, Taban (2010) re-investigated the government 

expenditure–economic growth nexus for the Turkish econ- omy using quarterly data covering the period from 

1987:Q1 to 2006:Q4. Various proxies were used to capture govern- ment expenditure—total government 

expenditure, the share of the government consumption spending to GDP, govern- ment investment expenditure 

to GDP, and government con- sumption spending to GDP ratio. Based on the bounds testing approach and 

MWALD Granger-causality test, unidirec- tional causality was found running from the per capita output growth 

to the ratio of the government investment to GDP, thereby confirming Wagner’s Law in Turkey when govern- 

ment spending was proxied by government investment expenditure to GDP ratio.  

Lamartina and Zaghini (2011) also revisited the causal nexus between government expenditure and economic 

growth in 23 OECD countries. Granger causality was found to flow from economic growth to government 

expenditure in the sample countries—thereby validating Wagner’s Law. In the same vein, Kumar, Webber, and 

Fargher (2012) also examined empirically the direction of causality between government size and economic 

growth, this time in New Zealand. Based on the results of the study, they established that in New Zealand, it is 

economic growth that drives gov- ernment expenditure in the long run. Using data over the period from 1973 to 
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2012 for India, Srinivasan (2013) also tested the causality between public expenditure and economic growth. 

Based on the co-integra- tion approach and ECM, the empirical results showed that causality was one way, 

flowing from economic growth to public expenditure, irrespective of whether the analysis was done in the short 

run or in the long run. The study, therefore, lent support to Wagner’s Law.  

Akinlo (2013) revisited the causality between govern- ment spending and national income in Nigeria during the 

period from 1961 to 2009. The main objective was to assess the applicability of Wagner’s Law in the study 

country. Using a multivariate framework incorporating population size vari- able, the study found Wagner’s 

Law to hold. Biyase and Zwane (2015) investigated whether Wagner’s Law holds in African countries, using 

panel data techniques and for a sample of 30 African countries during the period from 1990 to 2005. The 

causality results confirmed the exis- tence of unidirectional causality from economic growth to government 

expenditure in the study countries, irrespective of different panel data techniques used. Thus, the study lent 

support to Wagner’s Law. One of the most recent studies on the government expen- diture–growth nexus subject 

is by Thabane and Lebina (2016). They empirically examined the causal relationship between government 

spending and economic growth in Lesotho for the period from 1980 to 2012, using the ARDL bounds testing 

procedure. The results of the Granger- causality test show the existence of unidirectional causal flow from 

economic growth to government expenditure, confirming that the government expenditure in the study country 

is real sector-led. Thus, the results validate Wagner’s Law in Lesotho.  

 

The Bidirectional Causality/Feedback Response  

Singh and Sahni (1984) examined the causal link between provincial government expenditure and income for 

India. The thrust of the study was on whether it is public expendi- ture growth that stimulates income or it is the 

increase in provincial income, which causes government spending to rise. The results of the study showed that 

just as in the cases of national variables, the provincial variable in the study exhibited neither Wagnerian Law 

nor the Keynesian view but a feedback relationship. The authors, therefore, con- cluded that increases in public 

expenditure and provincial income in one of India’s provinces reinforce each other, in spite of exogenous forces. 

Cheng and Lai (1997) empirically examined the direction of causality between government expenditure and 

economic growth in South Korea, during the period from 1954 to 1994, using vector autoregressive (VAR) 

techniques within a tri- variate framework. Unlike most studies that had confirmed the direction of causality 

between government expenditure and economic growth to be consistent with either the Keynesian view or 

Wagner’s Law, the study found that in South Korea, there exists bidirectional Granger causality between 

government expenditures and economic growth.  

Abu-Bader and Abu-Qarn (2003) investigated the direc- tion of causal flow between government expenditure 

and economic growth in three countries—namely, Egypt, Israel, and Syria—covering a period of 30 years, using 

multivariate co-integration and variance decomposition techniques. When causality was examined within a 

bivariate framework, the Keynesian view and Wagner’s Law were found to coexist in Israel and Syria, strongly 

suggesting the feedback hypoth- esis where government expenditure and economic growth caused each other. 

Ahmad and Ahmad (2005) examined the causality between government expenditure and per capita income for 

D-8 member countries. Using standard Granger proce- dure, the results of the study revealed that of all the study 

countries, it is only in Iran where short-run bidirectional causality between government size and per capita 

income existed. Huang (2006) empirically tested Wagner’s Law in China and Taiwan using annual time-series 

data stretching from 1979 to 2002. Based on Pesaran et al.’s (2001) bounds test on unrestricted error-correction 

model (UECM) estimation and Toda and Yamamoto’s (1995) Granger non-causality test, the empirical results 

of the study showed that Wagner’s Law does not apply in the study countries. Instead, the results found 

bidirectional causality to dominate, implying that in China and Taiwan, government expenditure and economic 

growth are mutually causal.  
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Table 2: Studies in Favor of Unidirectional Causality From Economic Growth to Government Size 

Author(s) Region/country Methodology Direction of causality 

Bohl (1996) G7 countries Causality tests Growth → Size UK and Canada 

Ansari, Gordon, and 

Akuamoah (1997)  

Three African 

countries— 

Ghana, Kenya, 

and South Africa 

Granger test and the 

Holmes- Hutton (1990) 

causality test  

Growth → Size Ghana  

 

Abizadeh and Yousefi 

(1988) Islam (2001)  

South Korea 

The United States  

Granger-type causality 

tests The Engle-Granger 

(1987) error-correction  

Growth → Size Growth → Size  

 

T. C. Tang (2001)  Malaysia  Johansen’s multivariate 

co-integration tests and 

Granger-causality 

methodology  

Growth → Size  

 

Al-Faris (2002) GCC countries  Multivariate co-integration 

and Granger-causality tests  

Growth → Size majority of the 

gulf countries  

Abu-Bader and Abu-

Qarn (2003)  

Three countries—

Egypt, Israel, and 

Syria  

Multivariate co-integration 

and variance 

decomposition techniques  

Growth → Size  

 

Dritsakis (2004) Greece and 

Turkey  

Causality tests Growth → Size  

Loizides and 

Vamvoukas (2005)  

Greece, the 

United Kingdom, 

and Ireland  

Bivariate and trivariate 

ECMs within a Granger 

causality  

Growth → Size Greece and UK  

Akitoby, Clements, 

Gupta, and Inchauste 

(2006)  

Developing 

countries  

Causality tests  Growth → Size  

Sideris (2007) Greece Granger-causality tests Growth → Size 

Narayan, Nielsen, and 

Smyth (2008) 

Chinese provinces  Panel unit root, co-

integration, and Granger-

causality approach  

Growth → Size only for the 

central and western provinces  

Mohammadi, Cak, and 

Cak (2008)  

Turkey  ARDL bounds tests Growth → Size 

Samudram, Nair, and 

Vaithilingam (2009) 

Malaysia  

 

ARDL bounds testing 

approach  

Growth → Size  

C. F. Tang (2009)  

 

Malaysia  

 

Bounds testing for co-

integration and the 

leveraged bootstrap 

simulation approaches, 

together with the MWALD 

causality test  

Growth → Size when government 

expenditure on health, education. 

and defense was considered  

Taban (2010)  Turkey  Bounds testing approach 

and MWALD Granger-

Growth →Size when government 

spending was proxied by 
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causality test  

 

government investment 

expenditure to GDP ratio  

Lamartina and Zaghini 

(2011)  

23 OECD 

countries  

Causality tests  Growth →Size  

Kumar, Webber, and 

Fargher (2012)  

 

New Zealand  

 

ARDL bounds test, 

General to Specific, Engle 

and Granger, Phillip 

Hansen’s Fully Modified 

Ordinary Least Squares, 

and Johansen’s time-series 

techniques 

Growth →Size  

 

Srinivasan (2013)  India  Co-integration approach 

and error-correction mode  

Growth →Size  

Akinlo (2013) Nigeria Multivariate framework Growth → Size  

Biyase and Zwane 

(2015)  

30 African 

countries  

Various panel data 

techniques  

Growth → Size  

 

Thabane and Lebina 

(2016)  

Lesotho  ARDL bounds testing 

procedure  

Growth → Size  

 
Note. Growth = economic growth; Size = government size; → = direction of flow; GCC = Gulf Cooperation Council; ARDL = 

autoregressive distributed lag; GDP = gross domestic product; OECD = Organisation for Economic Co-Operation and Development; 

MWALD = Modified Wald.  

Source: Sheilla Nyasha
 

and Nicholas M. Odhiambo (2019)
 

Government Size and Economic Growth: A Review of International 

Literature SAGE Open July-September 2019: 1–12 © The Author(s) 2019 

hDttOpsI://1d0o.i.1o1rg7/71/02.1157872/241450812494807179280770200 journals.sagepub.com/home/sgo 

Samudram et al. (2009) put the Keynesian view and Wagner’s Law under test for Malaysia during the period 

from 1970 to 2004. Using the ARDL bounds testing approach, the results revealed the existence of bidirectional 

causality between GNP and government expenditures on administra- tion and health in the long run. C. F. Tang 

(2009) re-examined the causality between gov- ernment spending and economic growth for Malaysia—with 

government expenditure disaggregated. The study covered the period from 1960 to 2007. Using the bounds 

testing for co-integration and the leveraged bootstrap simulation approaches, together with the MWALD 

causality test, the results found bidirectional causality to exist between national income and government 

spending on health.  
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Table 3. Studies in Favor of Bidirectional Causality Between Government Size and Economic Growth 

Author(s) Region/country Methodology Direction of causality 

Singh and Sahni 

(1984)  

India  Granger’s causality test  Size ↔ Growth in one of 

India’s provinces  

Cheng and Lai (1997)  South Korea  VAR techniques within a 

trivariate framework  

Size ↔ Growth 

Abu-Bader and Abu-

Qarn (2003)  

Three countries—

Egypt, Israel, and 

Syria  

Multivariate co-integration 

and variance 

decomposition techniques  

Size ↔ Growth in Israel and 

Syria  

Ahmad and Ahmad 

(2005)  

D-8 member 

countries  

Standard Granger 

procedure  

Size ↔ Growth only in Iran  

Huang (2006)  China and Taiwan  Pesaran et al.’s (2001) 

Bounds Test on UECM 

estimation and Toda and 

Yamamoto’s (1995) 

Granger non-causality test  

Size ↔ Growth  

 

Samudram, Nair, and 

Vaithilingam (2009)  

Malaysia  ARDL bounds testing 

approach  

Size ↔ Growth 

Government expenditures on 

administration and health in the 

long run 

C. F. Tang (2009)  Malaysia  Bounds testing for co-

integration and the 

leveraged bootstrap 

simulation approaches, 

together with the MWALD 

causality test  

Size ↔ Growth when 

government expenditure on 

health was considered  

 

Wu, Tang, and Lin 

(2010)  

182 countries  Panel Granger-causality 

test  

Size ↔ Growth 

Taban (2010)  Turkey  Bounds testing approach 

and MWALD Granger-

causality test  

Size ↔ Growth total 

government spending 

Abu-Eideh (2015)  Palestinian 

territories  

Granger-causality tests  Size ↔ Growth  

Note. Size = government size; ↔ = direction of flow; Growth = economic growth; UECM = unrestricted error-correction model; ARDL 

= autoregressive distributed lag; MWALD = Modified Wald.  

Source: Sheilla Nyasha
 

and Nicholas M. Odhiambo (2019)
 

Government Size and Economic Growth: A Review of International 

Literature SAGE Open July-September 2019: 1–12 © The Author(s) 2019 

hDttOpsI://1d0o.i.1o1rg7/71/02.1157872/241450812494807179280770200 journals.sagepub.com/home/sgo 
 

Wu et al. (2010) re-examined the Granger causality between government expenditure and economic growth 

using a 182-country panel data set covering the period from 1950 to 2004. This was one of the studies with the 

largest sample and longest time period. Using the panel Granger- causality test, the results of the study strongly 

supported both the Keynesian view and Wagner’s Law—thereby confirming that the direction of causality 

between government expenditure and economic growth is bidirectional. The results were found to hold 

regardless of how the government size/spend- ing and economic growth were measured.  
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In the same year, Taban (2010) re-investigated the gov- ernment expenditure–economic growth nexus for the 

Turkish economy using quarterly data covering the period from 1987:Q1 to 2006:Q4. Various proxies were used 

to capture government expenditure—total government expen- diture, the share of the government consumption 

spending to GDP, government investment expenditure to GDP, and government consumption spending to GDP 

ratio. Based on the bounds testing approach and MWALD Granger-causality test, the study found strong 

evidence of bidirectional causal- ity between total government spending and economic growth.  

Abu-Eideh (2015) explored the causal relationship between public expenditure and the GDP growth in the Palestinian 

territories during the period from 1994 to 2013. The validity of the six versions of Wagner’s Law in the study country 

was also tested. On the basis of the Granger-causality tests, the results showed the existence of bidirectional cau- 

sality, where government expenditure and economic growth were mutually causal (see Table 3).  

 

No Causality/The Independent View/The Neutrality View  

Using annual data covering the 1950-1981 period, Singh and Sahni (1984) examined the direction of causality 

between national income and public expenditures in India. Based on the Granger’s causality test, they found no 

evidence of cau- sality between government spending and national income in most provinces. Therefore, their 

finding neither confirmed the Wagner’s Law nor the Keynesian view. Afxentiou and Serletis (1996) examined 

government expenditure convergence within the expanded European Union and also tested the validity of 

Wagner’s Law in the study countries. Government expenditure was further disag- gregated into government 

consumption, transfers, and subsi- dies. Causality tests failed to validate Wagner’s Law; neither did they 

confirm the reverse causality, irrespective of the proxy used for government expenditure.  

Ansari et al. (1997) put the causal relationship between government expenditure and national income for three 

African countries (Ghana, Kenya, and South Africa) to the test, using data from 1957 to 1990, and using the 

standard Granger test and its modified version, the Holmes-Hutton (1990) causality test. The study found no 

evidence of causal- ity between government expenditure and national income for Kenya and South Africa, in the 

short run. Bagdigen and Cetintas (2003) also put Wagner’s Law to the test in Turkey, using data from 1965 to 

2000. Based on the co-integration test and the Granger-causality test, the study found no evidence of any causal 

relationship between government expenditure and economic growth in the study country—lending support to 

the neutrality hypothesis.  

Ahmad and Ahmad (2005) examined the causality between government expenditure and per capita income for 

D-8 member countries. Using the standard Granger proce- dure, the results of the study revealed that in the short 

run, there is no causality between government expenditure and per capita income in all D-8 member countries 

except for Iran. This led the authors to conclude that, in these study countries, prudent policies, with or without 

government intervention, are conducive for economic growth. Dogan and Tang (2006) tested the causal 

relationship between national income and government expenditure for five South East Asian Countries—

Indonesia, Malaysia, The Philippines, Singapore, and Thailand. Based on the Granger- causality test 

methodology, neither the Keynesian view nor Wagner’s Law was confirmed in Indonesia, Malaysia, Singapore, 

and Thailand. Thus, no causal relationship was found to exist between government expenditure and eco- nomic 

growth in these four countries.  

Frimpong and Oteng-Abayie (2009) empirically exam- ined the Granger-causal relationship between 

government expenditure and economic growth proxied by per capita GDP growth for three of the five West 

African Monetary Zone (WAMZ) countries comprising the Gambia, Ghana, and Nigeria. The main objective 

was to test Wagner’s Law and the Keynesian view in the study countries. The study was prompted by the issue 

of whether increasing govern- ment expenditure is the cause of economic growth or eco- nomic growth is the 

cause of growth in government expenditure—as the issue has policy implications for the WAMZ economies, 

among other economies. Using the co-integration test and Granger-causality test, the results of the study 

confirmed that neither Wagner’s Law nor the Keynesian view was valid, as they lent support to the neutrality 

view, where no causality was found to exist between government expenditure and economic growth in the study 

counties. Based on the findings of the study, the authors then con- cluded that noneconomic factors could be 

playing an impor- tant role in influencing government spending in these countries.  
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Verma and Arora (2010) put to the test the validity of Wagner’s Law and all (six) its versions in India over the 

period 1950/1951 to 2007/2008. Two phases were identi- fied—the mild liberalization phase and the intensive 

liberal- ization phase. Although the results confirmed the validity of Wagner’s Law during the intensive phase 

of liberalization given a significant fall in the elasticity, short-run empirical evidence rejected the validity of the 

law. Instead, it con- firmed the neutrality hypothesis, where no relationship was found to exist between 

economic growth and the size of the government expenditure in India. In the same year, Taban (2010) re-

investigated the gov- ernment expenditure–economic growth nexus for the Turkish economy using quarterly 

data covering the period from 1987:Q1 to 2006:Q4. Various proxies were used to capture government 

expenditure—total government expenditure, the share of the government consumption spending to GDP, gov- 

ernment investment expenditure to GDP, and government consumption spending to GDP ratio. Based on the 

bounds testing approach and MWALD Granger-causality test, no causality was found to exist between 

government expendi- ture, as measured by the government consumption spending to GDP ratio, and economic 

growth.  

Using traditional and time-series econometric techniques, Afzal and Abbas (2010) re-investigated the 

application of the Wagner’s Law to Pakistan during the period from 1960 to 2007. The study found no causality 

between income and public spending. Rauf, Qayum, and Zaman (2012) empirically examined the applicability 

of Wagner’s Law—national income-led public expenditure growth—in the case of Pakistan for the period from 

1979 to 2009. Using the ARDL approach to co- integration and Todo and Yamamoto’s approach to causality, 

the results confirmed the neutrality of government expendi- ture and economic growth as there was no causality 

found between the two.  

In the same vein, Ray and Ray (2012) examined the Granger causality between economic growth and various 

components of government expenditure in India. The results confirmed the absence of short-run causality 

between eco- nomic growth and developmental expenditure of govern- ment, thereby dispelling both the 

Keynesian view and Wagner’s Law in India (see Table 4). 

Table 4: Studies in Favor of Neutrality Between Government Size and Economic Growth 

Author(s)  Region/country  Methodology  Direction of causality  

Singh and Sahni 

(1984)  

India Granger’s causality 

test  

Size ≠ Growth in most 

provinces  

Afxentiou and 

Serletis (1996)  

Expanded European 

Union  

Causality tests Size ≠ Growth 

Ansari, Gordon, 

and Akuamoah 

(1997) 

Three African countries— 

Ghana, Kenya, and South 

Africa  

Standard Granger 

test and its modified 

version—The 

Holmes-Hutton 

(1990)  

Size ≠ Growth for Kenya 

and South Africa, in the 

short run  

Bagdigen and 

Cetintas (2003)  

Turkey  Co-integration test 

and the Granger-

causality test  

Size ≠ Growth  

Ahmad and 

Ahmad (2005)  

D-8 member countries  Standard Granger 

procedure  

Size ≠ Growth in all D-8 

member countries except 

for Iran  

Dogan and Tang 

(2006)  

Five South East Asian 

Countries—Indonesia, 

Malaysia, The 

Philippines, Singapore, 

and Thailand  

Granger-causality 

test  

 

Size ≠ Growth in 

Indonesia, Malaysia, 

Singapore, and Thailand  
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Frimpong and 

Oteng-Abayie 

(2009)  

Three WAMZ 

countries—The Gambia, 

Ghana, and Nigeria  

Co-integration test 

and Granger-

causality test  

Size ≠ Growth 

Verma and Arora 

(2010)  

India  ECM Size ≠ Growth in the 

short run  

Taban (2010)  Turkey  Bounds testing 

approach and 

MWALD Granger-

causality test  

Size ≠ Growth when 

government expenditure 

is measured by 

the government 

consumption spending to 

GDP ratio  

Afzal and Abbas 

(2010) 

Pakistan  

 

Standard Granger or 

Sims test  

Size ≠ Growth  

 

Rauf, Qayum, and 

Zaman (2012)  

 

Pakistan  

 

ARDL approach to 

co-integration and 

Todo and 

Yamamoto’s 

approach to causality  

Size ≠ Growth  

 

Ray and Ray 

(2012)  

India  Causality tests  Size ≠ Growth  

Note. Size = government size; Growth = economic growth; ≠ = not causality related. WAMZ = West African Monetary Zone; ECM = 

error- correction model; GDP = gross domestic product; ARDL = autoregressive distributed lag; MWALD = Modified Wald.  

Source: Sheilla Nyasha
 
and Nicholas M. Odhiambo (2019)
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Size of the Government, Government Failure, and Economic Growth 

Ibrahim Demir Arnold School of Public Health University of South Carolina and Coskun Can Aktan of Dokuz 

Eylul University Turkey (2016) study analyze the relationship between the size of government sector and 

economic performance in connection with government failure. The study connects the size of government and 

economic growth to inefficiencies on the demand-side and supply-side of collective decision mechanism. It also 

empirically analyzes the relationship between the size of government and economic growth for the period 1972-

2015. Through an error correction estimation that utilized global level data from the World Bank, the study 

found that the share of per capita government expenditure in per capita Gross Domestic Product (GDP) and per 

capita GDP growth had a long-term equilibrium relationship and size o. 

The relationship between the size of government and economic performance has long been at the center of 

attention. Governments collect taxes and make government spending in order to provide public services. 

Bearing some sort of discretion, intertemporal decision-making, and re-distribution, the activities of government 

have crucial efficiency and equality consequences for societies. As governments dominate a significant portion 

of national economies, economic activities of government impact social welfare. In this context, this study 

analyzes the relationship between the size of government and economic performance both theoretically and 

empirically.  

The size of government can be measured in number of different ways depending on the need and interest. The 

share of public expenditures in Gross Domestic Product (GDP) has been one of the common measures of the 

size of government. The share of government revenues in GPDs has also been used as an indicator for the same 

purpose. Along with expenditures and revenues, regulations have been considered as another component in 

measuring the size of government sector within economies. The expenditure, revenue, or regulation-based 
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measures of government size come with their own complexities as the definition of government and 

classification of fiscal measures vary greatly across economies. Wage bill (employment expenses), government 

consumption expenditures, government investment expenditures, or para-fiscal measures, for instance, can serve 

as specific expenditure measures for specific purposes. Classification of expenditures also varies with 

administrative structure of governments in different societies. Many political systems have central and local 

governments, and various public enterprises. On the other hand, while some public services are funded through 

traditional government revenues, others operate like a private business.  

Given the mentioned definition and classification complexities in relation to the size of government sector, in 

this study we adopt the share of per capita government expenditures in per capita GDP as the size measure of the 

government sector. Then, we use it to explore whether the size of government has been growing and whether 

there has been a significant relationship between the size of government and economic growth, globally.  

In exploring the relationship between the size of government sector and government failure, the workings of 

collective decision-mechanism must be incorporated into the analysis. The government sector has the ability to 

re-allocate resources through various incentive (disincentive) mechanisms and re-distribute income through 

various coercion mechanisms, e.g., taxation, in an economy. These powers of the government can lead to four 

types of economic outcomes that we consider as government failure: too much (little) production and too much 

(little) consumption. We argue that representative democracies are prone to these inefficiencies or failures due to 

the reasons that we will address below (see also, Demir, 2006). The macro end result of these economy-wide 

inefficiencies is reduced economic performance (reduced growth, reduced equitable distribution, etc.). These 

outcomes also reflect that the product mix in the society is not at a point where what the society can produce (all 

possible production sets) and what the society wants (social preferences that result from the trade-off between 

the values that the society attains to different goods) meet. We will adopt economic growth (shrink) as one of 

the measures of governmental failure (success) by arguing that inefficiencies in the government sector and 

collective decision- mechanism impact economic growth. As Peltzman (1980:287) noted, there is no certain or a 

‘limiting’ size of government that can serve as a norm for the maximum economic performance. That is, theory 

and empirical findings are away from suggesting a particular government size that will work for all economies 

in promoting social welfare.  

While the evidence on the analyses between government size and economic growth lean toward a negative 

relationship, use of different measures in different settings results in mixed findings. For instance, in a panel 

data analysis on ten newly-accepted European Union (EU) countries and four EU candidate ones, Kustepeli 

(2005) found a negative relationship between government size and economic growth for small countries but 

medium government size affected growth positively. In another panel data analysis that covered the period of 

1970-2008, Afonso and Jalles (2011) found a negative significant relationship between government size and 

economic performance irrespective of the country groups. In a survey, Bergh and Henrekson (2011) showed that 

the literature on government size and economic growth contained contradictory findings. They found that recent 

studies reported a negative relationship between government size and economic growth for richer countries.  

Beyond contributing to the empirical findings on the issue, it was argued that if there is a negative significant 

relationship between a measure of government size and economic growth, that finding needs to be considered as 

a form of government failure and the processes that lead to lower growth with larger government must be 

addressed within a government failure framework. Thus, in this study, we attempt to explore the inefficiencies 

on the demand- side, supply-side, and institutional structure of the collective decision- mechanism as a potential 

explanation for why larger size of government could be associated with lower economic performance. The 

section is laid out as follows: In the next section we will explore the literature on the size and growth of 

government. Section three is for explaining the anatomy of government failure.  

 

Theories of Government Size 

Wagner (1883) was one of the first to tackle the size of government with his book on increasing activities and 

expenditures of the government. Following his study, many economists have carried out theoretical and 

empirical studies on government growth. In many empirical studies, Wagner’s hypothesis have been mostly 
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proved and Wagner’s ideas were named as “the Wagner Law” or “the law of increasing government 

expenditures” (Bennett and Johnson, 1980:50-95). According to the Wagner’s Law, public activities within the 

national economy increase mainly due to increased demands for internal and external security, justice, 

education, health, and cultural and social prosperity. Abromowitz and Eliasberg (1957) have reviewed the trend 

of public sector employment during 1890-1950 in Great Britain. They argued that wars were the main reasons 

for the increased public expenditures. They also suggested that industrialization plays an important role in the 

increase of public expenditures.  

Since public goods and services cannot be divided or marketed, they cannot be priced and a benefit mechanism 

cannot be established. Therefore, they are financed through mandatory taxation. According to Downs (1957), if 

the benefit approach is not applied in the financing of public services, then the political authority will have the 

right to demand tax from those who do not directly benefit from public services. As a result, the ability-to-pay 

principle will lead to even a larger government budget.  

Peacock and Wiseman (1961) analyzed public expenditures in United Kingdom during the period of 1890-1955. 

They suggested that public expenditures continuously increased in a step-like fashion showing differences 

during peace and social unrest such as, war times. One of the reasons for the growth of government was the 

increase in public’s tolerance to the “displacement” of lower tax rates with new higher tax rates during or after 

social unrest or disturbance. The higher taxes remain for a while until another social upheaval and the size of 

government present a step-like increase pattern. According to Meltzer and Richard (1981), however, the 

displacement effect is not enough to explain the growth in public expenditures. Public expenditures increase 

under normal conditions, too, while there is no war. The state increases its defense expenditures especially 

during cold war. According to Meltzer and Richard, individuals differ in their productivities and income. When 

taxes are used to finance transfer payments as ‘minimum income’ to everyone, higher tax rates lead to lower 

work hours. Thus, the income level of the median voter relative to average income will determine work hours, 

tax revenues, and size of government. Meltzer and Richard foresee increase in taxes and redistribution with 

higher income and higher inequality. Similar to Meltzer and Richard (1981), Peltzman (1980) argued that one of 

the most important reasons for the increase in public expenditures is the inequality in the distribution of income. 

A bad income distribution of a country causes the increase of public expenditures in order to re-distribute the 

income. Another explanation for increasing government size has been the idea of bureaucratic spending. 

According to Niskanen (1971, 1975), bureaucrats are budget and office maximizers and this is one of the 

reasons for excessive government spending and growth.  

Baumol (1967) argued that economic activities can be divided into two categories as capital-intensive and labor-

intensive. Since public services are labor-intensive in general, production costs are higher and efficiency for per 

unit is lower in the public sector. As income rises, the need for child care, elderly care, education and related 

services and their costs rise. It is difficult to use capital in providing “care” to individuals. Thus, one of the main 

reasons for the increase of public expenditures is the fact that government sector has to deal with labor-intensive 

production activities. Similarly, Orzechowski (1977) argued that one of the reasons for the increase in public 

expenditures is the low rate of efficiency in the public sector in comparison to the private sector. Low efficiency 

requires the use of more scarce resources for a given amount of output and causes more expenditures in the 

public sector services.  

Following Aaron Director’s idea that public expenditures benefit the middle (income) class, Stigler (1970) 

illustrated the “director’s law” by looking into who benefits from farm policies, minimum wage, housing, social 

security, tax exemptions, welfare exemptions, and wars. According to the director’s law, political power is 

distributed by the majority rule and according to the demands of median voter, and a coalition of the poor and 

rich is needed to rule a society. Thus, middle class in societies controls the “state’s machinery” to improve its 

position and holds the political power to engage in coercive economic activities such as, taxation. From this, it 

can be deduced that growth of the middle class in societies is associated with growth of public expenditures.  

Nordhaus (1975, 1989) carried out studies on political business cycles and argued that public expenditures 

increased especially during or before elections. As the time of the elections gets closer politicians tend to 

increase public expenditures. Thomas Borcherding (1977a, 1977b, 1985), investigated public expenditures in the 
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U.S.A. for the period 1902-1970 in order to show the effects of welfare, population increase, and inflation on 

public expenditures. According to his analysis, population growth was responsible from 25 %, inflation was 12 

%, and increase in GDP was 25 % of the growth of the public sector  

The government sector also grows due to ‘fiscal illusion’. As Buchanan and Wagner (1977) and Alesina and 

Perotti (1996) noted, complex tax codes curtail the public’s perception of the real tax burden. Thus, due to the 

lack of resistance to taxation and public’s inability to compare public services to their burden for a marginal 

analysis, tax revenues and public expenditures increase. Tax withholding, for instance, creates an illusion that as 

if taxes are paid by someone else other than the taxpayer. In similar situations, taxpayer’s lack of tax awareness 

increases the demand for public services. Consequently, the increase in the demand of public goods and services 

causes public expenditures to grow. In open economies, where international trade is not restricted by the 

government, public expenditures tend to increase more when compared to countries with closed economies. In 

countries that show a deficit in their balance of payments, this gap is attempted to be closed by public expenses 

as argued by Lindbeck (1975, 1976).  

Having summarized some major theories of the government size and growth, the important question that needs 

to be addressed at this point is “what are the consequences of a growing, if any, government sector?” If the 

government sector in an economy is plagued by failures, then the growth of government may worsen the 

situation, i.e., reduce social welfare. On the flip side, however, if the government sector is more efficient in an 

economy, growth of government may improve welfare. According to Barro (1990), productive  government 

spending can alleviate the negative effects of taxes and lead to economic growth within an endogenous growth 

framework. 

 

The Anatomy  of Government Failure 

Governments are production units. They provide pure and non-pure public goods and services. They even can 

produce private goods and services such as banking services, when necessary, due to natural monopolies, scale 

economies, or ensuring competition in certain markets. They have complex maximization objectives that range 

from efficiency to equality, which also varies with time. They lack ownership and decisions are made based on 

representation within a principal- agent setting.  

A well-defined role and responsibility (size and scope) of government and a good performance (productivity, 

justice) of the role that it assumes should be critical for social welfare maximization in a society. Governments 

that have better organizational structure and better incentive mechanisms will be less likely to fail in maximizing 

the social welfare. From an organizational structure perspective, governments that can operate with the lowest 

possible transaction costs produce and provide the services that they are supposed to produce and provide in an 

efficient manner. This requires an efficient organizational structure and a well- functioning collective decision-

mechanism. Williamson (1981) argued that organizations consists of transactions and the boundaries of 

organizations will be determined by which transactions will be included within the responsibilities of the 

organization. Organizations that can economize better on transaction costs will succeed and replace those that 

have less efficient transaction cost structures. Large organizations may start losing control at one point and 

transaction costs may start increasing with size. Size of organizations and governments impacts transaction 

costs, flow of information, managerial abilities (Demir, 2016), and the level of free riderness [Olson, 1971 

(1965)].  

Governments are common-resource managers and those governments that have poor common resource 

management are more likely to fail. Ostrom (1990) showed that common pools of resources can be managed 

under certain institutional and behavioral structures in order to maximize social welfare. As shown by the 

Friedman matrix (Friedman and Friedman, 1980) of ownership and choice, the public sector lacks ownership 

and publicly owned resources are perceived as common pool (somebody else’s money) and, hence, are over-

spent. Institutions (North, 1990) and fiscal tools (taxation, subsidies, fines, etc.) are instrumental in managing 

common pools of resources and incentivizing certain (welfare-maximizing) choices as individuals respond to 

incentives. Government failures can be analyzed by looking into the structures and behaviors of the actors of the 

demand-side, supply-side, and institutional structure of the collective decision-mechanism as follows.  
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Demand-Side Factors  

Voters are the most important actors of the demand-side of the political markets. Shaping the social preferences, 

voter behavior can have crucial impacts on economic outcomes. To avoid sharing the burden of public 

expenditures, voters may not reveal demand for public services (Turan, 1986; Denzau and Munger, 1986; 

Stigler, 1972) and it becomes difficult to obtain an estimate of the demand for public services. Thus, public 

services may be over (under) produced. While Musgrave and Musgrave (1989) suggested ‘pseudo demand’, 

Lindahl (1958) suggested ‘tax price’, and Coleman (1996) suggested an ‘exchange value” approach for public 

services regarding the difficulty in obtaining a demand for public services. Voters also may not reveal their true 

preferences depending on the probability of win of their preferred party. Even if they reveal their true 

preferences, their level of knowledge about economic policies and their consequences; their level of human 

capital to process information; short- sightedness (myopia); and information costs (bounded rationality and 

rational ignorance) may prevent them making welfare-maximizing decisions.  

Interest groups are the other influential actors on the demand side of political markets. Their objective is to 

maximize the interests of the group by lobbying politicians to make common-pool public resources more 

specific and more appropriable (Crain, 1977; Klein et al., 1978; Weingast et al., 1981; Faith et al., 1982). While 

public goods and services are principally non-divisible, making them more appropriable and specific to election 

districts, social classes, and industrial clusters can benefit interest groups. As a result, while the burden of public 

services is dispersed, the benefits concentrate in certain geographic areas, social classes, or industries within the 

economy (Lowi, 1964). As Stigler (1971) argued, interest groups seek out cash transfers, support for 

complementary goods (cost-increases for substitute goods), and price fixing. Thus, policy-making becomes a 

means for the creation, extraction, and distribution of rent, a payment above market value for a resource, which 

is brokered by politicians, to regions, social classes, and industries, (McChesney, 1987). According to Tullock 

(1967, 1980), rent seeking not only results in a budgetary transfer but also causes welfare loss because of 

individuals’ and interest groups’ investment in rent-seeking rather than productive activities.  

 

Institutional Factors 

Institutions, as humanly devised informal constraints and formal rules, coordinate choices and structure markets, 

and they define responsibilities and rewards (Rawls, 1971; North, 1990). They increase information, reduce 

transaction costs, and encourage or discourage certain behaviors. Better institutions lead to better economic 

outcomes (North, 1990). Politicians are the designers of bad or good institutions (Horn, 1995). The non-divisible 

nature of many public services results in uniform distribution of costs with a differential benefit structure. This 

requires certain compensation mechanism through various institutions, such as, entitlements, that have fiscal 

aspects. Institutions should protect competition in economic and political markets. Rules regarding money 

supply and independency of central banks (Cukierman, 1992); property rights and contracts, judicial 

independence (Landes and Posner, 1975; McChesney, 1987); structure of majority, veto power, election timing 

and frequency, parliamentary commissions; tax structure, accountability, transparency, and budgeting will have 

strong implications for social welfare maximization. Alesina and Perotti (1996), for instance, showed that rules 

regarding balanced budget could prevent budget deficits that result from short-sighted and opportunistic 

politician behavior. Therefore, Buschanan suggested controlling many economic variables, such as money 

supply with stronger constitutional rules.   

 

Supply-Side Factors 

Politicians, especially the incumbent ones, are the most influential actors on the supply side of political markets. 

Politicians are vote-maximizers (Downs, 1957). According to Barro (1973), politicians are also political income, 

which consists of excess factor payments in return for providing public services, maximizers. Any benefit that 

politicians collect above the tax price of public services contributes politicians’ political income. Politicians can 

maximize political benefits through electoral cycles and opportunistic election timing (Kalecki, 1943; Nordhaus, 

1975; Alesina et al., 1997), cheating and shirking (Lott, 1989, 1990). Parker (1989) suggested that congressmen 

in the United States behaved to maximize monetary benefits , rents, and discretion  and power to reform and 

change organizational structure.   
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Bureaucrats are also on the supply -side of political markets. The both serve the public and politicians. While 

politicians make decisions, bureaucrats develop expertise, collect and disseminate information, execute 

decisions, enforce rules, and implement policies. According to Niskanen (1971, 1975), bureaucrats are budget or 

office maximizers. However, as Weingast and Moran (1983) explained, bureaucratic behavior is subject to 

monitoring and supervision of politicians through promotion and appointment. As government gets larger, 

however, returns to politician’s control and monitoring over bureaucrats diminish and public offices can become 

less efficient. Political parties also control politician and bureaucrat behavior through their brand names 

(Akerlof, 1970). Political parties invest in brand name and try to reduce quality uncertainties by preventing 

politicians and bureaucrats from damaging their investment for their short-run intrinsic objectives. As explained 

above, the choices and behaviors of the actors on the demand and supply-side of the collective decision 

mechanism may not be aligned with society’s social welfare maximization objective. Moreover, due to 

endogeneities (politicians make the rules that they are subject to), institutions may not provide welfare-

maximizing incentives as there can be good and bad institutions. As a result, economic performance may fal 

with a larger share of government sector within the economy. 

The findings of the study can be discussed in line with their objective our objective was to investigate the relationship 

between the size of government and GDP growth on a global scale. As many preceding studies have done, 

considering country classifications based on income, level of democracy, region, trade unions, size of government, or 

level of debt in panel data settings could provide meaningful insights in understanding the relationship between the 

size of government and economic performance. Also, they have used the share of government expenses in GDP as a 

measure of the size of government and GDP growth as a measure of economic performance in an economy. In fact, 

not all government expenditures are detrimental to economic performance. Therefore, detailed measures of 

government expenditures (wage bill, investment spending, transfers, social security, etc.), government revenues, 

regulations, or even a government size index could also be used for the size of government for more better linkages 

between the size of government and economic performance.  

Finally, the study has analyzed the relationship between the size of government and economic performance. We 

used per capita government spending as the size measure of government and per capita GDP growth as the 

economic performance measure for the economy. We argued that a potential detrimental effect of government 

size on economic performance should be analyzed within a government failure framework that inefficiencies on 

the demand and supply-side of the collective decision mechanism and institutional slackness should be 

responsible from poor economic performance. Through an error correction (EC) estimation, they found that per 

capita government spending and per capita GDP growth had long term equilibrium relationship and size of 

government negatively impacted economic growth on a global scale between 1972 and 2015. Their finding can 

be considered as a challenge to Keynesian policies that advocate spending to promote economic performance. 

Establishing empirical links between the inefficiencies that we explained regarding collective decision-

mechanism and economic performance requires further studies.  

 

Economic growth and government size   

Atul Dar and Saleh Amirkhalkhali* Professor of Economics and Professor and Chairperson, Economics 

Department, Saint Mary’ s University, Halifax, NS, Canada, respectively. Development Policy Review Vol. 17 

(1999), 65–76 © Overseas Development Institute 1999. Published by Blackwell Publishers, 108 Cowley Road, 

Oxford OX4 1JF, UK, and 350 Main Street, Malden, MA 02148, USA).  

Atul Dar and Saleh Amirkhalkhali (1999)  in their study indicated there is a vast empirical literature on 

economic growth, its patterns and determinants. Over the past 10–15 years or so, a large portion of that literature 

has focused, within an aggregate growth-accounting framework, on the role of factors such as trade orientation 

in affecting the growth performance of an economy. More recently, the literature has sought to incorporate new 

theoretical developments (such as endogenous growth models) and to test their implications — see, for instance, 

Jones (1995) and Mankiw et al.(1992). On the other hand, there is a political economy literature which argues 

that ‘economics alone cannot fully explain the enormous variance across countries in growth and, more 

generally, in economic outcomes and policy choices’ (Alesina and Perotti, 1994: 351). This approach stresses 

the importance of institutions, political stability and inequality of income in determining growth via their 
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influence on the nature and quality of government policies. At the heart of these developments is the debate 

about the causes of differences in economic growth rates among nations.  

A major thrust of the new growth theory is that government policy (via its impact on the rate of technological 

change, for instance) can permanently change a country’s long-term rate of economic growth. In this article we 

examine the role played by the size of the government sector in modifying the impact of various determinants on 

economic growth. This is attempted by extending our previous study (Amirkhalkhali and Dar, 1995) of the 

impact of openness and country size on economic growth. Our focus is on a sample of 17 Western hemisphe  

There is a substantial theoretical as well as empirical literature on the relationship between economic growth and 

government variables (see Tanzi and Zee (1997) for a compact survey of the issues). The three main fiscal 

instruments — taxation, expenditure and the aggregate budgetary balance—impact on long-term growth via 

their effects on the efficiency of resource use (given the technology), the rate of factor accumulation, and the 

pace of technological advance. These links can be complex, a factor compounded by the interdependence 

between the instruments themselves. Empirical studies of the relationship between economic growth and tax 

and/or public expenditure variables (expressed either in terms of rates of change or as a percentage of GDP) face 

the significant problem not only of isolating their independent impacts accurately, but also of capturing the 

effects that the structure of taxation and government spending has on growth, effects which are likely to be at 

least as important, if not more so, than those associated with aggregate measures of taxation and public 

spending.  

In the light of these difficulties, our approach to the role of policy in determining growth rates adopts a 

somewhat different approach. Rather than focusing on the impacts of specific government policy instruments, 

such as taxation and public expenditure, we consider whether the overall size of the government sector has 

implications for economic growth. The overall size of government is measured by government expenditure plus 

tax revenue relative to GDP. Theoretically speaking, there is uncertainty about the direction of the impact of the 

size of government (measured in some way) on the rate of growth. This is because there are persuasive 

arguments for both negative impacts (through government inefficiency, the excess burden of taxation, etc.) and 

positive impacts (through beneficial externalities through the development of a legal, administrative, and 

economic infrastructure, and through interventions to offset market failures, etc.) on growth (see, for instance, 

Ram, 1986 and Tanzi and Zee, 1997). At any rate, whatever the direction of the relationship between 

government size and growth performance, it is not clear whether that relationship is monotonic. The empirical 

literature on the issue is relatively sparse and the results can be sensitive to the way the size of government is 

measured (see Rubinson, 1977 and Landau, 1983).  

In the study of economic growth in 17 Western hemisphere countries, we adopt the basic growth accounting, 

production function model of Solow (1956) in which the rate of economic growth is a function of capital and labour 

accumulation and total factor productivity. We explicitly assume that total factor productivity depends, in turn, upon 

the rate of export expansion. Rapid export growth implies a dynamic export sector, most likely characterised by high 

rates of absorption of new technologies from abroad as well as more rapid technological progress at home. To assess 

how the impact of these factors on growth is influenced by the size of government, we classify countries according to 

the aggregate size of government in the economy, and study the relationship specified above for each category of 

government size using the Swamy-Mehta random coefficients approach. In other words, our interest is in determining 

whether, and to what extent, the impacts on economic growth of traditional factors such as capital accumulation, 

growth of the labour force, and export expansion are affected by the overall size of government in the economy. The 

random coefficients approach is designed to accommodate inter-country differences in the nature and structure of 

institutions and other forms of heterogeneity, all of which are central to the political economy literature, but which are 

very difficult to quantify in unique and reliable fashion. Our approach would, therefore, probably be superior to those 

that attempt to quantify these factors directly.  

 

Summary  

In this section, we have attempted to investigate the role played by the size of government in determining the impact 

of major determinants of economic growth for a group of 17 Western hemisphere countries within a production 
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function framework, but in a much more general manner than previous studies. To this end, we classified the 

countries into four groups of low, intermediate, intermediate-to-high, and high ranges in terms of the overall size of 

the government sector. We also developed the estimating model so that it more accurately represented the law 

relating the rate of economic growth to the rate of investment and the rates of export and labour force growth. Indeed, 

in light of the great diversity among countries, we used a random coefficients model, which can be viewed as a 

generalisation of the laws stated by Pratt and Schlaifer. Our results supported the random coefficients approach for 

the entire sample. The results generally indicate that the role of capital formation and export expansion in fostering 

economic growth is not adversely affected for countries with large government sectors. Our estimates of the country-

specific estimates of the random coefficients, though very different across countries, clearly support this finding for 

most countries considered in this study.  

 

Section Two 

Is big government bad for the economy 

In the world’s rich democratic nations, government taxes and spends a significant portion — 30% to 60% — of 

economic output. This isn’t, for the most part, a consequence of rent-seeking special interests or narrow-minded 

bureaucrats expanding their turf. It’s a product of affluence. As people and nations get richer, they are willing to 

allocate more money to insure against economic risks such as income loss and unexpected large expenses. They 

also are willing to pay more for fairness — extension of opportunity and security to the less fortunate (Lane 

Kenworthy, The Good Society April 2023). But as government gets bigger, does the economy suffer? It’s easy to 

see how it could. Bigger governments may be more prone to adopt policies that stifle business, reduce 

competition among firms, or waste resources. They may run up debts that channel resources into interest 

payments instead of productive activity. High taxes may weaken financial incentives for innovation, investment, 

and work effort. 

On the other hand, government can boost the economy in various ways (Karl Polanyi, 1944; 1957; Joseph E. 

Stiglitz, 1989;  Ian Gough, 1996; Peter Lindert, 2004; Jeff Madrick 2009; Chye-Ching Huang, 2012; Bruce 

Bartlett, 2012; Simon and Schuster, 2012; Emmanuel Saez, Joel Slemrod, and Seth H. Giertz (2012); Simon and 

Schuster, 2012; Emmanuel Saez, Joel Slemrod, and Seth H. Giertz (2016). When government protects safety and 

property and enforces contracts, it facilitates business activity. Enforcement of antitrust rules enhances 

competition. Schools boost human capital. Roads, bridges, and other infrastructure grease the wheels of business 

activity. Limited liability and bankruptcy provisions encourage risk taking. Affordable high-quality childcare 

increases parental employment and boosts the capabilities of less-advantaged kids. Access to medical care 

improves health and reduces anxiety. Child labor restrictions, antidiscrimination laws, minimum wages, job 

safety regulations, consumer safety protections, unemployment insurance, and a host of other policies help 

ensure social peace. 

An economy will be healthier with some government than with none, but there surely is some point beyond 

which government spending and taxing hurts the economy. The question is: Where is that tipping point. 

It would be nice if social scientists could locate the tipping point with a theoretical model or a computer 

simulation. Alas, we can’t. We need empirical evidence. There are many potential sources of such evidence: 

observational studies of individual behavior, experiments, comparisons across cities or regions, and more. The 

most informative evidence comes from the experiences of the affluent nations. This is a small and diverse set of 

countries, and they haven’t been randomly assigned to groups in an experimental design, so we need to be 

cautious in drawing inferences. But there is no substitute for trying to learn what we can from these countries’ 

experiences. What do they tell us. 

 

Does Big Government Mean a Heavy Regulatory Burden on Business 

Public provision of social services and transfers is paternalistic. Government takes money from us and spends it 

to ensure economic security, expand opportunity, and enhance living standards. In doing so it reduces individual 

freedom (Vito Tanzi, 2011).  That isn’t especially objectionable. A few diehard libertarians may believe that 

individual liberty should trump all other considerations, but virtually everyone supports government paternalism 
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in the form of property protection, traffic lights, and food safety regulations, to mention just a few examples. 

And many people support public social programs. When basic needs are met, we tend to prefer more security, 

broader opportunity, and confidence that living standards will improve over time. We are willing to allocate 

some of our present and future income to guarantee these things, and we are willing to allow government to take 

on that task. That’s why public social programs tend to expand in size and scope as nations grow richer. 

When countries opt for a large public safety net, does government also tend to impose heavy regulations that 

make it difficult for firms to operate effectively? The World Bank regularly assesses the ease of doing business 

in most of the world’s countries. Each country is scored on how easy it is to start a business, deal with 

construction permits, get electricity, register property, pay taxes, trade across borders, get credit, protect 

minority investors, enforce contracts, resolve insolvency, and flexibly employ labor. The scores on these eleven 

aspects of doing business are then combined to establish an overall score for each nation. 

Some countries with high government spending, most notably Italy, Belgium, and France, do score low on ease 

of doing business. But others, such as Denmark, Finland, and Sweden, score quite high. These latter nations tax 

and spend heavily while still giving economic actors considerable freedom to start and operate a business, 

allocate capital, hire and fire employees, and engage in all manner of economic activities. This approach is 

sometimes called “flexicurity.” Government permits individuals and firms substantial economic liberty, with one 

exception: they pay a significant share of their earnings to the collectivity. This revenue is used to enhance 

security and opportunity and to ensure that prosperity is widely shared across the society. 

 

Does Big Government Mean Bad Government 

The more a government taxes and spends, according to some, the more it invites lobbying by interest group for 

favors and the more opportunity and incentive it creates for policy makers and other public officials to dispense 

such favors (Alberto Alesina and George-Marios Angeletos, 2005). Larger governments may also create more 

layers of bureaucracy, impeding effective decision making. Does government performance worsen as its 

revenues and expenditures increase. 

There are various ways to measure the quality of government (Bo Rothstein, 2011). A common measure is the 

World Bank’s “government effectiveness” indicator, which attempts to gauge public and expert perceptions of 

the quality of public services, the quality of the civil service and the degree of its independence from political 

pressures, the quality of policy formulation and implementation, and the credibility of the government’s 

commitment to such policies. 

Another potential problem with government policy is excessive complexity — complicated government 

programs with an array of overlapping rules, benefits, and exemptions (Steven M. Teles,  2012).  The United 

States, for instance, has an assortment of programs and regulations that facilitate access to medical care: 

Medicare, Medicaid, S-CHIP, the Veteran’s Administration, tax breaks for employer contributions to employee 

health insurance, health care exchanges run by the federal and state governments in which private insurers 

compete for customers, a requirement that private insurance plans don’t exclude people with preexisting 

conditions, a requirement that private plans allow parents to include their children up through age 25, and much 

more. Our tax system, with its multitude of deductions and exemptions, is equally complex. The IRS Taxpayer 

Advocate Service estimates that the direct and indirect costs of complying with the US tax code total more than 

$150 billion a year, or 1% of GDP (IRS Taxpayer Advocate Service, 2010). The chief beneficiaries are 

industries, firms, and affluent individuals who lobby for and are best positioned to take advantage of the 

multitude of specific provisions and exemptions. Simpler would be better. 

Policy complexity in the United States is mainly a result of government’s structure rather than its size. The 

policy making process is ridden with veto points that allow legislative opponents and interest groups to insert 

loopholes and special benefits in exchange for allowing proposed policies to go forward. The fact that we have 

multiple layers of government — federal, state, local — adds an additional layer of complexity. 

But don’t larger government programs inherently tend to be more complex. No. Social Security is one of our 

biggest government programs, but it also is very simple. A “Medicare for All” healthcare system would increase 
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government expenditures’ share of GDP, but it would be much less complex. A tax system with fewer loopholes 

could raise more revenue and be simpler. 

 

Do Big Government Run Up Large Debts 

“To spend is to tax,” Milton Friedman once averred. But what if governments that spend a lot don’t, or can’t, generate 

enough revenues to pay for their expenditures. They may accumulate large debts, the repayment of which diverts 

resources away from productive economic activity. As it turns out, that’s not what we observe when we look across 

the world’s affluent democratic nations. It shows, there is no correlation between government expenditures and 

government debt. Indeed, some of the countries that spend the largest portion of their GDP, the Nordic countries, are 

among the most likely to raise enough revenues to pay for those expenditures. 

 

Does Big Government Reduce Competition 

Competition drives innovation and economic dynamism. Does an increase in the size of government tend to 

weaken competition. On one view, the answer is yes. According to Luigi Zingales, “When government is small 

and relatively weak, the most effective way to make money is to start a successful private-sector business. But 

the larger the size and scope of government spending, the easier it is to make money by diverting public 

resources. After all, starting a business is difficult and involves a lot of risk. Getting a government favor or 

contract is easier, at least if you have connections, and is a much safer bet (Luigi Zingales, 2012; Milton 

Friedman 1962; Milton Friedman and Rose Friedman, 1979).”  What do we observe when we compare across 

rich nations. The vertical axis of figure 4 has an indicator of the degree of competition in product markets. 

Competition is measured here as the degree of intensity of local competition, the degree to which corporate 

activity is spread across many firms rather than dominated by a few, the degree to which anti-monopoly policy 

effectively promotes competition, and the absence of barriers to imports. The scoring for each of these elements 

is based on a survey of executives conducted by the World Economic Forum. Though not a foolproof measure of 

competition, this is likely to be a reasonably accurate one. 

Why is it that bigger governments don’t necessarily reduce competition. One reason is that firms and other 

economic actors may care more about shaping government regulations in their favor than about getting 

government money. Consider the United States. Government taxes and spends less in the US than in most other 

rich countries, and Americans embrace competition. Yet the US economy is riddled with rules, regulations, and 

practices that inhibit competition or privilege particular firms and industries. Half-hearted antitrust enforcement 

allows corporate behemoths to maintain market share and profitability despite little innovation. Patents limit 

competition in pharmaceuticals, computer software, entertainment, and a slew of other product markets (Dean 

Baker, 2011). Licensing, credentialing, and certification requirements for occupations or particular types of 

businesses dampen competition in product markets ranging from medical care to legal services to education to 

taxi transportation to hairdressing and beyond (Kim A. Weeden, 2002; Dick M. Carpenter, Lisa Knepper, Angela 

E. Erickson, and John K. Ross, 2012). Zoning restrictions and historic preservation designations limit expansion 

of housing units in large cities by imposing building height restrictions and preventing new construction on 

much of the land (Ryan Avent, 2011; Edward Glaeser, 2011; Matthew Yglesias, 2012). The federal government’s 

practice of allowing some banks to become “too big to fail” gives those banks an advantage over competitors; 

they can engage in riskier strategies, with potentially higher profit margins, than can others (Tom Baker and 

David Moss, 2009; Joseph E. Stiglitz, 2009;  Baker, The End of Loser Liberalism, ch. 9;  Zingales, A Capitalism 

for the People). A second reason is that firms’ efforts to get money from government include lobbying for 

preferential tax treatment. When they succeed, the result is less government revenue, not more— a smaller 

government rather than a larger one. 

Third, the hypothesis that big government results in less competition fails to consider the types of programs on 

which government spends money. Public insurance programs mainly transfer money to individuals; they offer 

little opportunity for firms or interest groups to grab a piece of the pie. That is largely true of government 

provision of services as well. Opportunity for large-scale diversion of public resources is present mainly in 

government service programs that rely on private provision, such as the US military or Medicare’s prescription 
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drug benefit. The hypothesis that higher government spending will lessen competition in product markets is a 

plausible one. But across the world’s rich countries, that’s not what we observe. 

 

Is Big Government is Bad for Innovation 

It’s common to assert that higher taxes and government spending reduce innovation. Daron Acemoglu, James 

Robinson, and Thierry Verdier offer an interesting version of the argument (Daron Acemoglu, James Robinson, 

and Thierry Verdier, 2012). They hypothesize that countries choose between two types of capitalism. 

“Cutthroat” capitalism provides large financial rewards to successful entrepreneurship. This yields high income 

inequality, but it stimulates lots of entrepreneurial effort and hence is conducive to innovation. “Cuddly” 

capitalism features less financial payoff to entrepreneurs and more generous cushions against risk. This yields 

modest income inequality but less innovation.Acemoglu and colleagues say their model might help us 

understand patterns of innovation and economic growth in the United States and the Nordic countries—

Denmark, Finland, Norway, and Sweden. America’s cutthroat capitalism successfully fosters lots of innovation. 

Because of technological spillover from the US, the Nordics, which have opted for cuddly capitalism, enjoy 

economic growth comparable to the US. But if America were to decide to go cuddly, innovation would slow, 

according to the model, and both sets of nations would then grow less rapidly. 

Are incentives to innovate really weaker in the Nordic countries. Consider Sweden. It has less income inequality 

and more generous public social programs than the US, but while Swedish CEOs and financial players don’t 

pull in American-style paychecks and bonuses in the tens of millions, there is little to prevent a Swedish 

entrepreneur from accumulating large sums. In the 1990s Sweden instituted a major tax reform, reducing 

marginal rates and eliminating loopholes and deductions. Corporate income and capital gains tax rates were 

lowered to 30%, and the personal income tax rate to 50%. Later the wealth tax was done away with. In the early 

2000s, a writer for Forbes magazine mused that Sweden had transformed itself from a “bloated welfare state” 

into a “people’s republic of entrepreneurs (Richard Heller, 2001).”  

If incentives to innovate are significantly weaker in Sweden than in the US, when did the difference emerge. An 

indicator of financial incentives for entrepreneurs is the top 1%’s share of household income. An indicator of the 

extent of cushions against risk is government expenditures’ share of GDP. Both are shown, going back to 1910. 

The two countries were similar until the second half of the twentieth century. Government spending began to 

diverge in the 1960s, and income inequality diverged in the 1970s. 

According to Acemoglu and colleagues’ logic, then, incentives for innovation in the US were weakest in the 

1960s and 1970s. Yet there was plenty of innovation in the 1960s and 1970s, including notable advances in 

computers, medical technology, and other fields. 

Given that the (hypothesized) cross-country difference in incentives emerged in the 1960s or 1970s, if modest 

inequality and generous cushions are bad for innovation we would expect the Nordic nations today to be far 

behind the United States. However, innovation rankings consistently place the Nordic countries on par with the 

US, or only slightly behind. The World Economic Forum’s Global Competitiveness Index for 2015-16 rates 

Finland as the world’s second-most innovative nation, ahead of the United States, with Sweden and Denmark 

close behind. The 2015 Cornell-Insead-WIPO Global Innovation Index ranks Sweden third, the United States 

fifth, Finland sixth, and Denmark tenth (World Economic Forum, 2-15-2016; Cornell University, INSEAD, and 

World Intellectual Property Organization 2015;  also Mika Maliranta, Niku Määttänen, Vesa Vihriälä 2012).  

If Acemoglu and colleagues are correct about the value of financial incentives in spurring innovation, we should 

see this reflected not only in the United States but also in other nations that have low-to-moderate government 

spending and relatively high income inequality, such as Australia, Canada, Ireland, New Zealand, and the United 

Kingdom. But as figure indicates, the innovation rankings suggest that these other cutthroat capitalist countries 

tend to be less innovative than the Nordics, not more. The comparative and historical data offer little, if any, 

support for the notion that big government is bad for innovation. 
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Is Big Government Bad for Employment 

Working-age French, Belgians, and Germans spend, on average, about 1,000 hours a year in paid employment. 

In the United States, Switzerland, and Japan, by contrast, the average is 1,200 to 1,300. That’s a big difference. 

Is it due to differences in the size of government.  

These averages are determined by the share of people who have a paying job and by the number of hours they 

work over the course of a year. In the United States, for instance, the employment rate in 2014 was 68% and 

those employed worked an average of 1,790 hours (.68 x 1,790 ≈ 1,200). In France, the employment rate was 

64% and the average number of hours worked was 1,490 (.64 x 1,490 ≈ 950) (These employment rates are for 

persons aged 16-64 ).  

Because they reduce the financial reward to paid work, high taxes may reduce employment (Edward C. Prescott 

2004;  Lee Ohanian, Andrea Raffo, and Richard Rogerson 2007). On the other hand, some people might work 

more when taxes are higher, in order to reach their desired after-tax income. And lots of other things affect 

people’s calculations about whether and how much to work, including wage levels, employment and working 

time regulations, paid vacation time and holidays, availability and generosity of government income transfers, 

access to health insurance and retirement benefits, the cost of services such as childcare, and preferences for 

work versus leisure (Olivier Blanchard, 2004; Alberto Alesina, Edward Glaeser, and Bruce Sacerdote, 2005; 

Discussion Paper 1932, Institute for the Study of Labor (IZA), 2006; Tito Boeri and Pierre Cahuc, 2008; Orsetta 

Causa, 2008; Lane Kenworthy, 2008; Rebecca Ray, Milla Sanes, and John Schmitt 2013).  

But knowledgeable comparativists will notice a familiar clustering of countries in this graph (Brian Burgoon and 

Phineas Baxandall, 2004). One group, in the lower-right corner, includes France, Belgium, Italy, Germany, and 

the Netherlands. These countries, along with Austria, have several features that might contribute to low 

employment hours. One is strong unions. Organized labor has been the principal force pushing for a shorter 

work week, more holiday and vacation time, and earlier retirement. These nations also have been characterized 

by a preference for traditional family roles—breadwinner husband, homemaker wife. This preference, often 

associated with Catholicism and Christian Democratic political parties, is likely to influence women’s 

employment rates and work hours. It is manifested in lengthy paid maternity leaves, lack of government support 

for childcare, income tax structures that discourage second earners within households, and practices such as 

German school days ending at lunch time and French schools being closed on Wednesday afternoons. These 

countries also fund their social insurance programs via heavy payroll taxes, the kind most likely to discourage 

employment growth in low-end services (Fritz W. Scharpf, 2000; Achim Kemmerling, 2009;  Edward Elgar, 

2009; OECD, 2007; Kenworthy, 2011).  

A second group consists of the four Nordic nations: Denmark, Sweden, Finland, and Norway. These countries 

too have strong unions. But they also have had electorally successful social democratic parties, which have 

promoted high employment (Janet C. Gornick and Marcia K. Meyers, 2003; Jingjing Huo, Moira Nelson, and 

John Stephens, 2008;  Lane Kenworthy, edited by Francis G. Castles, Stephan Leibfried, Jane Lewis, Herbert 

Obinger, and Christopher Pierson, 2010). Denmark and Sweden, in particular, have led the way in using active 

labor market programs to help get young or displaced persons into jobs, public employment to fill gaps in the 

private labor market, and government support for childcare and preschool to facilitate women’s employment. 

A third group of countries, in the upper-left corner, includes Australia, Canada, Japan, Korea, New Zealand, and 

the United States. These nations have relatively weak labor movements and limited influence of social 

democratic parties and Catholic traditional-family orientations. 

The other five countries—Ireland, Portugal, Spain, Switzerland, and the United Kingdom—are a hodgepodge. 

Some would include Ireland and the United Kingdom in the “weak labor” group and Spain and Portugal in the 

“traditional family roles” group. Doing so doesn’t alter the conclusion.  

Based on their institutional-political makeup, we would expect the weak-labor countries to have comparatively 

high employment hours, the social-democratic countries to be intermediate, and the traditional-family-roles 

countries to have low hours. As figure 8 indicates, that’s exactly what we see. If we adjust statistically for 

institutional-political group membership, the negative association between tax levels and work hours shown in 
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figure 7 disappears. Differences in union strength, in preferences for traditional family roles, and in the influence 

of social democratic parties, rather than taxation, are the likely source of differences in employment hours across 

the world’s rich nations (Lane Kenworthy, 2011).  

 

Is Big Government Bad for Economic Growth 

So does big government harm the economy. The best single indicator is economic growth — growth of per 

capita GDP. Data on government revenues are available for the United States going back to the early 1900s. The 

first chart in figure 9 shows that revenues rose from the 1910s through the 1990s and then leveled off. All told, 

government revenues increased by approximately 25 percentage points, from less than 10% of GDP to around 

35%. 

The second the figure shows GDP per capita all the way back to 1890. The data are displayed in log form in 

order to focus on the rate of growth. The straight line represents what the data would look like if the economic 

growth rate had been perfectly constant. The actual data points hug this line. In other words, despite occasional 

slowdowns and speedups, the rate of per-capita GDP growth in the United States has been essentially constant 

for the past 120 years (Charles I. Jones, 1995). We’ve gone from being a country with relatively small 

government to one with medium-size government, and in the course of doing so, we’ve suffered no slowdown in 

economic growth (Nancy L. Stokey and Sergio Rebelo, 1995; Gareth D. Myles, 2000).  

Now let’s look at two big-government countries: Denmark and Sweden. Figures show trends in government 

revenues and in economic growth for these two nations. In both, government revenues jumped sharply, 

especially in the decades after World War II. Revenues stopped rising around 1990, flattening out in Denmark 

and falling back a bit in Sweden. Just like the United States, these two countries have had a virtually constant 

rate of economic growth since the late 1800s. A very large increase in the size of government didn’t knock either 

country off its growth path. 

A possible exception is Sweden around 1990. At the end of the 1980s, government revenues in Sweden reached 

65% of GDP. Shortly thereafter, the country had a severe economic downturn. By 1995, revenues had dropped 

to 60% of GDP and the economy returned to its long-run growth path. The onset of the early-1990s crisis 

stemmed mainly from deregulation of Swedish financial markets and the government’s pursuit of fiscal austerity 

during the downturn. But given the coincidence in timing, it could be argued that government taxing and 

spending at 65% of GDP is too high. Maybe that’s correct. If we follow that logic, however, then we must 

conclude that 60% of GDP, the level of government revenues when the Swedish economy returned to solid 

growth, is not too high. 

When the United States is compared to countries such as Denmark and Sweden, a common objection is that the 

latter are small and homogenous (Tanzi, Government versus Markets). But the point here isn’t to compare or 

contrast these countries. The point is that developments over time within each of the three countries tell a similar 

tale. In each, government taxing and spending rose substantially — in the United States to about 35% of GDP, in 

Denmark and Sweden as high as 60%—with no apparent impact on economic growth. Some might still object 

that only a small, homogenous nation can have a big government without hurting economic growth. The story 

would be that a large, heterogeneous country such as the US may do just fine with a rise in government up to 

35% of GDP, but beyond 35% growth will slow down. It’s conceivable that this is true, but the story is based on 

assumption rather than evidence, so there is reason for skepticism. 

Let’s extend the inquiry to the full set of rich longstanding-democratic nations. Figure 12 shows the average 

level of government revenues (horizontal axis) and the average economic growth rate (adjusted for starting 

level, vertical axis) in these countries between 1979 and 2007. There is no association between government size 

and economic growth. More thorough cross-country studies have tended to reach a similar conclusion (Bakija et 

al, How Big Should Our Government Be?, ch. 3).  

It looks at changes in government size and economic growth from 1950-73 to 1979-2007. As the horizontal axis 

indicates, the size of government increased in all rich countries between these two periods, but much more in 

some than in others. Economic growth rates slowed in almost all of these nations, but more in some than in 
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others. If big government reduces economic growth, we would expect to see a larger slowdown in growth rates 

in countries with larger expansions in government size. But the data once again suggest no such such effect. 

 

Other Evidence 

Most of the evidence I’ve looked at here compares across the world’s rich nations in recent years or decades. It 

would be helpful to consider a longer period and examine changes over time. Unfortunately, with the exception 

of economic growth, we can’t. In most of these countries government size hasn’t changed much since the mid-

1980s, so to assess the effect of changes we need to go farther back in time. But measures for most of the 

hypothesized consequences of big government—ease of doing business, government effectiveness, competition, 

innovation, and employment hours—are only available for recent years.What about comparing across the US 

states. Here too we have limited data: most of the relevant indicators aren’t available for the states. Also, 

government taxing and spending at the state level is much smaller in quantity than at the federal level, so it isn’t 

clear how much state taxing at the state level. 

 

Summary 

There are lots of reasons to hypothesize that when government spends and taxes more, economic performance 

may suffer. And there undoubtedly is some level of taxing and spending beyond which it will suffer. The 

evidence suggests, though, that the world’s rich longstanding-democratic nations probably haven’t passed that 

tipping point. Countries with higher taxes and government spending don’t tend to have heavier regulatory 

burdens on business, less effective government, higher government debt, less product market competition, less 

innovation, less work effort, or slower economic growth. 
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Political Determinants of Government Size  

The size and scope of government is a recurring theme both in public and scientific discourse. Most of these 

debates center around the proper division of labour between the market on one side and the state on the other. 

Politicians, journalists, interest group leaders and also scientists often disagree with respect to how much the 

state should be involved in or interfere with economic matters. One opinion states that the state should restrict 

itself to its classic and basic tasks of domestic and foreign security because its interference with the economy 

would only lead to the distortion of market forces and thus to economic inefficiencies. On the other hand, 

proponents of a strong state argue that such an involvement is necessary to counteract the malfunctions and 

externalities a completely free market would create.  

No matter which position is taken, one basic, although rather implicit, assumption of both normative 

prescriptions is that the level of government size can be, and indeed is, to a large extent purposely changed by 

government. The main focus of this thesis will be to explore the validity of this assumption. Generally, left 

parties like social-democratic and labour parties are associated with a preference for more interventionist 

policies and a greater scepticism towards market-mechanisms than Christian-democratic or even conservative or 

liberal parties. Thus, if this assumption is correct, party ideology should be one of the major driving forces of 

government size. This hypothesis will be statistically tested on pooled time-series cross-section (TSCS) data for 

16 industrialized democratic countries over a period of 30 years. The study is based on the existing literature 

that examines the relationship between partisan governments and government size, but at the same time it aims 

at improving on previous research on theoretical as well as methodological grounds.  

Most importantly, it takes into account two factors which potentially mediate the effects of government ideology 

on government size. Both have their origin in structural features of the political system. The first factor are veto 
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players whose agreement is necessary for policy change (Tsebelis, 1995, 2002). The number of veto players is at 

least partly determined by the characteristics of political institutions. Depending on election system, regime 

type, and other institutions of the political system, the number of veto players varies across countries. This has 

consequences for the relationship between partisan government and government size. It is reasoned that veto 

players blur partisan effects on policy output since incumbent parties have to make compromises with other 

actors in the political system (Schmidt, 2001).  

The second constraining factor are interest organizations. Depending on the structure of the interest group 

system and its relations to state institutions, interest associations can have substantial influence on policy 

outputs. How this influence is transmitted can range from simple pressure on politicians and bureaucrats to 

fully-fledged “policy concertation” (Lehmbruch, 1984: 62). The latter describes the cooperative formulation and 

implementation of policies by the state and powerful interest associations on the system- level. In such a 

situation, the incumbent government does not only have to engage in compromises with veto players but also 

with organizationally strong business confederations and trade unions. The paper argues that this is a further 

hindrance to government in directly realizing its preferences regarding government size.  

Theoretically, the analysis takes the perspective of the leading government party, for which both veto players 

and corporatist interest groups are context factors. It is hypothesized that the impact of its ideological stance is 

most pronounced in political systems where it does not face such political constraints on its discretion. 

Methodologically, the relationship between party ideology and government size is seen as being conditional on 

the number of veto players and the degree of corporatism in the interest group system. In regression analysis, 

conditional effects are appropriately modelled by interaction terms. Although this seems straightforward, the 

exploration of these interacting effects has been largely neglected in previous research on government size.  

Especially the constraining effect of political institutions has often been acknowledged, but modelled as an 

independent term in the analysis with a hypothesized negative effect. While this negative relationship has often 

found empirical support, it is mainly due to the enduring growth of government size for the time periods usually 

examined. As the public sector is more and more cut back in the eighties and nineties, a negative impact actually 

means that institutional constraints furthered this retrenchment. But counter-majoritarian institutions are 

supposed to hinder policy change in any direction. Thus, from a theoretical perspective a hypothesis about an 

independent effect of veto players is inappropriate. Since corporatist organizations are assumed to have a similar 

mediating impact on the effect of government ideology, modelling these factors through interaction terms results 

in a closer theory-model fit.  

Another methodological improvement regards the use of an ideology indicator that varies not only across 

countries, but also over time. Previous studies usually used simple classifications dividing parties into broad 

party families like left, right, and liberal parties, and weighted them by the number of cabinet or parliamentary 

seats held. The variation in these indicators solely results from differences in the composition of cabinet or 

parliament. Ideology is implicitly assumed to be constant within party families as well as over time. This is a 

rather unrealistic assumption which gets more implausible the longer the time period and the larger the country 

sample under study. Furthermore, these classifications are usually based on subjective judgements which are 

likely to evaluate party ideology with regard to actual policy output rather than party preferences (Budge & 

Bara, 2001: 12). In contrast, the ideology indicator used here is objectively derived from election programs of 

parties. Although this also has some shortcomings as discussed below, it is still preferable to traditional 

measures.  

 

The Size of Government  

Before entering into the theoretical debate about the determinants of government size it is necessary to clarify 

what is actually meant by the term in the context of this study. The first section in this chapter discusses the 

ambiguities associated with government or public sector as a theoretical concept. The second section describes 

some problems in empirically delimiting its scope and size. Section 2.3 gives a descriptive overview of 

government size, its development over time, and its variation across countries, which will more vividly illustrate 

the importance and appeal of the topic for empirical research.  
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Concept and Definition  

Given the multitude of quantitative studies on government size, there is surprisingly little discussion on the 

demarcation of government and its empirical measurement. As Rose (1983: 157) noted, before engaging in the 

analysis of the causes of government growth, it is necessary to develop an a priori concept of government. Only 

with such a prior idea of government can existing government statistics be examined to the extent they provide 

adequate indicators for the measurement of government activity.  

Quantitative analyses usually equate government size with readily available government statistics such as 

expenditure, revenue or employment, without further elaboration on the validity of those indicators. By starting 

with a definition of government and a discussion of its delineation, an examination of the appropriateness of the 

indicators used and a revelation of their shortcomings is inevitable.  

Lane (2000: 15) proposed “State general decision making and its outcomes” as the most general definition for 

government. A similar definition was advanced by Peters and Heisler (1983: 184), but with a stronger focus on 

steering. According to them, “Government is ... the institution that imparts direction to its society by various 

means of collective decision making and exercises the state’s authority on a daily basis.” In so far the latter 

definition gives the impression of government as a unitary, centrally organized decision body, it is inadequate. 

Many modern states exhibit a federalist state order where decision making is, at least in certain areas, highly 

decentralized among regional units. And even in formally unitary states, semi-public agencies, publicly owned 

companies or regional administrations still have considerable discretion in their actions. Overall, Peter and 

Heisler’s definition lays too much stress on authoritative decisions which are not necessary for many activities 

pursued by the state, especially in economic matters.  

But it points to government activities usually disregarded in measures of government size. Governments 

consume goods and services, allocate or redistribute resources, and collect taxes, all of which can be measured 

in monetary terms. But the costs and benefits of regulations, of indirect subsidies like tax allowances, and its 

contracting powers as employer and consumer allow government substantial influence over economic resources 

with relatively little reflection in expenditure or employment data (Peters & Heisler, 1983: 183-186). In short, 

many modes of government influence on the economy are not adequately represented by monetary or 

employment indicators.  

Nevertheless, Lane’s definition is preferable in that it is sufficiently general to be applied across countries and 

over time. But a functional restriction is imposed on it for the purpose of this study. The focus here lies on 

government activity in economic terms, since ideological differences between governments should become most 

visible here. The division of labor between the state and the market is a major dividing line between left and 

right parties. Often, the economic part of state activity is more narrowly described as public sector (Peters & 

Heisler, 1983: 186), so the two terms will be used interchangeably.  

If we are content with the definition of government as state general decision making and its outcomes with 

regard to economic matters, the next step is to render it more concrete by a closer specification of what 

constitutes the state. As noted above, the state is not a single unitary actor but rather a system of interrelated 

institutions and organizations. Obviously, it includes governments at all levels, be it central, state, or local 

governments. The distinction between public and private is not so clear-cut with regard to other cases and it is 

more and more blurred with advances to improve the efficiency of public services. There are firms with different 

degrees of government ownership or control, like in telecommunication, railway, or post; privately organized 

firms whose primary client or purchaser is government, like in the defence industry; or organizations with 

special mandates or licenses from government, like public TV stations or semi-public organizations “self- 

regulated” by interest groups (Peters & Heisler, 1983: 183-186).  

Generally, a measure of public sector size should include all economic activities of organizations for which the 

government has a substantial direct or indirect say in decision making. In cases were an organization is 

completely owned, controlled, and operated by government, it is clearly a public organization. But given the 

variety of hybrid public- private organizational forms in the mixed economy, an attempt to delineate what 

constitutes public and what private activities in general seems very difficult, if not impossible. The next section 
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introduces the measures of government size used in the analysis and discusses how they perform with regard to 

this and related problems. 

  

Measuring Government Size  

The most commonly used indicators of government size are expenditure measures derived from national 

accounts. Often simply total government expenditure is used to signify the size of the public sector. This might 

be appropriate in some instances, depending on the aim of the study, but here a more disaggregated view is in 

order. Several components of total government expenditure do not directly reflect economic activity by the state 

or do not relate to the theoretical argument made in this paper. Thus, the choice of the financial indicator was 

governed by a trade-off between most closely reflecting the definition of government size as given in the last 

section and the association to the theoretical argument about partisan politics.  

The major parts of overall government spending can be classified into capital formation, subsidies, social 

transfers, military expenditure, interest payments, and civilian consumption expenditure (Cusack & Fuchs, 2002: 

11). On the whole, it seemed that a focus on civilian consumption expenditure is most appropriate. Social 

transfers and interest payments do not claim any economic resources; they are just redistributions (Gemmel, 

1993: 2). This is also true for subsidies, but they can be seen as a device of governments to influence economic 

activity indirectly. Nevertheless, like in the case of capital expenditure, it is not clear how governments with 

different ideological positions relate to this component. Anyway, the underestimation of economic activity due 

to the neglect of capital spending and subsidies is small, since these components constitute only minor parts of 

overall outlays (see Cusack & Fuchs, 2002: 11-14). Military spending is also excluded on theoretical grounds, 

since it has been argued that the international security environment rather than ideological factors is its main 

driving force (Blais et. al., 1996).  

Overall, ideology is most likely to show its effect on civilian consumption expenditure, which measures the 

direct economic involvement of government as a producer and purchaser of non-military goods and services. 

Besides traditional state functions like public safety and administration, it mainly includes spending on 

education, health care, child care, and other welfare provisions by the state, which is seen as a major domain of 

left parties. Thus, using civilian consumption expenditure in the analysis allows for a more powerful test of the 

partisan hypothesis. Furthermore, it avoids a problem associated with total government expenditure in percent of 

gross domestic product (GDP) as a measure of government size, which is not a “real” ratio measure and 

overstates the size of the public sector (Warlitzer, 1999: 5). Only government consumption expenditure is 

included in the calculation of society’s total economic output.  

A further advantage of using consumption expenditure is that it is most directly comparable to a non-monetary 

indicator of government size, namely government employment. A major part of consumption expenditure 

consists of wages and salaries to public employees and public employment is another measure of the direct 

economic involvement of government. The use of two indicators for public sector size in the analysis and the 

comparison of the results allows for judging the certainty for which the findings can be prescribed to the 

underlying concept.  

Both measures are originally drawn from National Accounts as published by the Organization for Economic 

Development and Cooperation (OECD), which are often referred to as the most comprehensive and 

internationally comparable source on government and economic statistics (e.g. Saunders, 1988: 272). 

Nevertheless, there are some classification and measurement problems that have to be addressed. Both 

indicators under-represent the actual involvement of government in economic matters. Although the definition 

of “general government” in national accounts, on which both measures are based, encompasses central, state, as 

well as local governments, it disregards all activities of public enterprises. Even if an enterprise is completely 

owned by the state, its activities will not be reflected in general government accounts if it engages in market-

oriented activities (Cusack, 1991: 4). Furthermore, any qualitative devices of government to intervene in the 

economy, as described in the last section, are not or only to a little extent mirrored in these indicators. Since 

regulation is a major instrument of economic government policies, this is another deficiency of the indicators 

with regard to the definition of government size.  
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In addition to these conceptual problems, Florio’s (2001) recent analysis uncovers remarkable inconsistencies in 

public sector data provided in OECD National Accounts. The data on OECD countries should in principle be 

comparable since they are all based on the standardized United Nations System of National Accounts (SNA). 

But as Florio (2001) shows for several items of public sector data, some countries show figures that are logically 

impossible. He concludes that most of these inconsistencies have their source in misinterpretations of SNA 

definitions by the statistical offices of member states, from which the OECD collects its data.  

To sum up, there are serious problems regarding the validity and reliability of government expenditure and 

employment statistics as indicators for the scope of government. Despite these apparent shortcomings, the data 

published by the OECD is still the most reliable and comprehensive source on internationally comparable 

statistics available. Any kind of social research exhibits its distinct uncertainties which have to be reported and 

taken into account. Thus, when interpreting the data and the results of the analysis, it has to be kept in mind that 

these indicators do not give a full picture of public sector activities and any conclusions are principally confined 

to the narrower concepts these indicators directly represent. Having discussed the problems associated with 

civilian government employment and consumption expenditure as measures of public sector size, the next 

section will examine their dynamics over time and across countries.  

 

The Dynamics of Government Size  

This section gives a brief survey of the developments in government consumption expenditure and employment 

for the period and countries under investigation. It is setting the stage for the discussion of proposed 

explanations for these dynamics in the literature review of the next chapter. shows yearly averages of civilian 

government consumption spending and employment for the 16 industrialized democracies studied here
 
during 

the period from 1965 to 1994. Regarding the general pattern, there is a strong upward trend up to the early 

eighties for both indicators. Consumption expenditure starts at a mean of just under 11 % in 1960 and reaches 

about 16 % of GDP in 1980, a growth of almost half its initial level (see table 2.1). Government employment 

even grows on average by almost 65 % from a starting level of about 7 % of working age population to about 

11.5 % in 1980 (Source: Cusack).  

Government employment did not show such a dynamic behaviour during this decade. Although its growth lost 

some pace during the eighties, signs of a potential reversal of the upward trend are only visible in the early 

nineties. Generally, its growth shows a steadier picture as compared to government consumption. The latter 

might be more susceptible to economic cycles. It looks like economic downturns were accompanied by strong 

increases in consumption expenditure. After the first oil-price shock in 1973, at the end of the seventies, and 

towards the end of the eighties, government consumption grew more rapidly and all these periods were marked 

by recessions. Thus it seems that public employment is far less influenced by short and medium term economic 

fluctuations than government consumption expenditure. Partly, this might simply have a technical reason. The 

denominator of public consumption is GDP, which automatically increases the overall measure when economic 

output decreases during times of recession. On the other hand, especially during the seventies, countercyclical 

policies of governments were not uncommon. Governments might have tried to boost the economy by stepping 

up state contracts.  

Overall, the figure confirms the story about a retrenchment of the state during the eighties and nineties. 

Increased unemployment, high public debt, and growing globalization of markets, among other factors, indeed 

seem to have led to a slowdown of the growth of the public sector, both as measured in expenditure and 

employment data. Despite its short but strong increase in the early nineties, consumption expenditure grew on 

average only by about six and a half percent from 1980 to 1994. In absolute terms this is roughly a percentage 

point increase from 16 to 17 % of GDP. Similarly, government employment increased on average only by 6 % 

since 1980 from 11.68 % to 12.34 % of working age population at the end of the period.  

To sum up, government consumption expenditure and employment increased enormously during the 30 years 

under study, the former by on average 58 % and the latter by 75 %, whereby the bulk of this growth took place 

during the sixties and seventies. In 1994, on average 12.34 % of the population between 14 and 65 was 

employed by the government and 16.96 % of the total economic output of a state is directly produced or ordered 
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by it. This study explores what factors favored and hindered such a dramatic growth of public economic activity. 

A main argument is that cross-national differences in political and economic conditions led to very different 

outcomes. Looking at the average growth of government has the advantage of showing some general 

developments over time, but more interesting in this context is how different countries faired with respect to 

public sector size.  

The United Kingdom is exceptional, in that it started with quite a high level of public employment and 

consumption, but whereas public employment stayed roughly constant after an increase up to the mid seventies 

and was actually cut down during the eighties and nineties, no sign of a general reversal of the growth of 

consumption expenditure is visible. Another country that shows quite a different pattern for consumption 

expenditure as compared to employment is Ireland. Consumption expenditure rose considerably until the early 

eighties and was cut back just as considerably afterwards. In contrast, government employment grew rather 

modestly until 1980 and was only reduced a little until the end of the period. Belgium shows a similar 

development, however the differing development of the two indicators is far less pronounced.  

Some of the countries usually grouped under the heading of Christian Democratic welfare states are interesting 

for another reason. Germany, the Netherlands, and Italy show a relatively wide gap between consumption 

expenditure and employment. All three of them were characterized by relatively few public employees but large 

consumption spending. This might be a hint that Christian Democratic parties are not only supporting generous 

social transfer systems, but also the provision of welfare goods and services. They just differ to social 

democratic parties in that they do not promote state delivery of these welfare state services (Huber & Stephens, 

2000: 326). The counter example to these countries is France, where government consumption and employment 

developed in close accord.  

Overall, the short discussion should have shown that there remains enough to be explained by cross-country 

differences in economic and political factors. The growth of government size took very different pathways 

across countries. Even within familiar country groupings like the Nordic countries, figure 2.2 shows quite 

different developments over time. Not to mention the Anglo-American countries, for which no common pattern 

at all is observable. The next chapter will discuss some of the results of previous studies that have offered 

explanations for these differences in public sector size.  

 

Previous Research  

The determinants of government size and growth have long been of interest for social scientists. This chapter 

gives a short and necessarily selective review of empirical studies on the topic, presents their main findings and 

discusses some controversies. The first section describes general trends in the literature and results regarding the 

influence of economic and socio-demographic factors on government size. The subsequent sections deal with 

the political factors relevant to the research question.  

 

Empirical Studies on Government Size  

Two broad scholarly interests in the study of government size can be identified for the nineties and up to the 

present time. On the one hand, many studies focused on the consequences of an increasing international 

integration of markets for public sector size. Whether globalization results in a larger or a smaller share of 

government activity is one of the major current controversies in the field. The other, and admittedly more 

diverse, strand of research examines the effect of political institutions on government size. To a large extent, this 

is a reflection of the broader trend in political science to take into account the role of institutions in explaining 

political decisions and outcomes, also referred to as the neo-institutionalist paradigm. But also among 

economists, the importance of political structures in explaining public sector size is increasingly acknowledged 

and analyzed (Katsimi, 1998; Persson & Tabellini, 1999). Although the possible effects of international 

economic integration are taken into account, the main stress in this analysis lies on the influence of these 

domestic political and institutional factors. Table 3 gives an overview of previous empirical studies in the field. 

Since the study of government size is a burgeoning area of research, the list is inevitably selective.  
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5 There were several criteria for inclusion in the table. The first condition was the use of some measure of 

overall public sector size as the dependent variable. Hence, studies on related topics like budget deficits or 

welfare spending are neglected because they refer to different research questions. Secondly, only research 

papers with some relation to the theoretical arguments made here were selected. They had to examine either 

partisan, institutional, or interest group effects on government size. With regard to institutional factors, only 

studies examining effects of the number of parties in government or institutional constraints on government 

discretion are listed. Finally, the focus lies on recent studies, mostly from the early nineties onwards. But even 

within these restrictive criteria, table 3 cannot claim completeness.  

 

Table 3: Previous Studies on Government Size 

Author(s) Design 

Cases (Period) 

Dependent variable(s) Impact of politics 

Cusack et. al. 

(1989)  

Pool 

13 (1963-1983)  

Civilian employment  Union strength +* Left +*  

Roubini & Sachs 

(1989)  

Cross section 13 

(1973-1985)  

∆ Total expenditure net of 

capital outlays and interest 

payments  

Left +* 

Type of government +*  

Garrett & Lange 

(1991)  

Cross section 15 

(1968-1987)  

Total expenditure 

Consumption Public 

employment Total revenue  

Left labor power 

+*/+*/+*/+*  

Blais et. al. (1993)  

 

Pool 

15 (1960-1987)  

Total civilian expenditure  Left +* 

Minority +* 

Left x Minority -*  

Huber et. al. 

(1993)  

Pool 

17 (1960-1988)  

Total revenue  

 

Left +* 

Christian Democratic +* 

State structure -*  

De Haan & Sturm 

(1994)  

Pool 

12 (1981-1989)  

∆ Total expenditure  Left +* 

Type of government +  

Garrett (1995)  

 

Pool 

15 (1967-1990)  

 

Total expenditure  

 

Left labor power – Left 

labor power 

x capital mobility +* x trade 

+*  

Blais et. al. (1996)  

 

Pool 

18 (1962/1970-1991)  

 

∆ Total civilian central 

government expenditure ∆ 

Total civilian central 

government expenditure net 

of interest payments  

Left +*/+* 

Left x Minority +/+  

 

Schmidt (1996)  

 

Pool 

22/23 (1960-1994)  

 

∆ Total expenditure ∆ 

Consumption  

 

Left +*/+* 

Centre +*/+* 

Conservative -*/-* 

Institutional constraints -*/-*  

Cusack (1997)  

 

Pool 

15 (1955-1989) 16 

(1961-1989)  

∆ Civilian current 

disbursements  

Left +* 

Type of government +*  

De Haan & Sturm Pool ∆ Nontransfer expenditure  Left + 
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(1997)  21 (1982-1992)  Type of government -  

Garrett (1998)  Pool 

14 (1966-1990)  

Total expenditure Civilian 

consumption  

Left-labor power +/+ Left-

labor power 

x capital mobility +*/+* x 

Trade +*/+  

Katsimi (1998)  Pool 

12 (1967-1985)  

Log of employment  Left -*  

Huber & Stephens 

(2000)  

Pool 

16 (1963-1987)  

Civilian employment 

Civilian nontransfer 

expenditure  

Left +*/+* 

Christian Democratic -/+* 

Constitutional Structure -*/-

*  

Iversen & Cusack 

(2000)  

Pool 

15 (1961-1993)  

∆ Total civilian 

consumption 

∆ Total transfers  

Left +*/- 

Strength of labor +*/+  

Garrett & 

Mitchell (2001)  

Pool 

18 (1961-1993)  

Total expenditure 

Consumption  

Left -/0 

Christian Democratic -/-  

Cusack & Fuchs 

(2002)  

17 (1962-1996)  ∆ Total civilian expenditure 

∆ Social transfers and 

civilian consumption  

Left government 

x majority in Lower House 

+*/+* 

x majority in all Houses +/+ 

x left majority in Lower 

House +*/+* x left majority 

in all Houses +*/+*  

Schmidt (2002)  

 

Pool 

21 (1960-1998)  

Total expenditure  

 

Left +* 

Christian Democratic +* 

Counter-majoritarian 

constraints -*  

 

Notes: + and – denote the sign of coefficients and * its statistical significance, ∆ denotes change scores. 

Source: Authors:  Diplomarbeit Frank Michael Häge (2003) St. Gebhardstraße 27 78467 Konstanz Determinants of Government Size: 

The Capacity for Partisan Policy under Political Constraints. Department of Politics and Management University of Konstanz:  1
st 

Supervisor: Prof. Dr. Volker Schneider 2
nd 

Supervisor: Prof. Dr. Gerald Schneider 

 

All studies in table 3 examined only industrialized democratic countries and cover time periods between the 

early 1960s and the mid 1990s, probably reflecting the lack of reliable data for a wider sample. Although 

organizations such as the World Bank, the International Monetary Fund, and the United Nations publish 

economic data for countries worldwide, their quality for comparative research is often questionable and 

comprehensive time series for many countries are scarce. The most comprehensive and detailed comparable 

economic data is only available for developed democracies as offered by the OECD. Similarly and probably 

partly as a consequence, reliable data for many political features of countries outside the OECD area is rare.  

The statistical technique of choice was usually pooled cross-section and time-series regression, the number of 

countries in the analysis varying between 11 and 23. Having a look at the dependent variables used to measure 

government size, the variety is noteworthy. Most studies used some measure of government expenditure as a 

share of GDP. But within this category, there was an array of different indicators employed, ranging from 

central to general government and from total spending to single components of the public budget. Compared to 
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the number of studies that draw on expenditure data, studies using government employment as the dependent 

variable represent a minority.  

Before turning to the theories and results with respect to political variables, it is worthwhile to regard model 

specifications in previous research to identify other issues that should be accounted for in the analysis. 

Unemployment, economic development, and exposure to the international economy are the economic 

explanatory variables most often controlled for in previous research6. Together with the demographic variable 

old age share of population, they are included in most models of government size. Another economic variable 

not so often accounted for is the “relative price of public goods”, a measure which reflects the supposedly higher 

inflation of prices for public goods and services. Several studies found it highly associated with government size 

(Cusack, 1997; Iversen & Cusack, 2000; Schmidt, 2002), thus its inclusion in the analysis seems promising.  

 

Partisan Differences  

There is a long-standing debate in political economy to whether party ideology actually matters with regard to 

government policies. This debate was refuelled by the assertion that growing economic internationalization 

makes distinctive left policies at least ineffective, if not impossible. According to this line of reasoning, even if 

party ideology had an impact on public policies in earlier times, this effect should have vanished in the eighties 

and nineties.  

With regard to government size, the results of preceding studies are generally supportive of the partisan 

hypothesis. Most analyses have identified left governments as being more prone to increasing public spending or 

employment than conservative-liberal governments. In response to the claim that partisan impact on government 

size has decreased, if not disappeared over time, Cusack (1997) examined partisan effects on public expenditure 

for several time periods. Whereas he found a substantial decrease after the first oil crisis, the effect of 

government ideology remained constant for the eighties as compared to the second half of the seventies.  

Besides these confirmations of the partisan hypothesis, there are some studies that did not find a statistically 

significant relationship (e.g. De Haan & Sturm, 1997). Katsimi (1998) even reported an effect of left 

governments to decrease public sector size. But the crude operationalization of government ideology as a 

dummy variable put some doubt on the reliability of this result. Whereas Huber and colleagues (Huber et. al., 

1993; Huber & Stephens, 2000) and Schmidt (1996) reported positive effects not only for left but also for 

Christian democratic governments, Garrett and Mitchell (2001) cannot corroborate either of these findings. But 

Garrett and Mitchell (2001: 168) note that their results are highly sensitive to the statistical properties of their 

model. Subsequently, their study was severely criticised on methodological grounds (see Kittel & Winner, 

2002).  

Noteworthy is the multitude of indicators used to measure government ideology. Most commonly, parties are 

classified into broad party families, and their influence is measured by the share of seats they held in cabinet or 

parliament. But there are several variants of this measure. For example, Blais et. al. (1993, 1996) employs the 

difference of cabinet seats held by right from cabinet seats held by left parties, Huber and Stephens (2000) 

cumulate the cabinet seats share over the whole post-war period, and Garrett (Garrett & Lange, 1991; Garrett, 

1995, 1998) combines cabinet and parliament seats shares together with measures for the organizational strength 

of unions into one index.  

Other studies use simple dummy variables (Katsimi, 1998; Cusack & Fuchs, 2002), with -1 and 1 representing 

left and right governments, respectively. Only Cusack (1997) and Iversen and Cusack (2000) employ a 

continuous ideology measure. They weight the share of cabinet seats of parties by their scores on a left-right 

scale, which was developed through an expert survey by Castles and Mair (1984). Although the stability of party 

ideology over time can be questioned, none of the studies reviewed has employed an indicator of party ideology 

that varies both across countries and over time. Furthermore, all of them are based on subjective judgements, be 

it by a number of “experts” or a single researcher. An ideology indicator that omits these problems is introduced 

below.  
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Political Institutions 

 Whereas constraining effects of political institutions and veto players are increasingly recognized as influencing 

factors in studies on related topics like welfare state expansion, budget deficits, economic growth, inflation, and 

taxation, the empirical evidence in the study of government size is rather scarce.  

Roubini and Sachs (1989), Blais et. al. (1993, 1996), and de Haan and Sturm (1994, 1997) accounted for the 

constraints faced by parties in coalition and minority governments. Roubini and Sachs (1989) argued that the 

power dispersion in coalition and minority governments leads to increased logrolling among parties which 

would eventually result in a higher share of public spending in overall economic activity. Whereas they also 

found empirical evidence for this hypothesis in their analysis, De Haan and Sturm (1994, 1997) could not 

confirm such an effect on government spending. Both studies used the measure of political cohesion developed 

by Roubini and Sachs (1989) which takes account of different types of governments, ranging from minority 

governments to oversized coalitions.  

Blais et. al. (1993) examined a more refined argument, arguing that minority governments should generally lead 

to higher government spending for the reasons outlaid above, but that this should also lead to partisan effects 

being less pronounced. They assessed these hypotheses empirically by including a dummy for minority 

governments not only as an independent variable, but also in interaction with their government ideology 

indicator. Whereas they found both hypotheses confirmed in their first study (Blais et. al., 1993), the effects 

vanished in a following re-analysis using different data and a different model specification (Blais et. al., 1996). 

Although an interesting methodological approach, the focus solely on minority governments is insufficient, 

since minority governments are only one possible source of government hindrances. A measure reflecting the 

degree of political cohesion like Roubini and Sachs’ (1989) is clearly preferable to a simple dummy, but their 

measurement scale is still contestable and omits other constraining factors outside the lower house.  

The studies of Huber and her colleagues (Huber et. al., 1993; Huber & Stephens, 2000) and Schmidt (1996, 

2002) stressed the importance of the general configuration of political institutions. Their basic argument is that 

different institutional settings allow for a different number of veto points (Immergut, 1992) accessible for 

political actors in opposition to the policy proposed by the incumbent party. All studies employed an additive 

index incremented for bicameralism, the possibility of referenda and federalism. In addition, Huber’s index took 

account of the regime type (incremented for presidentialism) and the election system (incremented for 

majoritarian)8. Schmidt (1996, 2002) identified European Union-membership, an autonomous central bank and 

a high difficulty of amending the constitution as factors of further constraints.  

A problem of these measures is that they presume determinism between institutions and their alleged outcome 

which is not accurate in many instances. Obvious examples are majoritarian election systems. The simplified 

hypothesis is that they produce single party majority governments, in contrast to proportional representational 

election systems, which are supposed to produce minority or coalition governments. This might often be the 

case, but there is no causal necessity. In addition, it is doubtful whether the different institutions are 

conceptually equivalent to allow for a combination into one additive index. The proposed causal chains are 

based on different and partly contradictory assumptions and their relative importance cannot be distinguished 

(Ganghof, 2002: 8).  

Another criticism concerns the expected relationship between institutional constraints and government size. All 

authors expected, and indeed found, a negative impact on public sector size. In instances where government size 

decreased, a negative effect of institutional hindrances means that the decrease is stronger the larger the number 

of veto points. But in close accordance with theory, institutional constraints should make changes proposed by 

governments more difficult in either direction. Such “no-change” expectations can be more appropriately 

modelled by interaction terms between ideology variables and institutional constraints. The calculation of 

conditional effects and the interpretation of the results of interaction analyses are briefly described in this 

section.  

Overall, the previous literature dealt with political institutions and veto players in two ways. The political 

cohesion literature accounted for actual veto players in the lower house, disregarding other institutional features 

with a potential for vetoes. The institutionalist literature controlled for all institutional settings with a potential 
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for producing veto players without regard to whether this was actually the case. An exception is the study by 

Cusack and Fuchs (2002), which considered party ideology in all relevant legislative chambers when examining 

the constraining effects on government. But their analysis was based on the rather questionable assumption that 

the “willingness to join a coalition means the acceptance of the dominant ideology among the parties member to 

the coalition” (Cusack & Fuchs, 2002: 21). In short, they treated coalition governments as single actors.  

The veto players theory proposed by Tsebelis (1995, 2002) is an attempt to a unifying approach. It offers a 

consistent theoretical account of what constitutes veto players in different institutional settings and deduces 

counting rules for their operationalization in empirical analyses. In short, veto players must not only have the 

power to veto, but also the incentives to do so. Veto players theory is not confined to different types of 

government like the political cohesion approach or to a certain veto point (like bicameralism in the study of 

Cusack and Fuchs, 2002), but principally applicable to all possible institutional sources of veto power. On the 

other hand, these institutional sources for veto power constitute only veto players when the corresponding actors 

differ in their preferences to those held by the leading government party. Hence, instead of counting all 

institutional settings as veto points like the institutionalist studies, only the actual veto players constituted by 

these institutional settings are taken into account.  

 

Interest Group Systems  

Although veto players theory is an improvement with regard to the treatment of political institutions, there is 

still a blind spot in an institutionalist concept of the political process. Potentially influential actors outside 

formal political institutions are completely neglected. Particularly, interest associations might be of relevance 

here. Usually, their influence is seen as related to the degree of corporatism present in a country. Corporatism is 

a widely used concept and as broad are the meanings ascribed to it. Centralized or coordinated wage bargaining, 

interest group participation in public policy making, political-economic consensus (“social partnership”), and 

centralized and concentrated interest groups are just some key terms often equated, alone or in conjunction, with 

corporatism (Kenworthy, 2000). Before clarifying what is meant by corporatism in the context of this paper, the 

treatment of the concept in previous quantitative research on government size is first discussed. The literature on 

the impact of corporatism on macro-economic outcomes is vast, thus it is noteworthy that only few studies 

examined the more direct influence of corporatist arrangements on government size, the more so since the latter 

relationship is often assumed to be part of the causal chain linking corporatism to macro-economic outcomes.  

Cusack et. al. (1989) and Iversen and Cusack (2000) include a measure of union strength in their models of 

government size. The latter use this indicator simply as a control variable, without further elaboration of the 

causal path linking the organizational strength of unions to government expenditure. Cusack et. al. (1989: 483) 

introduces the variable to “capture the strategic importance of one of the potentially central actors in political-

economic decision making within modern industrial societies.” In their view, organizational strength is a crucial 

factor for achieving successful outcomes for the represented group in redistributive struggles often carried out 

with regard to government policies. Both studies expect a positive effect of union strength on government size, 

and their analyses confirm this expectation.  

Cusack et. al.’s (1989) measure of union strength is simply the share of union members in total employees. 

Whether this is a valid indicator for organizational strength is doubtful. It has been argued that it is the 

concentration among and the centralization within interest organizations as well as their institutional standing 

granted by government within the political-economic system, that defines power of interest groups in the first 

place. As Schmitter (1981: 312) concluded from his analysis: “What seems to count is not whether everyone is 

getting organized for the pursuit of specialized class and sectoral self-interest but how they are doing so” (italics 

in original). The measure used by Iversen and Cusack (2000) is somewhat refined in this respect, weighting 

union density with the degree of union centralization.  

Garrett and Lange (1991) and Garrett (1995, 1998) also argue that the organizational strength of unions is a 

crucial factor in explaining government size. But whereas the studies reviewed in the last paragraph expected an 

independent effect of union strength, Garrett and Lange (1991) reason that it is the combination of left 

governments and strong unions that yields the necessary power resources to pursue leftist policies effectively. 
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Thus government size should increase in situations where a government is dominated by social- democratic or 

labor parties and supported by monopolistic and centralized trade unions.  

A methodological shortcoming in these studies is that it is simply assumed that left governments and strong 

unions have a combined effect on government size over and above their individual effects. Instead of entering 

the partisan government indicator and the union strength variable separately into the regressions and using an 

interaction term to test for this conditional relationship, several indicators for both party ideology and union 

strength are combined into an additive index of “left-labor power” (Garrett, 1995: 637, 1998: 67). Garrett and 

Lange (1991) report a positive impact of the combined index of left government and union strength on 

government expenditure as well as on public employment. In contrast, Garrett (1995, 1998) finds only 

statistically significant positive effects of left-labor power in cases characterized by high financial and economic 

international integration. Whether the combination of left governments and strong unions or one of these factors 

alone drives the effects observed cannot be ascertained by the use of such a combined index.  

Both approaches described in the previous paragraphs focus on properties of one particular type of interest 

group organization, that is trade unions. Trade unions are usually identified with preferences for more state 

intervention in the economy, thus expecting a positive effect of organizationally strong unions on government 

size is reasonable. However, powerful unions are in most countries accompanied by similarly strong employer 

and business associations with often opposite interests as regards government activity. If corporatism is not 

equated with strong trade unions, but regarded as a certain type of interest group system, its impact on 

government size is not so clear cut. Conflicting powerful organized interests could, as with veto players, restrict 

change in government policies regardless to which end.  

 

Summary  

This section reviewed previous research on government size. Economic and financial integration, 

unemployment, economic growth, old age population, and the relative price of public goods were identified as 

factors to be controlled for in the statistical analysis. The discussion also pointed to some possible improvements 

over previous studies. Methodologically, a time-varying and objectively derived measure of government 

ideology should be more valid and reliable than previous measures. If constraining effects on government 

discretion are hypothesized, they are more appropriately modelled by interaction terms. Theoretically, veto 

players theory is promising in accounting for institutional constraints in a more coherent way. In addition, 

applying the veto player logic to powerful actors outside formal political institutions, corporatist interest groups 

might also constrain the discretion of government. These and other theories on government size are discussed in 

the next section.  

 

Section Four 

Partisan Politics and Political Constraints  

Numerous theories have been proposed to explain the growth and the size of the public sector, and any attempt 

to give a complete discussion is bound to fail. Hence this chapter focuses on the theories that are the main focus 

of this section and the following empirical analysis. It discusses in some detail how political parties are 

supposed to leave their marks on public sector size and how their ability to do so is limited by political actors 

endowed with veto power and corporatist interest groups. The main arguments for each theory are stated but 

explicit hypotheses are not presented until the theoretical concepts have been operationalized in chapter 5. The 

last section will briefly describe major theories on economic and socio-demographic determinants of 

government size, which have been identified in the literature review.  

 

Partisan Theory  

The “parties do matter”-hypothesis states that the party composition of government is “a major determinant of 

variation in policy choices and policy outputs” (Schmidt, 1996: 155). It was developed by Hibbs (1977) to 

explain variation in macroeconomic outcomes. The basic idea is that parties are trying to get (re-)elected in 

order to implement policies which favor their core clientele (Hibbs, 1992). According to Hibbs (1977), lower 
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social classes are the electorate of left parties. They often hold only human capital and occupy lower status jobs 

which are most affected by unemployment. The clientele of right parties, on the other hand, are upper income 

and occupational status groups which hold most of the financial capital. They are more concerned about 

inflation than unemployment.  

Hence, under the proposition that there is a general trade-off between unemployment and inflation, left 

governments are associated with more expansionary policies resulting in low unemployment but higher 

inflation, whereas right governments are assumed to endorse policies to keep inflation low, even if the result is a 

higher unemployment rate. In short, parties act to a substantial degree “ideologically” by promoting policies that 

respond to the “objective interests and revealed preferences of their core constituencies” (Hibbs, 1992: 363).  

Partisan theory not only applies to macroeconomic policy and outcomes. Following Hibbs’ (1977) seminal 

article, his theory was applied to a wide variety of policy domains over the last 25 years9. In its general form it 

holds that, ceteris paribus, changes in the left-right party composition of government are related to changes in 

public policy (Imbeau et. al., 2001: 2). With regard to government size, left parties are associated with more 

expansionary fiscal policies, larger welfare effort, and with an overall larger public sector than right parties 

(Schmidt, 1996).Whereas left parties are seen to resort to government intervention, parties on the right are 

assumed to rely more on market mechanisms.  

Ideology can be defined as “a set of ideas which provides a guideline for political action” (Pennings, 2002: 

111). In comparative politics, the term ideology usually refers to the classic left-right dimension and this paper 

follows the convention. The role of government versus that of the market is the basic criterion distinguishing the 

left from the right (Blais et. al., 1993: 43; Pennings, 2002: 111). If it is correct that governments can change 

existing policies generally only at the margin and, hence, any partisan effect is small compared to the influence 

of non-political factors, such an effect should still be most visible with regard to public sector size.  

Partisan theory is based on several propositions (see Schmidt, 2002: 168). Firstly, it assumes that distinct social 

groups with specific interests and preferences are forming the electorate. Although one might doubt the 

existence of strong class cleavages in today’s affluent democracies, it is nevertheless obvious that the gains of 

many government policies are distributed unequally among occupational groups. If one agrees that groups are 

broadly aware of these differential effects, it is reasonable to assume that lower social strata prefer more 

government activity than higher income groups since the former often profit at the expense of the latter from 

such intervention. For example, government spending in welfare related areas involves a direct or indirect 

redistribution of real income from the “rich” to the “poor”, and the same is true for the macroeconomic fiscal 

policies as outlaid in the first paragraph.  

The second proposition is that these preferences of social groups are successfully fed into the political process. 

If one is content with the assumption that such distinct groups exist, such a link is straightforward in 

representational democracies. In order to win elections or at least a substantial share of seats in the legislation, 

parties need at least the support of their core constituency. Of course, the preferences of social groups are not 

directly translated into preferences of the corresponding party and in many instances the policy supported by a 

party will not match the policy favored by its electorate. But on average over a large number of issues, such an 

assumption is plausible. Parties are “multi-goal organizations” (Schmidt, 2002: 168) with policy-pursuit but also 

office-seeking ambitions. It is in the party’s own interest to advocate policies which are desired by its clientele if 

it wants to reach or stay in office.  

In any case, the analysis does not crucially depend on the validity of these two assumptions. Government 

ideology is measured directly, and the precise mechanism why parties differ in their ideological positions is of 

second order to the hypotheses to be tested. More controversial are the two assumptions concerning the 

questions whether parties in government can actually realize their preferred policies and whether these policies 

result in the outcomes favored.  

Hibbs (1977) advanced partisan theory with the explicit goal of explaining macroeconomic outcomes like the 

rates of inflation and unemployment. But as Schmidt (2001: 22) points out, results of economic processes cannot 

be determined by government. Macroeconomic outcomes are not amenable to hierarchical steering. Although 
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government surely has some impact on economic developments through its involvement and intervention in the 

economy, the effect is usually rather remote, hard to detect and hard to disentangle from other influencing 

factors. Direct impacts of government activity on economic results are an exception rather than the rule. One 

such example might be the conscious expansion of public employment by government to counteract 

unemployment. But even in this case, unintended consequences can reverse the result. Algan et. al. (2002) 

argued that public employment is “crowding out” private employment, leading to higher unemployment rates at 

least in the long run.  

Whether government ideology directly influences macro-economic outcomes is questionable and possible 

effects are empirically difficult to identify. These problems are omitted in this paper by the focus on the 

intermediate link between government ideology and public policy, that is on the assumption that partisan 

governments can realize their preferred policies. Policies are more immediately and comprehensively controlled 

by governments than macro-economic outcomes, thereby keeping the causal chain to be investigated shorter.  

But even policies are not under full control of the incumbent government. New governments in office do not 

start from scratch; they are confronted with elaborate policy legacies, resulting from decisions taken by 

numerous predecessors. Often highly institutionalized and intertwined, existing policies cannot be completely 

overthrown over night. The economic environment also plays a major role in the capability of governments to 

pursue their favorite policies. For example, low economic growth and high international economic vulnerability 

can be expected to decrease the scope for partisan policies (Schmidt, 2001: 26). Furthermore, whether a 

government party can accomplish its preferred policy depends on political factors. In coalition governments, 

policy proposals are the result of compromises among incumbent parties and whether a policy is enacted 

depends on constitutional veto possibilities for actors opposing it. Moreover, the formulation and 

implementation of policies might be enhanced or obstructed by powerful societal interest organizations.  

Given the many restrictions on government discretion, the impact of party ideology on aggregate government 

size is likely to be modest. The more interesting is the identification of political-structural constellations that 

enhance or decrease government’s capacity to implement partisan policies. The next sections explore how veto 

players and corporatist interest groups are supposed to mediate this relationship between government ideology 

and public sector size.  

 

Veto Players Theory  

Partisan theory was originally developed in the context of a majoritarian democracy with a two-party system 

(Schmidt, 2001: 27). The underlying picture was a single-party government with a powerless opposition and no 

constitutional veto players. In such a situation partisan influences should become apparent. In the case of non-

majoritarian democracies, the causal chain between the ideological orientation of government and policy outputs 

might be less obvious (Schmidt, 2001). For example, in the case of coalition governments the leading 

government party has a lower potential for policy change in line with its partisan preferences because it has to 

engage in bargaining and to strike compromises with the other parties in the coalition (Blais et. al., 1993). In 

systems with two legislative chambers the same holds if the Upper House is controlled by the opposition 

(Tsebelis, 1999). In this case bargaining might not be the dominant interaction modus but the government will 

anticipate the position of the opposition and formulate its policy proposal accordingly in order to reach the 

approval of the second chamber.  

Hence, policy outputs are often compromises between coalition partners or between the government and its “co-

governing” opposition (Schmidt, 2001). In these situations, the effect of partisan ideology on public policy will 

be less visible. Without taking institutional structures and veto players into account, the smaller differences in 

policies are credited solely to apparently smaller ideological differences of governing parties (Schmidt, 2001). 

Political institutions and veto players are an important variable potentially conditioning the effect of partisan 

governments on policies.  

In general, different institutional configurations yield a varying number of veto points which provide 

opportunities “for blocking or challenging government policy decisions” (Immergut, 1992: 32). Formal 

institutions like constitutions and laws ascribe roles and rights to political actors and, especially of interest for 
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this study, they inhibit some actors with the power to veto policy proposals of the government. In some cases 

veto power is a direct cause of formal norms like in the case of bicameralist systems, in other cases it is rather a 

remote and not deterministic consequence of institutional settings, e.g. majoritarian election systems often lead 

to single-party governments and election systems with proportional representation often result in coalition 

governments. In both situations it is more precise to regard the actual veto players than the institutional settings 

to describe the constraints imposed on partisan governments. Bicameralism is only a hindrance for partisan 

policy if the Upper House is controlled by the opposition and the election system tends to, but does not 

necessarily have to, lead to different government types.  

Tsebelis (1995, 2002) offers a consistent theoretical framework for such an analysis through his veto players 

theory. He defines a veto player as “an individual or collective actor whose agreement ... is required for a 

change in policy” (Tsebelis, 1995: 301). This leads to the question of how to identify these veto players in a 

certain political system. Tsebelis (2002: 79) distinguishes between two types of veto players, institutional and 

partisan veto players. The former are specified by the constitution of a state by demanding that certain individual 

or collective actors have to approve a change in policy. Besides parliament, this could for example be the 

president or a strong upper chamber, depending on the structure of the political system.  

Partisan veto players are generated by the political game within certain institutional veto players. Some 

institutional veto players, such as parliament, consist of several individual or collective actors themselves. If 

differing majorities within the legislature are possible, this institutional veto player cannot be reduced further. 

But if parliament is controlled by one or a coalition of cohesive parties, the institutional veto player can be 

disaggregated into these partisan veto players.  

Finally, the “absorption rule” (Tsebelis, 2002: 28) is applied. Any actor with veto power whose preference is the 

same as the preference of another veto player or whose preference lies between the preferences of other veto 

players is discarded, since he sets no further constraints on policy change. In graphical terms, and more 

precisely, his indifference curve is completely absorbed by the indifference curve of at least one other veto 

player.  

The focus on actual veto players, which are identified by taking their preferences into account, allows for the 

identification of political institutions and their consequences on political decision making in a consistent way 

across countries (see Tsebelis, 2002: 1-6). The neat and meaningful distinction of political systems according to 

traditional classifications, like presidentialism vs. parliamentarism, uni- vs. bicameralism, or two- vs. multiparty 

systems, is lost when two or more of these categories are considered simultaneously. Moreover, expectations 

about the interacting effects of combinations of different regimes, legislative institutions, and party systems on 

policies are hard to establish.  

The steps in the identification of veto players suggested part of the theoretical argument already. In short, the 

propensity for significant policy change is seen as a function of the number of veto players, their cohesiveness, 

and preferences. The predictions are that, ceteris paribus, the larger the number of veto players, their internal 

cohesiveness10, and the distance on policy positions between them, the more stable policy will be (Tsebelis, 

2002: 2). Whereas these propositions are derived independent of the position of the status quo (Tsebelis, 2002: 

23), the location of the status quo is itself another crucial factor in determining policy stability. The status quo 

can be conceived of as the cumulated result of policy decisions taken in the past. The closer the status quo is 

located to the constellation of veto players, the more stable policies will be (Tsebelis, 2002: 22-23). Indeed, if 

veto players’ preferred policy positions are located around the status quo, change will be impossible, since any 

change would result in a less preferred policy for at least one of them.  

Only the proposition about the number of veto players will be tested in this analysis. The status quo in a certain 

policy area is hard to identify empirically (see Tsebelis, 2002: 23). The same argument applies to the degree of 

cohesiveness of collective actors and multidimensional preferences11. Entering this terrain is beyond the scope 

of this paper. In cases where preferences are supposed to be uni-dimensional, using the range of ideology 

between the most extreme veto players would be theoretically more appropriate than using the number of veto 

players. But since public sector size is likely to be a multidimensional phenomenon, the number of veto players 

is a better approximation for constraints than their distance among a single dimension like the left-right scale13.  
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Although ideology is likely and actually hypothesized to be a major determinant of public sector size, it is surely 

not the only policy dimension that is influential. Furthermore, a larger number of veto players is likely to 

increase transaction costs in reaching an agreement, also increasing the difficulties for policy change (Tsebelis, 

2002: 29). Finally, as Ganghof (2002) points out, the proposition of veto players as pure policy seekers might be 

too simplifying. Vote- and office-seeking ambitions of parties can be further hindrances for reaching an 

agreement. These sources of constraints are reflected by the number of veto players but not by their ideological 

distance.  

Some aspects of Tsebelis’ approach to identify the number of veto players can be criticized. In parliamentary 

systems, he counts all parties forming the government as veto players. In cases of single-party-majority or 

minimum-winning-coalition governments, this seems straightforward. A single party government, holding a 

majority in parliament, does not face any resistance in putting through its policies. In minimum-winning-

coalitions, all parties of the coalition have to agree to pass legislation in parliament. Not so clear is the case for 

minority governments or oversized coalitions. Minority governments simply do not have a majority in 

parliament, and in oversized coalitions not all parties of the coalition are needed to agree on policy since 

respective legislation can principally be passed in parliament with a subset of the coalition’s vote.  

Tsebelis (2002: 93) general argument is that “every government as long as it is in power is able to impose its 

will on parliament” (italics in original), because it can combine a vote on a bill with the question of confidence. 

With regard to oversized coalitions, an additional reasoning is that a government party consistently bypassed by 

its coalition partners will depart from government (Tsebelis, 2002: 95). Concerning minority governments, he 

argues that the parties forming the minority government are usually centrally located in the policy space and 

can, through their agenda setting power, choose among differing majorities in parliament to have their bills 

approved (Tsebelis, 2002: 97).  

Although plausible, some of these arguments are open to discussion. Tsebelis’ treatment of minority 

governments is simply not consistent with his basic theoretical counting rules. The parties in minority 

governments do not have a stable majority at their proposal, which is used as a criterion to identify partisan veto 

players within constitutional veto players. The same problem regards oversized governments. Since not all 

government parties’ approval is needed to pass legislation in parliament, not all of those parties are necessary for 

a stable majority. In addition, whether parties repeatedly passed over in oversized coalitions really leave 

government and whether minority governments are really located in the center of the policy space remains an 

empirical question.  

Despite these possible shortcomings, the advantages of veto players theory as outlined earlier warrant an 

empirical examination. As Tsebelis (2002: 32) notes, his theory states just necessary but not sufficient 

conditions for a significant change in policy. Situations with a small number of veto players do not imply that 

large changes in policy actually take place, they just allow for their possibility. In order to be able to investigate 

what substantive differences veto players make with regard to policy output, the number of veto players must be 

combined with some indicator for the willingness of actors to change policy. Ideology of the leading 

government party serves as such a measure in this analysis. In accordance with veto players theory, the effect of 

ideology on public sector size should be smaller the larger the number of veto players.  

 

Corporatism  

The growing concern for institutional features of political systems in quantitative comparative studies results in 

a closer approximation of the political process. But such studies are still based on an ideal-typical view of 

democratic politics in which policies are formulated, decided and enacted solely in ways prescribed by the 

constitution and through actors who are constitutionally legitimated for that purpose. This stands in marked 

contrast to many empirical case studies which found substantial influence of interest organizations in the policy 

process (e.g. Schneider, 1986; Lauman & Knoke, 1989; Pappi, 1990). According to this view, policy outputs 

cannot be explained by a narrow focus on political actors and formal political institutions only. The analytic 

frame must be widened to encompass societal organizations as well, which often play a major role in the design 

and implementation of policies.  
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The extent to which such special interests influence policy formation varies and cannot be determined a priori. 

Schmitter (1979a) argues that the degree of influence of interest groups varies with structural features of the 

interest group system. He differentiates between two ideal-typical “modes of interest intermediation” (Schmitter, 

1979b: 64): the corporatist on the one side and the pluralist on the other (Schmitter, 1979a:13-16). Pluralist 

systems are composed of an unspecified number of multiple, overlapping, non- hierarchically ordered interest 

organizations with voluntary membership, who compete for influence in policy formation. Schmitter (1979a: 

13) contrasts the pluralist conception with his view of corporatist systems, which consist of a limited number of 

monopolistic, hierarchically ordered interest organizations with compulsory membership and functionally 

differentiated interest categories. Additionally, these organizations are defined as recognized by the state and 

granted a representational monopoly in exchange for certain controls on leadership selection or interest 

articulation. Whereas the last point refers to the relations between the state and interest associations, it is clear 

that Schmitter’s (1979a) definitions focus heavily on the structural characteristics of the interest group system 

and of the organizations therein.  

Lehmbruch (1979), on the other hand, stresses the relations between interest group organizations and the state in 

his definition of corporatism. For him (Lehmbruch, 1979: 150) corporatism is a “... pattern of policy formation 

in which large interest organizations cooperate with each other and with public authorities not only in the 

articulation (or even ‘interest intermediation’) of interests, but ... in the ‘authoritative allocation of values’ and in 

the implementation of such policies” (brackets and quotation marks in original). It is not simply a mode of 

interest intermediation but a mode of policy formation (Lehmbruch, 1984). Interest associations in corporatist 

systems do not just pressure state institutions for the consideration of their interests, but participate actively in 

the formulation and share responsibility for the implementation of policies. In its strongest form this eventually 

results in policy concertation on the system-level.  

To sum up, the concept of corporatism consists of two main dimensions (Schmitter, 1982; Lijpart & Crepaz, 

1991; Lijpart, 1999): A vertical dimension describing organizational features of the interest group system and a 

horizontal dimension reflecting relations between the state and interest associations. It is apparent what 

dimension of corporatism is most relevant for the research question. Policy concertation involves bargaining 

between the government and societal actors, and the resulting policies are compromises between different 

interests.  

However, empirically the two dimensions of corporatism can hardly be distinguished. According to Lijphart 

(Lijpart & Crepaz, 1991: 236; Lijpart, 1999: 171), they can even be regarded as a single phenomenon. Schmitter 

(1981: 296) speaks of “a strong element of historical causality, between the corporatization of interest 

intermediation and the emergence of “concerted” forms of policymaking” (quotation marks in original). 

Corporatist policy making on the macro-level usually involves peak employer associations, trade union 

confederations, and government. The interaction between these actors can be described as a form of 

“generalized political exchange” across policy sectors (Lehmbruch, 1984: 67). Unions and business associations 

get a say in general socio-economic policy making by the state in exchange for cooperation and support in areas 

over which the government has no or only little direct control, the classic example being wage setting. Only 

unified and centralized interest associations with considerable organizational resources and control over their 

membership can offer such assets. Without this ability of interest organizations, government has no incentives to 

share its policy making authority. Thus, centralized and concentrated interest associations seem to be a 

necessary condition at least for an enduring policy concertation, and might even be sufficient to assure a certain 

minimum degree of participation in government policy decisions.  

What effect do these structural settings have on government size? Often it is argued that corporatist 

arrangements allow for a more coordinated and encompassing economic policy. Bernauer and Achini (2000: 

246) point out that this enhanced steering capability of the economy does logically lead to neither a decrease nor 

an increase of government size. The hypothesis examined here is that corporatist interest groups have a similar 

effect in the policy making process as veto players. They should make changes in policies more difficult 

regardless in which direction.  
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Corporatist relations are likely to “result in much inflexibility and immobilism” due to higher transaction costs 

in terms of time and organization (Lehner, 1987: 65). Looking at properties of the major actors involved, further 

hindrances to policy change besides transaction costs can be identified. Regarding policy preferences of actors, 

unions usually favor more government intervention in the economy whereas business associations are in support 

of a free play for the market. Traxler et. al. (2001: 40) report that domain definitions of peak unions most often 

refer to socialist or social-democratic ideals.  

Although open political or ideological allegiances are rare in domain specifications among business and 

employer organizations (Traxler et. al., 2001: 50), it would be surprising if they favored leftist policies 

restricting the discretion of their membership.  

The policy stance of the government is assumed to be somewhere between these poles, since it has to appeal to a 

larger share of the population for re-election, while interest organizations represent specific groups with more 

narrowly defined interests. This does not mean that government cannot be closer in its ideological position to 

one or the other group. But regardless of the ideological orientation of government, the results of corporatist 

bargaining are compromises between all three actors. For example, even if a left government is supported by a 

trade union with similar policy preferences, the necessary agreement of the business association will inhibit 

large changes towards more leftist policies.  

A crucial assumption in this line of reasoning is that both types of interest organizations have a similar position 

in corporatist settings. That is, neither of them can be sidestepped by government or only at considerable costs. 

The theory of social-democratic corporatism makes a different point. According to this approach, it is the 

cooperation or “quiescence” (Cameron, 1984) of organized labor which is crucial in reaching favorable macro- 

economic outcomes. Union support is more likely to be granted to left governments, since they are supposed to 

act as guarantors for the translation of labor self-regulation into economic gains for workers in the medium term 

(Garrett & Lange, 1991: 798). In turn, these economic gains for workers are mainly realized by social-

democratic governments through more state involvement in the economy. For example, Garrett (1998) argues 

that left governments counteract dislocations brought about by globalization with a larger public sector, when 

their backing by organizationally strong unions allows for the effectiveness of leftist policies.  

Since indicators of union strength and tripartite corporatism do hardly distinguish both concepts empirically 

(Cameron, 1984: 168), social-democratic corporatism poses a strong alternative hypothesis regarding the 

interacting effect of corporatism and government ideology on government size. Tripartite corporatism can be 

reasonably hypothesized to decrease the impact of government ideology on government size, the opposing 

interests of organized labor and business making large deviations from the status quo very difficult regardless of 

the policy preferred by government. According to social-democratic corporatism theory, trade unions occupy a 

privileged position in the interest group system and are most likely to cooperate with governments of a similar 

ideological stance. From this perspective, corporatist settings should increase the impact of ideology on 

government size, mainly by allowing left governments to pursue their favored policies. 

 

Economic and Socio-Demographic Theories  

The size of government is a truly interdisciplinary research field. Political and administrative scientists, 

economists, and sociologists working in diverse research areas as international relations, comparative political 

economy, fiscal policy and welfare state research, to name but a few, contribute to the literature on the topic. A 

wide variety of theories followed from this activity. The sheer number of hypotheses proposed makes the 

consideration of all of them in a statistical analysis impractical, even where this is technically possible through a 

large number of observations. Thus, besides the major theories of concern described in the last section, only 

those theories which proved to be powerful predictors of government size in previous empirical research are 

taken into account. As identified in section 3.1, these factors include international economic and financial 

integration of markets, unbalanced productivity growth between public and private sectors, economic 

development, old age population, and unemployment.  
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During the last decade, a major debate has evolved around the impact of globalization on government size. The 

discussion centers around two competing hypotheses, the efficiency hypothesis and the compensation 

hypothesis (Garrett & Mitchell, 2001: 149- 153). The efficiency hypothesis states that government involvement 

and intervention in the economy is disadvantageous for the competition of national economies in international 

markets. According to this view, governments in an ever more integrated and competitive international economy 

“... have no choice but to bow to the demands of the market ...” (Garrett & Mitchell, 2001: 151), regardless of 

their ideological stance. The supposed result is a decrease in public sector size. The compensation hypothesis 

argues that the incentives for government economic activity are rather increasing due to public pressures to 

counteract the economic insecurities brought about by globalization. Government compensation of market-

generated inequality and insecurity should lead to an increase in government size. Both hypotheses are 

theoretically plausible and different studies found empirical support for one or the other. To solve this puzzle is 

not the aim of the paper. Since the common denominator of these studies is that globalization has an impact on 

government size, variables controlling for such an effect will be included in the analysis.  

According to Baumol (1967), the unbalanced productivity growth between the private and public sector explains 

the growth of the latter. The “technological structure” (Baumol, 1967: 415) of activities in the public sector 

entails forces which lead almost unavoidably to increases in the real costs of supplying them. Productivity rises 

are likely to be small in the labor intensive public sector compared to progressive private manufacturing sectors 

(Holsey & Borcherding, 1997). But wages inhibit the tendency to converge across sectors, leading to an increase 

of the relative costs of production in the public sector. Since public services are hardly cut down more resources 

have to be invested into the public sector to secure their provision, leading to an automatic increase in 

government spending (Cusack & Garrett, 1992). Note that this applies not just to public expenditure but also to 

employment. Assuming smaller productivity increases in the public sector and a price inelastic or income elastic 

demand for public goods, more and more of the labor force will be transferred to the public sector in order to 

maintain its output level relative to the output of private sectors (Baumol, 1967).  

Probably the first proponent of a coherent theory of government growth was Adolph Wagner more than a 

hundred years ago. There are two main interpretations of Wagner’s law of expanding state activity (Lybeck, 

1988). According to the first, public sector expansion is due to the restructuring of society during 

industrialization (Katsimi, 1998). Tasks traditionally located within the family were more and more transferred 

to the state which led to increased government activity in fields like welfare, health and education. Although this 

development was probably largely completed by the beginning of the period under study, a remote consequence 

should be an expansion of existing welfare and health systems brought about by an ageing society. The second 

interpretation associates economic development with government growth. This hypothesis is based on the 

assumption that “goods and services traditionally produced by the government have a high income elasticity of 

demand” (De Haan & Sturm, 1994: 167). The more affluent countries are the more publicly produced goods are 

demanded by their citizens, which should also lead to a larger government.  

Higher unemployment is also often associated with government growth (e.g. Blais et. al., 1993, 1996; Huber et. 

al., 1993; Schmidt, 1996). Although its effect is probably not as strong on consumption expenditure as on 

transfer spending, there are also higher costs involved for “administrating” the unemployed, active labor market 

policies, and the increased use of supplementary entitlement programs. Similarly, higher unemployment is often 

counteracted by government through an increase in public employment.  

 

Government Ideology  

Previous studies on the size of government used a variety of measures for government ideology. Some used a 

dichotomous variable, classifying each government either as left or as right, depending on which party group 

had a majority of cabinet posts (e.g. Katsimi, 1998). Others developed several categories for different party 

families, not only distinguishing left and right parties but also centrist and especially Christian Democratic 

parties. The cabinet seats share of the respective party family is usually used then as an indicator of how much 

power each party group holds in government (e.g. Schmidt, 1996). Yet others developed an ordinal measure, 

according to the standing of party families in government, ranging from left to right dominance (e.g. Cusack et. 

al., 1989).  
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All these measures have a basic shortcoming. Since party ideology is a continuous dimension, such 

classifications are quite a distortion of reality and likely subject to significant measurement error (Kim & 

Fording, 2002). Differences in ideology between parties of the same party group are not taken into account, 

neither within nor across countries. According to these schemes, the American Democrats are just as “left” as 

the German post-communist Party of Democratic Socialism, and within Germany, there is no difference 

between the latter and the Social Democrats.  

Some indicators of government ideology overcome this deficiency. Cusack’s (1997) “political center of 

gravity”, for example, is based on a continuous measure of party ideology developed by Castles and Mair (1984) 

through an expert survey. The ideology scores of parties in government are weighted by their share of cabinet 

seats, which results in an indicator for the ideological position of government as a whole, varying on a 

continuous range from far left to far right. While such an indicator should be more valid, and it is possible to 

construct it without much difficulty in practice, most previous studies relied on classifications of party families 

for measuring government ideology.  

Although a continuous measure like Cusack’s (1997) political center of gravity is an improvement, there are two 

more weaknesses it has in common with party classifications. Firstly, ideology is assumed to be constant over 

time. Secondly, the ideology scores or classifications are based on subjective judgments by experts or even 

single researchers. Recently published data of the Manifesto Research Group (Budge et. al., 2001) solves both of 

these problems. Based on content analysis of election programs of parties over the post- World War II period for 

most industrialized democratic countries, they developed a left- right scale that varies not only across countries 

but also over time (see Budge & Klingemann, 2001). The quantitative content analysis has the advantage that 

ideology scores are derived in a way which is inter-subjectively replicable. Besides this increased reliability, 

ideological scores derived from election programs might also be more valid than scores derived on the basis of 

other people’s perceptions. As Budge and Bara (2001: 12) formulated it:  

“Whereas the Manifesto data clearly constitute preferences or intentions of the party, and thus qualify as 

explanations or trackers of subsequent party behaviour (in government for example), perceptions and judgments 

about policy stands are often based on that behaviour itself so it is unclear how they can serve as explanations 

of it without tautology.” (brackets in original).  

The Manifesto Research Group coded every statement (quasi-sentence) in an election program into one out of 

54 policy categories. Based on theoretical reasoning and validation through factor analysis, they identified 26 

categories as related to the left-right dimension, 13 items for left and right policies, respectively. To arrive at a 

left-right scale, the percentage of left statements is subtracted from the percentage of right statements.  

A problem of the Manifesto ideology indicator is that it is quite likely to overestimate the variation in ideology 

scores over time. As a result of how the left-right scale is calculated, party positions change as matters that do 

not directly relate to the scale get more or less pronounced in the manifesto. Even if the relation of absolute right 

to left statements does not change, the ideology score changes if non-ideological issues gain or lose on 

prominence in the election program. Since ideology is a rather slowly changing phenomenon, a moving average 

of left-right scores might be a better indicator for the true underlying policy position, smoothing out election-

specific influences that unduly distort the scale.  

The measure for government ideology employed here is based on the three election moving average of party 

left-right scores centered on the current election. An ideology measure for overall government, as for example 

the sum of ideology scores of coalition parties weighted by their share of cabinet seats, is not advisable here. 

Theoretically, the analysis starts from the hypothetical proposition that the leading government party can 

translate its preferences directly into government policies and aims at identifying how far this ability is 

constrained by veto players such as other parties in a coalition government. In a measure of overall government 

ideology, which is calculated by averaging the ideology scores of all coalition parties, part of the information on 

partisan veto players is already included. Thus, the actual indicator for government ideology (IDEOLOGY) is 

the moving average left-right score for the party holding the position of prime minister.  



184 

The measure is derived from the data set on “Parties in Parliament and Government, 1950-1995” compiled by 

Michael McDonald and Silvia Mendes
21

. They combined ideology scores of parties from the Manifesto 

Research Group data with a variety of electoral and governmental indicators. The scale of the variable was 

reversed for the analysis, high values indicating left governments and low values representing right 

governments. Given that left governments are expected to increase government size, this should show up now in 

a positive relationship.  

 

The Number of Veto Players  

Data for the veto player index (VETO PLAYERS) was taken from data sets compiled by George Tsebelis. The 

indicator varies not only between countries as most institutional constraints indices but principally also within 

countries over time. The theoretical procedure for identifying veto players was described already. What follows 

is a description of its practical realization.  

Institutional veto players in democratic countries are legislative chambers and head of states if they are endowed 

with veto powers (Tsebelis, 1999: 593). In systems where no stable majority exists in legislative chambers, like 

in the United States, these institutional veto players cannot be disaggregated further. Nevertheless, Tsebelis 

(2002: 38-63) argues that even collective veto players which are internally not cohesive can be approximately 

treated as behaving similar to individual veto players. For the United States, this means that beside the president 

as an individual institutional veto player, the Senate and the Congress are counted as collective institutional veto 

players each23.  

Besides the president of the United States, Tsebelis (1999: 593) identifies only the heads of state in Portugal and 

France as institutional veto players. Like the American president, the Portuguese president has veto power over 

legislation in general whereas the president of France can only veto government decrees. Since Portugal is not 

part of the sample, only the French president is relevant for this analysis. Tsebelis (1999: 594) counts him as an 

additional veto player if he is supported by a different majority than government.  

In parliamentarian systems parties are usually highly disciplined and stable majorities exist in the lower 

chamber. Thus, parliaments as institutional veto players can be divided into the partisan veto players forming a 

stable majority. These partisan veto players are the parties in government. If the approval of a second chamber is 

necessary to pass legislation and the government coalition does not have a majority in the upper house, it is 

regarded as an additional veto player. Tsebelis (1999: 593) identifies only the German Bundesrat as being 

endowed with veto powers and not being controlled by government parties at times. For these periods, he adds 

one veto player to the number of parties in government.  

In line with theory, veto players should hinder efforts for change in government size regardless of its direction. 

To test this hypothesis, the veto player variable is interacted with the ideology indicator. The impact of ideology 

on government size should be diminished by a larger number of veto players. Since ideology is expected to be 

positively associated with government size, the interaction term should show a negative sign.  

 

Corporatism as a Multidimensional Phenomenon  

As discussed earlier, corporatism is a highly complex phenomenon. Several features of it are theoretically and 

empirically closely related, and which one of them is the true causal factor responsible for a certain outcome can 

hardly be identified. Taking into account the multidimensionality of the concept, a composite measure of 

corporatism (CORPORATISM) developed by Hicks and Kenworthy (1998) is used in the analysis. The 

indicator is taken from a dataset of corporatism measures compiled by Lane Kenworthy.  

The indicator has several advantages over its alternatives. Firstly, it heavily weighs tripartite policy concertation 

in the composite index, which is the most important dimension for the theoretical argument. Secondly, it focuses 

not only on measures of union strength like so many indicators, but also includes an item for the strength of 

business confederations. Last but not least, it varies over time and covers the widest range of countries and time-

points of the measures available.  
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The composite measure consists of seven items which were derived by Hicks and Kenworthy (1998) from a 

larger set of cooperative institutions through factor analysis. They include measures of encompassing, 

centralized structures of business confederations, coordinated wage bargaining, cohesive government-interest 

group interrelations, an index of tripartite corporatism derived by Lijphart and Crepaz (1991), an index of social- 

democratic corporatism developed by Hicks and Swank (1992), measures for investor-firm cooperation, and 

labor-management cooperation.  

At first sight, it seems questionable on theoretical grounds whether investor-firm relations and shop-floor 

cooperation of management and labor should be included in an index that measures cooperation on the macro-

level. Hicks and Kenworthy (1998: 1644-1646) argue that in a historical perspective, strong and stable financial 

relationships between firms and banks fostered the formation of industrial associations. Investments took not 

only the form of long-term loans but also of equity ownership. The result was a strong bank control of industry 

which furthered the establishment of business confederations to allow industry to make itself heard in these 

“voice-based partnerships” (Hicks & Kenworthy, 1998: 1644).  

As a reaction, the strong organization of business fostered the development of nationally comprehensive union 

organizations to counteract the increased power of employers. Whereas investor-firm cooperation is seen as part 

of the historical development of corporatism, labor-management cooperation is argued to be a consequence of 

macro-level cooperation. Union coordination and tripartite neo-corporatist arrangements are supposed to have 

encouraged the passage of legislation that limits the discretion of large companies and favors codetermination of 

workers (Hicks & Kenworthy, 1998: 1646). Whether or not one shares this theoretical reasoning, the fact 

remains that both items load heavily on the same factor as the other measures which are more unambiguously 

identified with macro- level corporatism. Even if these are just chance correlates, the scores for the overall 

measure should not be distorted.  

Another issue is the measurement of the different items. Most of them are measured annually but relatively 

crudely by classifying institutions as either highly (receiving a score of 1), moderate (0.5), or weakly 

cooperative (0). The items for social-democratic and tripartite corporatism unfortunately do not vary over time 

and just reflect ordinal rankings of countries. Hence, the composite corporatism variable cannot be regarded as 

interval scaled, which sets limits to a rigorous interpretation of its regression coefficient. The final score for the 

composite indicator was derived by averaging the items for each year. It is not obvious why the factor loadings 

were not used to calculate weighted averages. In summary, the corporatism indicator is the most problematic in 

terms of measurement and conceptual ambiguity used in this analysis, but no better alternatives were obtainable. 

Similar to veto players, corporatist settings are expected to hinder governments in realizing their preferred 

policies. Again, this can be tested through an interaction with government ideology. Corporatist arrangements 

should decrease the impact of government ideology on government size.  

 

Summary 

This analysis set out to investigate the determinants of government size. More precisely, it aimed at identifying 

the impact of government ideology on changes in public sector size. It was hypothesized that the influence of 

government ideology crucially depends on political- institutional factors and the structure of the interest group 

system. Veto players as well as corporatist interest groups were supposed to hinder government parties in 

realizing their preferred policy outcomes. Two government statistics were proposed as being most appropriate 

indicators for the economic activity of the state, government consumption expenditure and government 

employment. A statistical analysis was performed on each of these measures, yielding quite different results. 

This chapter takes up these findings, puts forward possible explanations for the differing results, and closes with 

some cautious conclusions.  

The findings from the analysis in the last chapter show some evidence in favor of the partisan hypothesis. Both 

government indicators were substantially associated with government ideology during the second half of the 

sixties and the seventies. But the influence of ideology decreased for the eighties and early nineties, leading in 

the model on government consumption even to a loss of statistical significance of the ideology coefficient. 

Hence, growing unemployment, a slowdown of economic growth, rising public debt, and the competitive 
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pressures brought about by the increasing international economic and financial integration of markets might 

indeed have changed the beliefs of left parties about the appropriateness and effectiveness of government 

involvement in the economy. Parties are multi-goal organizations (Schmidt, 2002: 168), besides policy pursuit 

their major goal is office-seeking. The worsening economic and financial situation might simply have forced left 

parties to revise their traditional policy strategies in order to enhance their chances for reelection.  

Another issue regarding the findings for government ideology concerns the differences in its explanatory power 

for the two public sector indicators. The ideology variable is far stronger related to government employment 

than to consumption expenditure. As noted earlier, there are some reasons to expect that not only left-leaning 

parties favored increases in public consumption, but also parties of a Christian democratic type. Consumption 

expenditure mainly constitutes welfare spending in kind, for example on education, housing, health, elderly, and 

day care. It is well known that Christian democratic parties are also committed to providing for the welfare of 

citizens. But the difference lies in the means to do so.  

According to Huber and Stephens (2000), Christian democratic governments are funding welfare services to a similar 

extent as left-wing governments, but in contrast to social- democratic cabinets they do not promote the state delivery 

of these services. Part of Christian democratic social thought is the principle of subsidiarity, the reliance on the 

smallest possible group that can perform a certain social function (Huber & Stephens, 2000: 326). Therefore, 

Christian democratic parties have a preference for the delivery of social services by nongovernmental entities like 

non-profit organizations, cooperatives, private businesses, and particularly the church and church-related 

organizations. In contrast, social-democratic parties promote a direct public provision of these goods and services, 

because they believe that only state delivery can assure equal access and equal quality for all citizens. As Huber and 

Stephens (2000: 335) note, “... it is with regard to government delivery of services ... that the social democratic 

welfare state is most distinctive from the Christian democratic welfare state.”  

Hence, the differing findings for government ideology could be explained by the characteristics of the variable. 

It is an indicator for the general ideological position of parties along the classic left-right scale, not a direct 

indicator of their preferences regarding public sector size. Since Christian democratic parties are positioned 

quite to the right of this scale but actually also favor high spending on welfare goods and services, it is not 

surprising that the ideology variable is less related to government consumption. In contrast, the public delivery 

of these goods and services seems to be a core left-wing policy, explaining the high association of ideology with 

government employment.  

Turning to the results for the interaction effects, one conclusion is clear. The hypothesis about a constraining 

effect of corporatism on government ideology is clearly rejected. In fact, there is considerable evidence that 

corporatism actually enhanced the possibility for partisan policies. In all models, the interaction term of 

government ideology and corporatism is positively signed and in the regressions for government employment 

the effect is large and statistically significant. At least with regard to government employment, these findings are 

interpreted as supporting the alternative hypothesis of social-democratic corporatism, that the combination of 

left governments and strong trade unions furthered the realization of traditional leftist policies. But whether 

organized labor only enhanced the possibility for policy pursuit by left parties is questionable.  

Especially in times of retrenchment of government size, the positive interaction could also be interpreted as 

strong unions hindering left governments in changing their policy objectives. Unions represent at least a large 

part of the core electorate of social-democratic and labor parties, thus left governments depend strongly on their 

support in elections. Additionally, left parties and unions are often characterized by interlocking memberships, 

which should lead to more responsiveness to union claims on the side of left-wing governments, in order to keep 

up support of their own party base. From this point of view, organizationally strong unions act as “watch-dogs” 

of “their” government. Left governments might be under pressure to put through ideologically more extreme 

policies than they actually preferred in order to appeal to a wider electorate.  

The findings for the interaction of veto players with ideology are more ambiguous. In the government 

employment models the interaction term is consistently large, statistically significant, and shows a negative sign 

in accordance with veto players theory. However, the statistically significant and negatively signed interaction in 
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the first period model for government consumption turned out to be very sensitive to the country coverage of the 

sample, and the effect in the second period model was negligible.  

Looking at the overall picture, it seems that the constraining effect of veto players is not independent of the 

specific policy envisaged. If public employment is one of the core policies distinguishing left from other pro-

welfare state parties with respect to public sector size, it is not surprising to see a large constraining effect of 

veto players. Substantial changes in public employment exhibit a large symbolic character for parties on both 

side of the left-right divide. Thus, resistance to such changes should be more pronounced than in the case of 

public consumption, which is used by parties of different ideological stances to foster the welfare of citizens. In 

addition, higher public employment often goes hand in hand or is even a cause of institutional changes, like the 

establishment of new state agencies or public social service organizations. Since such changes are hard to 

reverse, opposition to them should be stronger. A similar argument can be made about the interaction effect with 

corporatism. Policies with high symbolic content as well as strong institutional implications might be easier to 

put through by left governments if supported by strong unions, but it will also make cut backs much harder 

when government subsequently changes its mind.  

To sum up, the analysis showed that public sector size is indeed to some extent dependent on government 

ideology, but that this influence decreased over time. Furthermore, its impact was much stronger on government 

employment than on government consumption expenditure, indicating that at least in the case of government 

size, it is means rather than results where ideology shows its largest impact. The same holds for the interaction 

effects with corporatism and veto players. Whereas no clear mediating effect in the case of public consumption 

expenditure was detectable, the number of veto players decreased and the level of corporatism increased the 

impact of government ideology on public employment. In accordance with Huber and Stephens (2000), it was 

argued that the state delivery of welfare goods and services, as indicated by public employment, is a core policy 

of left parties, whereas the funding of these goods and services is also increased by more centrist parties. A 

tentative conclusion from the analyses is that structural context factors like political institutions and the 

organizational power of interest groups are most important where policies are ideologically highly controversial, 

as in the case of public employment.  

 

Section Five 

What should the Right Size of Government 

António Afonso, Ludger Schuknech and Vito Tanzi (June 2020) discussed and provided an overview of the size 

and role of the government, notably in terms of what the government “should” do, how the government could 

spend and intervene in the economy, how much governments spend and what they spend their money on. This is 

done from a historical perspective and also in a stylized way via assessing total expenditure, the composition of 

public expenditure for advanced, emerging and developing countries.  

The role of government and the money it spends to fulfill its role has been one of the key questions of 

economics and political philosophy for centuries. However, only over the past 150 years has the spending role 

of the state developed significantly and, thus, has started a vivid debate on the appropriate role and size of 

government. And only over recent decades, when governments had grown significantly in size have 

methodologies emerged to measure, assess and advise on the size, performance and efficiency of government 

and on the underlying policies. Government expenditure takes mostly place via the budgets of different levels of 

government. The sum of this spending is typically referred to as the size of government. Public spending, which 

we use as a synonym, comprises spending on various tasks of government. These can be categorized according 

to an economic classification–consumption, investment, interest, subsidies and transfers–or a functional 

classification–education, defense etc. (for details see OECD, 2019c).  

The size of government is derived from its spending role in an economy and this is linked to the question of 

what governments do and should do. In this chapter we link public spending with the role of government and 

describe how much governments spend and what they spend it on. We also reference non-budgetary expenditure 

and fiscal risks for government as these are also part of the “size” of government in a broader sense. Whether 
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government performs its spending role well in terms of objectives, performance and efficiency is subject to 

analysis in later chapters of this volume.  

The remainder of this section is organized as follows. Section 2 discusses what the government should do. 

Section 3 addresses the issues related to how should government intervene and spend. Section 4 reviews the size 

of government from a historical perspective. Section 5 illustrates in a stylized way the composition of public 

expenditure. Section 6 concludes.  

 

What Should Government Do  

In the distant past, when individuals made a living by hunting and fishing or by subsistence agriculture, there 

was no or little need for a government in today’s sense of the word. Consequently, there was no sense in asking 

what a government should do. Individuals and families were largely on their own and were free to pursue their 

individual interests and to satisfy their needs, in the best way they could. Their (very low) standards of living 

depended on their personal ability to collect food and to protect themselves against natural elements and other 

dangers. At that time, the actions of individuals were not likely to generate significant externalities that could 

affect, positively or negatively, other individuals. 

 With the passing of time individuals started to see the advantages that could come from aggregation and from 

operating in groups, first small groups and progressively larger ones. They also started to make distinctions 

between activities and needs that could best be satisfied through their independent actions and needs that could 

be better satisfied though the collective action of the group. As the groups became larger and more stable (in 

terms of location and membership), and less homogeneous in the abilities and the attitudes of the individuals 

that composed them, a process of selection started to develop. The individuals in the groups, or the 

communities, started to be differentiated in different categories, and specialize in their jobs, to better satisfy the 

perceived, collective needs. Productivity increased as specialization spread as Adam Smith (1776) so eloquently 

described.  

The satisfaction of particular community needs fell to different groups of individuals who were assumed to have 

greater abilities to deal with those needs. Castes or classes started developing (see Brown, 2005). Some 

individuals assumed the task of providing protection against dangers coming from the outside. Some, (sorcerers, 

priests and others) were assigned the task of communicating with the gods or the divinities. Others took on the 

more mundane tasks of providing food and dealing with other daily needs of the community. Interaction and 

exchanges increasingly took place in markets, using some form of money as a medium of exchange (Brown, 

2005, Mishkin, 2004).  

The larger communities saw also the necessity, or the convenience, of having some individuals or some small 

groups assume the responsibility of making rules for the behavior of the individuals in the community. These 

were embryonic forms of governments, and the assignments of the responsibilities described above were rarely 

made democratically. Much political science literature has shown that governments generally came into being 

out of the domination by one group over the rest of the community (see Loria, 1886 and Mosca, 1896). There 

are probably no examples in history of governments, which were born as democratic and in which all 

individuals had equal political power and equal individual freedom.  

In recent centuries, especially in the 19
th 

century, several, then more advanced, countries started showing traits 

that could be called democratic. Some individuals were given the constitutional right to vote and, through their 

vote, to influence government policies. With time, that right was progressively extended to larger groups, 

including individuals who had no property, and to some who had been effectively serfs or even slaves in the 

past, and to women (see Tanzi 2020a).This process of increasing democratization was happening at a time when 

markets were becoming larger in the number of participants and in the territories covered; and they were 

becoming freer from government meddling, than they had been during the earlier, mercantilist times, described 

by Adam Smith and by others. Democratic countries with market economies required some rules to guide the 

behavior of the citizens and to protect some of their rights, while restricting abuses by fellow citizens and the 

arbitrary power of governments.  
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This led to the important question of what should be the economic role of governments in countries that were 

democratic and that depended on free markets, for the provision of goods and services, needed by citizens, and 

for the generation of incomes, to those who provided the factors of production. What should be the scope and 

limit of the governments’ intervention in these societies? Although the latter question had been raised 

occasionally, over earlier centuries, by some philosophers and early economists, it had been raised in broader 

and more political contexts. In the 19th Century that became a more important and more specific question, at a 

time when governments were becoming more democratic, and markets freer.  

In that century, two contrasting schools of thought competed in the market for ideas, and they gave very 

different answers to the above question. The two schools were laissez faire and socialism. Notably Mill (1848) 

and several other economists argued that laissez-faire should be the general practice, and anything else would be 

unwelcome, while the socialist view would postulate a stronger government presence in the economy and in 

society (see Engels, 1880, and the overview of Musgrave, 1985). Both of these schools became intellectually 

and politically important and attracted followers and influence among the common citizens and the intellectuals 

of the day. Generally, those who owned wealth tended to favor laissez faire, while many workers were attracted 

by the socialist ideas. This fact started to influence some policies, as for example it did the Bismarck pension 

reforms in Germany in the late 19th Century, when socialism had become very influential in Germany and in 

other countries (see Ashley, 1904).  

The laissez faire school, which was more unified intellectually than the socialist school, had had its beginning 

with the work of Adam Smith, 1776, and later had come to be influenced by the Darwinian’s evolutionary 

theory. It maintained that the role of the government should be limited and should not interfere with the natural 

evolution of societies. A free market economy would deliver more progress and, over the long run, it would 

promote growing standards of living for the whole populations.  

The Laissez-faire school stressed the need to protect property rights and the right of citizens to engage in 

legitimate economic activities, without the need for government authorization. It paid little attention to the 

distribution of income or to some, obvious, failures that existed in the market, including monopolies. It stressed 

the importance of individual liberty and the contribution that personal initiative made to economic activities. A 

basic assumption was that, in a free society, with a free market, anyone willing to work would be able to find a 

job and to earn a living income. In such a society, property owners inevitably had more political and economic 

power than workers. Property rights tended to receive more government protection than the rights of workers to 

be well paid, and to work in safer jobs. Social and distributional objectives were not seen as a core role of 

government.  

The socialist schools, of which there were several branches, some much more radical than others, were 

concerned with the masses, with the distribution of income, and with the status of the workers. They were 

critical of property rights, and much less interested in individual liberty. They advocated a larger economic role 

of the state and pushed for high public spending. Some versions of socialism (especially the Marxist version) 

advocated the expropriation of property and the creation of governments which, through central planning, 

would direct production and the distribution of income toward the satisfaction of the “basic needs” of the 

masses.  

Both sides often held extreme views. Socialists saw the market role in much less favorable eyes and, many of 

them, considered property as a “theft”. Just how extreme laissez faire had, at times, become can be seen by the 

reaction of the leading Italian economist at that time, Francesco Ferrara. In the decade of 1850s he wrote that, 

by imposing an import duty, the US Federal government had committed “a sin as grave as that of slavery” (sic). 

Similar extreme views were expressed by other leading economists, such as F. Bastiat, Gustave de Molinari and 

J. B. Say in France. In Germany a socialist economist, Lassalle, was jailed for advocating in a lecture a 

progressive income tax, which would be “a single progressive income tax in state and community, instead of all 

existing taxes, especially the labor-crushing indirect tax” (see notably Spahr, 1886).  

In the second half of the 19th and during the 20th Century, the problems that totally free markets faced in the 

real world were being addressed by some economists. Monopolies, which were common and were generating 

enormous incomes for some individuals, had started to be regulated (Wicksell, 1896, see Musgrave and 
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Peacock, 1958). Some rights of workers (to organize, to strike, and to have their working hours limited) were 

recognized and limits were imposed on the age when children could work. Safety standards in work places were 

strengthened. Pension and other insurance schemes started to be created for workers and school attendance of 

children became mandatory. During the Great Depression a new important government role, that to fight 

economic recessions, would be theorized by Keynes and it would become a government responsibility during 

the second half of the 20th Century.  

In the decades after World War II, the pure laissez faire ideology of earlier years was in retreat. There was 

increasing skepticism, even on the part of many orthodox economists, about the assumed efficiency of the 

market without corrections. In addition, there was less tolerance for the income distribution that the free market 

generated. Progressive income taxes became more popular. In the years after World War II, there was an intense 

search by economists for market failures, beyond the supplementary role for which public goods had been 

known. There was a search for ways to make the income distribution more equitable. Monopolistic competition 

came to be seen as influencing many markets (Robinson, 1933, Chamberlin, 1948, Musgrave, 1985).  

In the late 19
th 

century, the size of government was very small, given in part to the prevailing view of its limited 

role (see Section 4). This changed, first, over two World Wars and subsequently with the ascent of the welfare 

state so that especially the post 1960 period witnessed fast increases in public spending and in tax levels in 

advanced countries. It also saw a growing use of regulations, to deal with externalities that were assumed to 

have negative consequences for individuals, or for the environment. Definitely, the economic role of the state 

had changed. It had become larger in countries that were still considered market economies (Tanzi and 

Schuknecht, 2000).  

Government intervened to deal with: (a) pure public goods and quasi-public goods; (b) with various market 

failures; (c) with negative externalities; (d) with business cycles; (e) with income maintenance for individuals 

and families unable to earn a living; and, (f) finally, it intervened to make the income distributions closer to 

what voting societies expected them to be. Tax levels and tax revenues’ ratios over GDP went dramatically up, 

and tax systems became more progressive and, especially in some countries, more complex. New government 

programs were created, some aimed at dealing with universal risks (illnesses, disability, unemployment, old age, 

and illiteracy) others, means tested, focused towards economic problems of particular individuals and families.  

The growing economic role of the state, which Keynesian economists had propagated, was inevitably 

controversial. Conservative and libertarian economists, from the Chicago School, the Austrian School and the 

new School of Public Choice, were highly critical of the new government role. They believed that it created 

inefficiencies, reduced economic growth, and reduced the freedom and the incentives of individuals who would 

come to depend on a “nanny state”. These critics believed that a state that reduced incentives for individuals and 

made them more dependent on the government had reduced the vitality of economies and economic growth.  

For instance, Keynesian economists tend to argue that the size of government reflects social preferences in more 

government and more redistribution to correct market failures (including Wagner’s law of governments 

producing superior goods). Other political economists have emphasized the role of institutions in shaping the 

size of government and pointed to political market failure in leading to governments being bigger and less 

efficient than they should be. The size of government is affected by voting rules (Husted and Kenny, 1997), 

interest group competition (Becker and Mulligan, 2003), party preferences (Braeuninger, 2005), political 

centralization (Fiva, 2006), the prevailing income distribution (Meltzer, 1983) and the degree of openness and 

globalization (Shelton, 2007; Rodrik, 1998; Potrafke, 2009; Dreher et al., 2007).  

Many studies have assessed the impact that a larger economic role of the state was having on macro-economic 

performance and other objectives (for surveys see Chapters 2, 3 and 23 in this Volume). As is often the case in 

these attempts, the a priori, political biases of those who made the attempts often predicted the results. 

Conservative economists tended to find higher negative results from the higher government role, while social 

democrat economists tended to minimize the negative impact of that role. The bottom line is that it is difficult to 

conclude definitely that countries that spend more, such as various European countries, have performed less well 

than the countries that spend less, such as the Anglo-Saxon countries, taken as a group. For instance, Afonso and 
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Jalles (2006) report that the detrimental effect of government size on economic activity is stronger the lower 

institutional quality and the positive effect of institutional quality on output increases with smaller government 

sizes. Often the way in which the money is spent and the way in which the taxes were collected is more 

important than the size of the spending and of the taxing (see Tanzi, 2020a and 2020b).  

Naturally, the macroeconomic performance of the economies, though important, is just one measure of the 

impact of the role of government on economic welfare. In recent decades the importance of that measure has 

been challenged by observers who have pointed out that much of the economic growth, in several countries, 

including the USA, has benefitted a small share of the population, while the large majority has seen little 

improvement in its standard of living. Therefore, there may have been growth but by other measures, there may 

have been little genuine development or improvement of well-being (Hessami, 2010). For example the recent, 

inequality- adjusted Human Development Index, prepared by the United Nations, lists high and low spending 

countries among the top performers (Davies, 2009).  

It may, therefore, be possible and legitimate to focus on the impact that a larger government role has not only on 

economic growth but also on various socio-economic indicators considered important (Parts 2 - 4 of this 

Volume, also Tanzi and Schuknecht, 1997; Afonso, Schuknecht and Tanzi, 2005, Schuknecht 2020). Another 

important dimension of this theme is the interaction between the role and efficiency of the public sector and its 

susceptibility (or resilience) to crisis and (external) credibility for investors. As an illustration, depicts several 

cases of performance and efficiency in a European Union country sample, where both performance and 

efficiency of government spending can go hand in hand.  

 

How Should Government Intervene and Spend 

It is very difficult or perhaps even impossible to provide a simple and universally- appropriate list of ways in 

which governments should intervene in the economy, and of how much they should tax, spend and regulate. 

Different governments may aim at promoting different objectives, and there is no universally unquestioned way 

to select a list that may be optimal for all societies. That list may give prominence to economic growth, without 

much concern for how the growth is distributed among the citizens. It could give prominence to the promotion 

of important socio- economic indicators, giving more weight to the importance of some of them. It could 

promote protection against risks and it could choose the promotion of more equal income distribution, and 

others.  

In the past, economic growth received much attention. In today’s democratic countries the decision on the 

preferred objective must be made in the democratic political process. They must also respect basic, fundamental, 

human rights, to protect minorities from possible excesses promoted by the majority including protecting 

property rights, as stressed by the school of public choice. In fact, this has been a basic condition for many 

constitutions.  

Whatever is the main objective chosen, it is important that the government’s intervention not be arbitrary and 

that it respects some basic rules, and be promoted efficiently in the use of scarce resources. It should not become 

a major drag on the economy, as it has in some countries in the past and present. The intervention should 

promote indicators that contribute to the economic and social welfare of the citizens. Too much emphasis on 

single variables, be these the growth of GDP, or changes in the Gini coefficient, is generally not desirable. 

Economists who suggest a single objective or a short list of objectives generally ignore the diversity of 

countries’ situations. They, thus, risk stating criteria that often are not necessarily desirable or important.  

Advanced countries have a different capacity to intervene, and different needs for their governments to do so, 

than developing countries. This difference has been recognized for a long time (see Newbery and Stern, 1986 

and Tanzi, 1991, and the public finance literature related to developing countries). Countries with more even 

income distributions may have different reasons and justification for the government to intervene than countries 

that feature more inequality. Countries with more efficient markets, in which the incomes received are 

considered as genuinely incomes earned and not considered rents, have more trust in the market and thus less 

justifications for governments to intervene, than countries with less efficient markets.1  
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Governments with public employees who respect Weberian criteria of behavior have more ability to intervene 

successfully than those with less efficient, politically chosen, and less honest employees. When governments are 

less corrupt and more efficient, there is, in principle, more scope for government activity while inefficient, rent-

seeking governments should be smaller (Dzhumasher, 2013). Additionally, countries that give more weight to 

the objectives of the collectivity (such as a more even income distribution or better dealing with universal risks), 

have more reasons for governments to intervene than countries where individual freedom is given more weight.  

The first, main reason for government interventions is the provision of classic public goods. Of these, so-called 

pure public goods (defense, judiciary, and security) are a government intervention on which most economists 

have agreed. However, the real world problem with this intervention is that, while there is agreement that 

governments must intervene and must provide public goods, there is no guidance on how much of those goods 

should be provided. The theory does not provide a clear guidance on what is the optimal amount of defense 

spending; or how much should be spent for providing protection to individuals and property, or for justice, or 

infrastructures. The political debates in countries are focused not on whether the government should provide 

these public goods but on how much of them it should provide. In this, the theory is not helpful.  

The debates are sharper in the provision of so-called quasi-public goods (education, health, and some others) for 

which the justification on allocation grounds, combines with that on equity grounds. When a government (or 

private providers financed by government) is not providing good public schools, or good health services for 

everyone, it is creating different income opportunities for different categories of citizens, and it is perpetuating 

income differences, across different categories of citizens. In this case, what has been called the “birth lottery” 

ends up determining the future life incomes of many citizens. Countries where citizens care about avoiding 

large, permanent, income differences among them are more likely to want publicly financed good schools and 

good health services for everyone, to create more equal opportunities. This objective requires higher taxes and 

public spending.  

In this context, increasing tax rates will generate deadweight burden, and the heavier the tax rates, the less it 

may yield relatively. The loss of utility for the individual taxpayer increases with the square of the tax (Dupuit, 

1844, pp. 281). Additionally, Afonso and Gaspar (2007) illustrate numerically that financing through 

distortional taxation causes excess burden (deadweight loss) magnifying the costs of inefficiency.  

The above arguments have implications for the level of public spending, the composition of expenditure and for 

the structure of the tax systems needed to finance the spending. Public programs that aim at dealing with 

universal risks of all citizens, or that aim at creating more equal opportunities for more citizens are inevitably 

more expansive, and must be financed by broader- based taxes requiring lower marginal tax rates than means-

tested programs. The alternative of having means-tested programs, accessible by only selected groups, and 

accompanying them with “tax expenditure”, as the US and some other countries have done, reduces the level of 

taxes and spending but leads to other difficulties (Tanzi, 2020a).  

Finally, an issue that has been highlighted by the 2020 coronavirus epidemics is that the traditional literature on 

the desirable economic role of the state has dealt with that role in equilibrium situations, and with changes at the 

margin of the equilibrium created by the political market (Tanzi, 2020c). In other words it has not dealt with 

shocks to the system when the role of the state may become especially important. We know that during major 

wars, the government role changes and becomes particularly important. Price controls, rationing, appropriation 

of resources, very high marginal tax rates, and other policies that are not market friendly are used. Many years 

ago, Peacock and Wiseman, in a classic 1961 book, also argued that wars had even changed permanently the 

economic role of the state.  

Shocks to the economic systems of countries may come from major wars, natural catastrophes, depressions, 

revolutions, pandemics and others calamities. Limited government intervention, may become less optimal in a 

world that is subjected to occasional, existential shocks. Such shocks often reveal major gaps in the role of the 

state. Still, it remains an open question whether additional resources for government would actually be spent on 

making countries more resilient against major shocks. The Coronavirus epidemics is a case in point: countries 

with very large public sectors and countries with smaller public sectors all struggle to address the issue.  
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With these considerations in mind, it comes to no surprise that there is no conclusive result on how big 

government should be and what its optimal size is. In some earlier work, two of the authors of this paper had 

suggested that when the promotion of several, un-weighted, socio- economic indicators is the objective of the 

policy, a level of public spending of around 30-35 percent of GDP may set the desirable limit (Tanzi and 

Schuknecht, 2000). And some earlier work by all three authors had focused on the quantitative connection that 

may exist between the level of public spending and some important socio-economic indicators (Afonso, 

Schuknecht and Tanzi, 2005, 2010a). They found that if these indicators reflect the desirable objectives, lower 

levels of public spending are possible.  

As to the literature on the presumably “optimal” size of government, lower estimates of government spending are 

below 20% for certain advanced countries (Vedder and Gallaway, 1998). Many estimates are in the 30% to lower 

40% range, though optima differ very much across countries (Tanzi and Schuknecht, 2000; Pecvin, 2004; Facchini 

and Melki, 2013; Fort and Magazzoni, 2010; Afonso and Schuknecht, 2019 and Schuknecht, 2020). Actual public 

expenditure, is mostly significantly higher, suggesting the potential for considerable expenditure savings in many 

countries, even when considering the need for some spare capacities in the provision of certain public goods such as 

health or defense for big shocks and emergencies. It could be added that some countries including Sweden, Canada 

and others in the 1990s reduced dramatically public spending while suffering no visible consequences (Schuknecht 

and Tanzi, 2005).  

 

The Size of Government from a Historical Perspective  

Public spending since the late 19th century  

Over the past 150 years, the size of government developed in line with the evolving thinking about its role and 

its capacity to raise taxes (Tanzi, 2018). Moreover, in recent decades it reflected increasingly the growing role of 

social spending and the creation of welfare state.  

In the late 19
th 

century, at the time when laissez-faire was still the dominant economic philosophy, government 

only absorbed a very limited share of economic resources in the countries that are today’s advanced economies. 

About 1870 when data on public finances started to be available in more countries, public expenditure averaged 

only 11.1% of GDP.
 
Switzerland and Australia featured as “big” governments, exceeding 15% of GDP, while 

Sweden and the United States reported spending well below 1/10
th 

of GDP. This picture had not changed much 

before the beginning of World War I, only that the later warring countries Austria, Germany and France joined 

the group of relatively “high” public spending. Public revenue in peace times was broadly in line with public 

expenditure, following a (mostly) unwritten rule of balanced budgets outside wars.  

With World War I, public expenditure and revenue increased considerably and the protagonists of World War I 

reported the highest expenditure ratios: Germany, France, Italy and the United Kingdom governments spent 

more than 1⁄4 of GDP on the back of continuously high receipts after the war (Peacock and Wiseman, 1961). 

Just before World War II, public expenditure ratios had increased somewhat further to an average of 23.4% in 

today’s advanced countries, partly in the wake of the Great Depression and partly already reflecting war 

preparations (Tanzi and Schuknecht, 2000). In the 90 years since 1870, the public expenditure ratio had hence 

roughly doubled from 1/9th to almost 1⁄4 of GDP.  

 

Public expenditure since about 1960  

In the next 60 years, public expenditure ratios doubled yet again and, yet again, there were some distinct waves. 

After World War II, war-related expenditure declined while some other spending increased so that the overall 

spending ratio increased modestly to 27.9% of GDP by 1960. This reflected the buildup of basic safety nets over 

previous decades as well as growing public services such as education and infrastructure. Some European 

countries reported the largest public sectors, with Austria and France reporting around 35% of GDP. Spain, 

Japan and Switzerland still featured total public expenditure below 20% of GDP. Revenue and expenditure had 

been mostly well aligned since World War II, so that on the back of strong growth and some inflation public 

debt had come down significantly across the industrialized world.  
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The period from 1960 to 1980 saw an unprecedented increase in public expenditure by 15 percentage points of 

GDP on average in just 20 years. This was the heydays of Keynesian economics when governments actively 

developed public services and welfare states to today’s universal systems in many countries. While public 

expenditure averaged 43% in the reported country sample, it exceeded 50% of GDP in the small European 

countries of Austria, Belgium, the Netherlands, Denmark and Sweden. Another group of countries’ 

governments, including most non- Europeans, were still “only” absorbing 1/3 of national resources, though this 

was also much above the level of 1960.  

The biggest difference to earlier peacetime episodes was perhaps the growing mis- alignment of expenditure and 

revenue. By 1980 and growing afterward, fiscal deficits had become significant and chronic. Public debts grew 

together with the rising real interest rates and the fiscal deficits. The strong increase in sovereign debt from the 

1970s, continued throughout the coming decades in most countries.  

In the1980s and 1990s, skepticism about “big” government and a more market-friendly intellectual environment 

(referred to above) resulted in a major slowdown in public expenditure dynamics. By the year 2000, average 

expenditure ratios were not very different from 1980. A significant number of countries had undertaken 

expenditure reforms in the 1990s so that expenditure ratios had declined significantly by more than 5% of GDP 

in Belgium, Ireland, the Netherlands, Sweden, and the United Kingdom. By contrast, Finland, France, Italy, 

Portugal, Spain and Japan experienced further increases in the public spending ratio by over 5% of GDP.  

The 2000s were quite a roller-coaster but, on the whole, Keynesian and pro-government thinking had a major 

revival. Buoyant spending in the boom years of the early 2000s were succeeded by an explosion of public 

expenditure ratios following the financial crisis. A number of European countries undertook major expenditure 

savings and reforms.  

The year 2017 saw total public expenditure ratios only moderately above the level of 2000 (43.9 vs 42.7% of 

GDP). However, this understates the “true” increase in the role of government. Discounting the decline in 

interest spending, primary expenditure (total minus debt service) increased by 3% of GDP. In 2017, Belgium, 

Denmark, Finland and France reported the highest public expenditure ratios above 50% of GDP. Most non-

European countries reported public expenditure below 40% of GDP and spending in Ireland and Singapore were 

even below 30% of GDP. In several, notably large countries, including the US, France, Japan, Italy and Spain, 

deficits were still significant, leaving public debt much above pre-financial crisis levels.  

In this environment, the COVID-19 or Coronavirus crisis struck in early 2020. First projections by the European 

Commission for most advanced countries suggested a further major increase in expenditure ratios in 2020 that 

was expected to partially reverse with the recovery projected for 2021. Expenditure ratios were expected to 

increase by an average of over 7% of GDP in 2020 (Annex Table 1). Top ratios would reach about 60% of GDP.  

Rather than focusing on the details, it is more important to take note of the pattern: just as during the global 

financial crisis, expenditure ratios were expected to increase massively and very rapidly before declining again. 

In the global financial crisis, expenditure ratios increased between 4% of GDP in less affected countries and up 

to 11% of GDP in the most affected ones (Schuknecht, 2020).  

 

Expenditure across country groups 

It also interesting to look at public expenditure across country groups from a global perspective. Advanced 

countries had the highest expenditure ratios in the late 2010s. General government spending amounted to 42% 

of GDP in 2018 (Table 2a). Amongst emerging market economies in Europe and Asia, public expenditure ratios 

were typically close to those prevailing in the advanced countries with smaller government sectors. Most 

Eastern European countries feature public expenditure between 30 and 40 percent of GDP, and Russia and China 

fall into the same range.  

The average for emerging and developing countries stood at 31.3% of GDP in 2018 and in a few countries, 

public expenditure was even below 20% of GDP (Table 2a and Annex Table 2). Setting these numbers in 

perspective with the history for advanced economies shows that the size of government in developing and 

emerging countries in the late 2010s was close to levels prevailing in advanced economies in the early 1960s. 
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Europe reported the highest public expenditure ratio, near 44.3% of GDP in 2018. In much of Southern and 

Northern Europe, this ratio was closer to 50%. Public expenditure in Latin and North America stood at 36.6% 

and Asia/Oceania at 30.5%. It is interesting to note that amongst the large emerging economies outside Europe, 

Brail reports the highest expenditure ratio at 41.6%, which is near the industrial country average. China at 

37.6%, India at 27.7% and Indonesia at 22.2% show much smaller public sectors.  

In Africa, spending ratios averaged 27.3%, ranging from over 40% of GDP in South Africa to well below 20% 

in Ethiopia and Nigeria. These differences reflect differences in development stages (poorer countries spend and 

tax less) and in the assigned role of government (Asia and America seeing less of a role for government than 

much of Europe). They also reflect the ability of governments to raise tax revenue (see Tanzi, 2018). Naturally, 

it is not straightforward to accurately identify the effects of public sector spending on outcomes such as 

economic growth, and distinguish the effect of government spending from other determinants. Moreover, 

comparing expenditure ratios across countries implicitly assumes that production costs for public services are 

proportionate to GDP per capita.  

 

Expenditure obligations outside the budget  

Over the past three decades, it has become increasingly evident that budgetary expenditure do not provide a 

complete picture of government expenditure obligations. Due to the fact that population aging, expenditure on 

old-age benefits, and notably health, pensions and long-term care, are likely to create dynamic needs in the 

future. The increase in social expenditure in the coming three decades could well be several percent of GDP 

even under optimistic assumptions (OECD 2017 and 2019; EU Commission, 2018). Moreover, financial crisis 

(and, most recently, the Coronavirus crisis) periodically cause sustained major expenditure increases. In the 

Global Financial Crisis, countries like Ireland or Greece spent more than 30% of GDP on bank recapitalization 

(IMF, 2015). Other transmission channels from the financial sector to public finances can also lead to significant 

costs (Schuknecht, 2019).  

 

The Composition of Public Expenditure 

Public expenditure composition from an economic perspective  

Total public expenditure can be decomposed in two ways. From the economic perspective, public expenditure 

consists of public consumption or real expenditure (broadly, spending on goods and services, wages and 

salaries), investment (mostly infrastructure and buildings), the service of public debt (interest payments), 

transfers (mostly social benefits) and subsidies (to enterprises or consumers). International organizations such as 

the OECD and the IMF publish the relevant statistics and describe the underlying policies in many publications 

(see Bibliography for a selection). In the advanced countries, public consumption and transfers/social benefits 

are the most important expenditure components, accounting together for roughly 80% of spending (Table 3a). 

Wages and salaries for civil servants account for over 20%. Public investment is another 5-10% of the total.
 

Subsidies and interest expenditure are rather small components in most advanced countries.
  

The expenditure composition, however, changed significantly over the past 150 years. For advanced countries, 

public investment as a share of total public expenditure has almost continuously declined since the late 19
th 

century from about 20% to well below 10% of total spending in the 2010s. In recent decades, it also declined as 

a ratio of GDP. By contrast, social expenditure, which was very low 150 years ago, had increased to over half of 

total spending in the 2010s. Social expenditure had grown from less than 1% of GDP to almost 1⁄4 of GDP in 

2016. 

When looking across country groups, spending on public consumption, compensation of employees, investment 

and even subsidies is relatively similar between advanced and emerging/developing countries, even though 

individual country differences may, of course, be huge. Africa features somewhat higher subsidies, Asia reports 

above average public investment spending. Differences are significant for debt service and Africa and to a lesser 

extent Latin America use a larger share of public expenditure to service their public debt. Advanced countries 

have been benefitting from near zero interest rates in the 2010s so that interest spending averaged little over 1% 

of GDP in 2018.  The biggest difference across country groups is on transfers, which comprises mainly social 
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benefits. Advanced country spending at 21.4% of GDP is twice as high as developing and emerging country 

spending of 9.9% of GDP on this category. Europe is the biggest spender, Africa reports the lowest figures of 

8.5% of GDP on average. Asia and the Americas report spending of 12.6% and 13.2%, respectively. In fact, the 

difference in the size of welfare states explains most of the differences in total spending across regions and 

continents.  

 

Public expenditure from a functional perspective  

When looking at public expenditure from a functional perspective, there are a number of categories worth 

looking at in some more detail. It is interesting to note that the classic public goods – education, health, defense 

and public order and safety – “only” absorb a relatively modest share of public resources in all country groups .
 

Governments in advanced countries spend about 4% of GDP or 12% of their total outlays on education. The 

average for emerging and developing countries is somewhat lower at 3.4% of GDP, which is also slightly above 

10% of total outlays. However, again, there is considerably more variation across individual countries (Annex 

Table). All regions outside Europe spend between 3 1⁄2 and 4% of GDP. For Africa, this is the highest share of 

total spending, at about 15% which is in part due to the greater number of children in school age.  

Public health spending is highest in advanced countries and notably in Europe at over 6% of GDP. The 

equivalent figure is less than 1⁄2 of that (2.3% of GDP) for developing and emerging economies and only 1.5% 

of GDP in Africa. Generally, countries where citizens live longer, have higher public health spending. Spending 

on external and internal security – defense and public order and safety – is quite similar across country groups. 

The combined spending is 3% of GDP, or about 7-10 percent of total spending. Environmental spending is a 

relatively new category absorbing less than 1% of GDP in all groups. Advanced countries spend relatively much 

more than developing and emerging economies. Asia/Oceania and Europe spend the most but still, on average 

less than 1% of GDP. However, this is not surprising given that environmental protection is promoted mainly 

through regulation and taxation. Taking these categories (excluding health) together, they amount to 10-15% of 

GDP or about 30-35% of total public expenditure. This is not much, given the importance of these objectives. It 

illustrates that most public spending is on other things and, notably, on social expenditure.  

Social Expenditure  

Given its growing importance, social expenditure deserves some further discussion. Social expenditure, as 

defined by the OECD, includes socially related transfers and subsidies and certain other government expenditure 

for social purposes. The main categories are pensions, health, long- term care, family and child benefits and 

unemployment. Education is mostly not included (except below primary education). In 1960, the first year for 

which detailed, comparable cross-country data from the OECD became available, advanced countries spent on 

average almost 10% of GDP on social expenditure (Table 4). The range was enormous, from 3.5% in Japan to 

15.4% in Germany. By 1980, social expenditure had grown to 16.6% of GDP as the period after World War 

Two witnessed the birth and expansion of many social programs. Subsequently, the ratio grew another 2% of 

GDP per decade to 24.1% on average by 2016.  

As regards individual countries, in 2016, France spent almost one third of GDP on social matters (31.5%) 

followed closely by Italy and several smaller European countries. A number of other advanced countries as well 

as all of emerging Eastern Europe reported spending below 20% of GDP (Schuknecht, 2020). In Korea, this 

figure was only 10.4% as the welfare state was still less developed. For emerging and developing countries 

outside Europe, comparable figures are not available but social benefits and transfers were typically lower. The 

main components of social expenditure are public pensions, public health and, increasingly, long term care. 

These are all related to aging of the populations. Pension spending increased from an average of 4.5% in 1960 to 

9.4% of GDP in 2014-15 in the country group of Table 4. The health-spending share almost tripled from 2.4% to 

7% of GDP in this group. Long term care spending was virtually inexistent in 1960 and reached several percent 

of GDP in a number of countries in the 2010s (OECD, 2017a and 2017b, and 2019b). The main driver of social 

expenditure used to be the expansion of programs to universal coverage and to technical progress in health. In 

recent years, demographics have become the most important driver. It will contribute to further strong increases 

in the social expenditure ratio in the coming decades, if policies and benefits are not adjusted (see above).  
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The Financing of Public Expenditure  

Government expenditure needs to be financed either from revenue, from debt or through external grants or sales 

of public assets. Most expenditure is financed by domestic revenue, but the figures also show, that most 

countries and country groups run deficits and finance part of their spending from other sources (fees, fines at 

al.). In 2018, the unweighted average revenue for advanced countries of 42.2% showed a broadly balanced 

budget when looking at the unweighted average. However, this figure masked the fact that most large advanced 

countries (including the United States, Japan, and several large European countries) reported significant deficits. 

Emerging and development countries featured revenue of 28% and thus notable average deficits. For Africa, the 

revenue shortfall amounted to over 5% of GDP.  

It is also worthwhile throwing a quick glance at the revenue composition (Table 3c). Advanced countries 

manage to finance over one third of their spending or 15.2% of GDP with direct taxes on labour income and on 

profits. Indirect taxes are much more important in developing and emerging countries where they finance almost 

a third of all spending (9.8% of GDP). This figure is about 40% in Africa. Social security contributions are quite 

important in advanced countries and contribute 9% of GDP to total revenue. This figure is 10.8% in Europe but 

only 4.4% in the Americas, 2.7% in Europe and as low as 0.5% of GDP in Africa.  

 

Summary  

Economists today would probably all agree that governments should provide certain core public goods via 

public expenditure: defense and internal security, public infrastructure, public education, and basic social safety 

nets. When looking at the size of the state that finances these goods and services, however, there are remarkable 

differences over time and across countries. 150 years ago, when the role of government started to develop in the 

direction of modern states, governments of today’s advanced economies spent barely more than one tenth of 

national income. By 1960, 60 years ago, the picture had changed completely and governments spent almost 30% 

of GDP as public goods and services and social security systems expanded. By the 2010s, advanced countries 

spent typically between 30 and 55% of GDP, with social expenditure absorbing an ever-greater share of total 

spending. Spending on security, infrastructure and education absorbed little more than 10% of GDP.  

While a number of advanced countries spend not much more than 30% of GDP, there are also bigger 

governments whose social and economic performance seems to be high. Hence, there is no “optimal” size of 

government even though most if not all governments could probably become more efficient and, thus, spend 

less. Moreover, financial (or health) crises can result to large, sudden increases in expenditure ratios. Countries 

with low spending (and low public debt), by definition are likely to have more buffers to accommodate such 

crises without doubt about the sustainability of public finances. By contrast, emerging and developing countries 

typically feature much smaller states than advanced countries and there are few exceptions to this. Some 

countries are fast growing and with small states (such as Vietnam or Indonesia) so that spending of 20-30% of 

GDP seems sufficient for them,–similar to Western countries around 1960. Some countries, by contrast feature 

governments that are very “poor” with low revenue and inefficient services contributing to little growth and 

development. An expenditure ratio of 10-15% of GDP is not enough to finance a well- functioning modern state.  

Looking forward, the challenges across country groups, therefore, look very different. Advanced countries need 

good and efficient, not necessarily bigger government, and sometimes government may perhaps, already be too 

big. Moreover, they must make sure that the size of government remains financeable. Core services need to be 

of high quality and well-financed and social expenditure or financial crisis costs must not undermine fiscal 

sustainability.  

Emerging economies may not need to spend more but they also need to have governments adapting to the needs 

of themselves being more and more advanced economies. Increasing demands for welfare benefits and 

population aging are likely to raise their size of government. Developing countries often still struggle with 

providing well-functioning services, basic safety nets, and a strong tax administration. However, more and more 

governments are demonstrating that progress is feasible also in that country group.  
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The Optimum Size of Government: A suggestion 

Aykut Ekinci (2011) investigation on what is the optimum size of government. When the rule of law and the 

establishment of private property rights are taken into consideration, it is clear that the answer will not be at 

some 0%. On the other hand, when the experience of the old Soviet Union, East Germany and North Korea is 

considered, the answer will not be at some 100% either. Therefore, extreme points should not be the right 

answer. This study offers using normal distribution to answer this question. The study has revealed the 

following findings: (i) The total amount of public expenditures as % of GDP, a) is at minimum level at 4.55% 

rate, b) is at optimum level at 13.4% rate, c) is at maximum level at 31.7%. (ii) Thus, as a fiscal rule, countries 

should: a) choose the total amount of public expenditures as % of GDP ≤ 31.7% b) target 13.4%. (iii) Tree 

dimensional (3D) normal distribution demonstrates that a healthy market system could be built upon a healthy 

government system (iv) This approach rejects Wagner’s law. In a healthy growing economy, optimum 

government size could be kept at 13.4%. (v) The UK, the USA and the European countries have been in the 

Keynesian-Marxist area, which reduces their average growth.  

What is the optimum size of government. Obviously, a clear-cut answer at extreme points should be avoided. 

When the rule of law and the establishment of private property rights are taken into consideration, it is clear that 

the answer to the question will not be at some 0%. On the other hand, when the experience of the old Soviet 

Union, East Germany and North Korea is considered, the answer will not be at some 100% either. What is right 

from the standpoint of maximizing economic welfare.  

The search for an optimal size of government has been popularized by Armey (1995). The so-called ‘Armey 

curve’ suggests that government size and economic growth have an inverse U shape. Because of the inverse U 

shape, one can find the optimum government size that promotes the greatest economic growth rates. Sheehey 

(1993) uses cross country data and finds that while government size (government consumption 

expenditure/GDP) is smaller than 15%, government size and economic growth have a positive relationship, but 

when government size is larger than 15%, the relationship is negative. Vedder and Gallaway (1998) use a single 

square regression function to estimate that the optimum government size of the U.S. was 17.45% during 1947–

1997. Vedder and Gallaway (1998) also infer the optimum government size of others, including 21.37% in 

Canada (1854– 1988), 26.14% in Denmark (1854–1988), 22.23% in Italy (1862–1988), 19.43% in Sweden 

(1881–1988), and 20.97% in the United Kingdom (1830–1988). Chao and Gruber (1998) estimated that in the 

period 1929–1996 optimum size of government spending in Canada was about 27 percent. Pevcin (2004) 

suggests that the Armey curve for 12 European countries peaks when government spending is between 36.6% 

and 42.1% of GDP. Tanzi and Schuknecht (1998) and Afonso, Schuknecht and Tanzi (2003) suggest that 

general government spending in excess of 30 percent of national output reduces economic growth.  

Chen and Lee (2005) used “total government expenditure divided by GDP” as threshold variable and threshold 

regime for Taiwan was found to be 22.839%. When the government size is smaller than the regime, economic 

growth is promoted under expanding government expenditure, but if the government size is larger than the 

regime, then the economic growth decreases. Mutaşcu and Miloş (2009) have taken into consideration the real 

GDP growth and the total amount of public expenditures (as % of GDP), for the period 1999-2008. The main 

result pointing towards an optimum public size in EU-15 of 30.42% of GDP and in the EU-12 countries a level 

of 27.46% of GDP. Witte and Moesen (2009) compute the optimal average government involvement in the 23 

OECD countries amounts to 41.22% of GDP.  

On the other hand, econometrical modelling has been a major problem of studies attempting to determine the 

optimum size of government. Econometrical modelling offers an optimum level to researchers. However, a 

generalized optimum level of the public expenditure as % in GDP, which holds for all countries, is not offered. 

Furthermore, the optimum level obtained is shaped according to the past data and it is likely that the period 

considered may affect the results of subsequent studies. More importantly, the model reveals results in line with 

the data used. The significance of the situation becomes clearer when the fact that the total government 

expenditure/GDP of many countries does not fall to 10% is kept in mind.  
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Optimum Size of Government 

How can normal distribution help us determine the optimum size of government? There are two players in 

economy: private sector and government. These two players share the economic system. When it is assumed that 

economic system has a normal distribution, putting private sector to the centre of economy and defining its share 

to economy as +/- 1σ is quite reasonable. This part involves 68.2689% of normal distribution. To put it 

differently, the share of the private sector to economy should be 68.3% at least. In this case, government will 

have a 31.7311% of contribution at most.  The approach of normal distribution not only provides an answer to 

the maximum level but also to the minimum and optimum level of government size in economy. Before 

answering these questions, it is better to provide an operational definition of government size. For this study, the 

government size has been defined as the total amount of public expenditures as % of GDP. In this sense, a 

country, without dislocating its economic system can increase its total amount of public expenditures as % of 

GDP to 31.7%. 

How about the minimum government size? It is 4.55% area which is outside the +/- 2σ area of normal 

distribution (see Figure 4). Therefore, we can maintain that the total amount of public expenditures as % of GDP 

should be at least 4.55%. A government size below the given value may lead to a state not functioning properly. 

The crucial point here is the determination of optimum government size. This size refers to the rate that will give 

the most efficient growth and it suggests the 13.3614% area excluding +/- 1.5σ area. The most suitable 

government&private sector distribution could be reached when the total amount of public expenditures as % of 

GDP is 13.3614%. It is better to remind that the percentage of private sector in economy is 86.6386%.  

The approach of normal distribution of government size also enables us to analize the relationship between 

market & government. The figure below shows the bivariate standard normal distribution. This tree dimensional 

(3D) normal distribution demonstrates that a healthy market system could be built upon a healthy government 

system. If the figure is read critically, it is seen that; i) Marxist system refers to a situation in which the whole 

volume of 3D graphic is owned by government. In this case, the growth of 3D graphic (economic growth) is 

minimum. ii) 13.4% of the 3D graphic occupying the baseline of the whole volume shows market&government 

combination which yields maximum growth rate. iii) If government size exceeds 31.7%, the economic system is 

threatened and average growth rate decreases.  

An important point could be reached from here. Wagner's law states that the development of an industrial 

economy will be accompanied by an increased share of public expenditure in GNP. However, the approach of 

normal distribution of government size rejects Wagner's law. In a healthy expanding economy, 13.4% optimum 

government size could be preserved. Therefore providing a reason for the expansion of government size as 

Wagner's law states is not possible. The expansion of government size even slows down the economic growth.  

 

Past Experience and the Current Situation  

It shows the historical development of total public spending/GDP rate for the UK and USA. The orange line at 

the bottom indicates the lowest level of total public spending, which corresponds to 4.55% while the green one 

indicates optimum total public spending/GDP rate, which is 13.4%. Moreover, the red line shows the highest 

total public spending/GDP rate, which is 31.7% and the line at the top shows the 61.7% Keynesian- Marxist 

System. In 1754, the total public spending/GDP rate of UK went under the minimum government size with 

4.05%. The highest total public spending/GDP rate (average 61%) was observed between 1940–45, during the 

World War II. The most important rate of total public spending/GDP was observed between 1692–1914 with an 

average 12.5%. This rate was 39.8% for the period between 1947–2011 and it is predicted that the rate will go 

up to 47% in 2011. Moreover, it crucial to highlight that the UK economy has been in the Keynesian-Marxist 

area since 1939.  

On the other hand, the USA total public spending/GDP rate was 7.9% between 1902–1917 and 13.6% between 

1902–1942. Unlike the UK economy, the USA economy has been in the Keynesian-Marxist area after 1975. 

Moreover, the total public spending/GDP rate for the period between 1975–2008 was 34.8%. When European 

countries are analyzed with respect to total general government expenditure/GDP rate between 1997–2008, it is 

seen that all countries fall into Keynesian-Marxist area. Ireland and Switzerland have the lowest total general 
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government expenditure/GDP rate with a value of 35% whereas the highest rates belong to France, Denmark 

and Sweden with a rate of 53%, 54% and 56% respectively.  

The approach used in this study has revealed the following findings: (i) The total amount of public expenditures 

as % of GDP, a) is at minimum level at 4.55% rate, b) is at optimum level at 13.4% rate, c) is at maximum level 

at 31.7%. (ii) Thus, as a fiscal rule, countries should: a) choose the total amount of public expenditures as % of 

GDP ≤ 31.7% b) target 13.4%. (iii) Tree dimensional (3D) normal distribution demonstrates that a healthy 

market system could be built upon a healthy government system (the total amount of public expenditures as % 

of GDP = 13.4%). (iv) This approach rejects Wagner’s law. In a healthy growing economy, optimum 

government size could be kept at 13.4%. (v) The UK, the USA and the European countries have been in the 

Keynesian- Marxist area (31.7% < The total amount of public expenditures as % of GDP ≤ 61.7%), which 

reduces their average growth.  

 

The Sources of Government Growth: From Public Choice Perspective 

Coskun Can Aktan, (2017) reported many empirical studies that examined the government spending concludes 

that the size and scope of government has grown considerably since the beginning of the twentieth century in 

most developed countries. If this is the fact, then we must ask and explore the following questions: Why does 

government grow. What are the main sources of government growth. What are the main reasons of the 

expansion of government. This introductory paper aims to answer those and other questions regarding 

government growth. The paper is mostly depend on public choice literature of government growth.  

This section aims to explore the sources, reasons and consequences of government growth. Firstly, we are going 

answer the question “why does the government continuously grow.” and summarize the approaches and 

hypothesis in the literature. Later, we will discuss the problems caused by the excessive growth of government.  

 

The Sources of Government Growth 

The size of the government or the public sector is measured by the calculation of the total expenditures as a 

percentage of GDP or GNP. When the trend of government size is reviewed in developed, developing and 

under-developed countries it is seen that public expenditures are always showing an increase. This paper 

excludes the empiricial studies and aims to summarize the sources of government growth. Theories on 

government growth are many in number and have a long historical past. Below the theories and opinions on 

government growth are summarized (James T. Bennett & Manuel H. Johnson (1980.p.50-95).
 
 

Wagner Law (Adolph Wagner, 1883): A German economist Adolph Wagner was the first to take the attention of 

economists on the increasing activities and expenditures of the government. Wagner discussed government 

growth firstly in one of his books he wrote in 1883. Following his study, many economists have carried out 

theoretical and empirical studies on government growth. In the present empirical studies, Wagner’s hypothesis 

were mostly proved and Wagner’s ideas were named as “Wagner Law” or “The Law of Increasing Government 

Expenditures” in the literature. The results of the present empirical studies generally put forward results that 

proved the Wagner Law. According to this theory suggested by Adolph Wagner, public activities within the 

national economy increase mainly because of the following reasons: (a)The government mainly increases its 

expenditures for establishing internal and external security and justice. (b)The government increases its 

expenditures for education, health, etc. due to the demand of individuals for their own prosperity.  

Abromowitz & Eliasberg Hypothesis (M. Abromowitz and Vera F. Eliasberg. 1957): Moses Abromowitz and 

Vera Eliasberg have reviewed the increase trend of public employment during 1890-1950 in England. In their 

studies, these two economists put forward that the war is one of the sources of increasing public expenditures 

and apart from this they suggested that industrialization also plays an important role in the increase of public 

expenditures. Downs Hypothesis (Anthony Downs, 1960): According to Anthony Downs, for the finance of 

public expenditures if the benefit approach is not applied then the political authority will have the right to 

demand tax from people who do not directly benefit from public services. As a result, due to the application of 

the approach of the ability-to-pay principle, the government budget will become even greater.  
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Peacock-Wiseman Hypothesis (Displacement Effect) [Alan T. Peacock and Jack Wiseman. 1961; Alan T. 

Peacock–Jack Wiseman, 1958; Alan T. Peacock–Jack Wiseman, 1980]: British economists Alan Peacock and 

Jack Wiseman have worked on the growth trend of public expenditures in England during 1890-1955. Peacock 

and Wiseman suggested that public expenditures during the mentioned period have continuously increased in 

England and this increase was displaced especially during the war and depression period. Peacock’s and 

Wiseman’s theoretical description is named as “Displacement Effect” in the literature.  

Economic Theory of Bureaucracy (William Niskanen, 1971): Bureaucrats try to expand the budget (budget 

maximization) in order for their own benefit (benefit maximization) in the public sector. In short, bureaucracy 

are willing to expand the budget volume according to the demand of the political authority. William Niskanen 

and Gordon Tullock are the important economists who have developed this approach. Olson Hypothesis 

(Mancur Olson [1971 (1965)].: Another hypothesis is developed by Mancur Olson. In Olson’s opinion, interest 

groups are also effective in government growth. Especially economic interest groups try to obtain “economic 

transfers” by lobbying. For instance, the lobbying activities carried out in order to support investments and 

exports through the demand of increasing subsidiaries has enabled the growth of the government.  

Unbalanced Growth Hypothesis (William Baumol, 1967): According to William Baumol economic activities 

can be divided into two as capital-intensive and labor intensive. Baumol states that since public services are 

actually based on labor-intensive characteristics, the high production costs and efficiency for per unit are low in 

the public sector. In short, according to Baumol one of the main reasons for the growth of government is 

because the economic activities of the government are labor intensive. Director Law (George J. Stigler. 1970): 

According to George Stigler political power is mostly in the hands of the majority. Therefore, the ruling party 

try to meet the needs of the median voters. In short, the director of the political process is the median voters. 

who has undertaken the main role of the increase in public expenses.  

Oates Hypothesis (William E. Oates, 1972). In the opinion of William Oates, in order to achieve economical 

development, public policies may expand the economic activities of the government. Especially the central 

government concentrates on services such as transportation, communication, energy and infrastructure 

investments. Oates calls this effect which enables the growth of the government as “the effect of concentration”.  

Low Efficiency Hypothesis (William Orzechowski,  (1977): According to William Orzechowski, one of the 

reasons of the growth of government growth is the low rate of efficiency in the public sector in comparison to 

the private sector. Low efficiency causes more expenses in the public sector services. The Theory of Political 

Business Cycles (William D. Nordhaus, 1975): According to the researchers who have carried out studies on 

political business cycles, government grows especially at times of election. As the time of the elections gets 

closer politicians tend to increase public expenditures. Borcherding Hypothesis (Thomas Borcherding (1902-

1970): Thomas Borcherding, has investigated the public expenses in the USA during the years 1902-1970. 

According to his analysis he has estimated that the population increase affects the growth of the government by 

25 %, inflation by 12 % and the increase in GDP by 25 %. He concludes that GDP growth, population growth 

and high inflation are very much related with government size.  

Buchanan Hypothesis (James M. Buchanan (977): Factors such as the increase in population, urbanization, 

changes in the economic structure, inflation, etc. play a role in the growth of the government. According to 

Nobel Laureate James M. Buchanan, politicians who try to maximize their votes often finance the increasing 

public expenditures via money creation and borrowing. According to Buchanan, government also grows due to 

“fiscal illusion”. The unawareness of tax payments increases the demand of taxpayers for public services. 

Consequently, the increase in the demand of public goods and services causes public expenses to expand. 

Meltzer-Richard Hypothesis (Alan H. Meltzer, and Scott F. Richards. 1978): According to the economists Alan 

H. Meltzer and Scott F. Richard the displacement effect is not enough to explain the growth of government. 

Public expenditures increase under normal conditions too when there is no war. The government increases its 

defense expenses especially in cold war.  

Open Economy Hypothesis (Assar Lindbeck, 1976): In open economies, where international trade is not 

restricted by the government, public expenditures tend to increase more when compared to countries with closed 

economies. In countries that show a deficit in their balance of payments, this gap is tried to be closed by 



202 

expansionary fiscal policies. This approach has been supported by economists named Assar Lindbeck and David 

Cameron. Peltzman Hypothesis (Sam Peltzman, (1980): In the opinion of Sam Peltzman, one of the most 

important reasons of the increase of public expenditures is the inequality in the distribution of income. A bad 

income distribution of a country causes the increase of public expenses in order to re-distribute the income.  

We have summarized the main sources of government growth from perspectives of notable economists and 

researchers. We may also analyze the subject matter from another aspect. There are economic, political and 

social factors that forces the expansion of government. The government is continuously growing because of 

economic, political and social reasons. For instance, population increase causes the inevitable enlargement of 

the government. Conditions such as war and depression increases government intervention and government 

expenses.  

However, the growth of the government sometimes increases due to the conflict of interest of the political 

actors. For example, when elections are approaching, in order to guarantee that they are elected again it is 

observed that the ruling party tends to increase public expenditures. The size of government also increase 

because of the lobby of interest groups and the rent seeking activities carried out. A detailed picture of 

economic, political and social reasons are given below Table-1. 

 

Table 1: Factors Which Effects the Growth of the Government 

I. Economic Factors  

-    The need of provision of pure public goods and services (internal and external security, 

      justice, diplomacy services), 

-    The need of provision of quasi-public goods and services (education, healthcare etc.), Services  

      where economies of scale occurs and natural monopolies (energy, transportation, communication etc.), 

-    Depression and economic crisis (business cycles), 

-    Fiscal illusion,  

-    The supportive and substitutive role of the government for growth in less- developed and  

     underdeveloped countries, 

-    Full employment, 

-    Re-distribution policies,  

-    The implementation of the Keynesian expansionary economic policies.  

II. Political Factors  

-    War and conflict, 

-    Cold war and external threats, 

-    Vote maximization behaviour of politicians, 

-    Benefit maximization behaviour of voters, 

-    Budget maximization behaviour of bureaucrats, 

-    Rent maximization behaviour of interest and pressure groups, -Political business cycles.  

III. Social Factors  

-   Population increase, 

-   Redistributive social policies, 

-   Unbalanced growth and development among regions (provinces) ; Need for better regional   

    development, 

-   Terrorism , 

-   Social aid and social services, 

-   Social security servicesi.  

  Source: Coşkun Can Aktan,., 21. Yüzyıl İçin Yeni Bir Devlet Modeline Doğru: Optimal Devlet, İstanbul: Tüsiad Yayını, 1995. p.49. 
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Summary 

The economic activities of the government within the national economy are increasing continuously over the 

years. Empirical studies in most of the countries clearly indicate that the government is rapidly growing (Aktan 

& Demir, 2016).  

There are economic, political and social reasons behind the growth of the government. There is not only one but 

many reasons for the growth of the government. Population increase, urbanization, industrialization, wars, need 

for economic development, need for social welfare spending etc. increase the activity of the government. Some 

of these reasons (for example, rapid population increase) make it necessary for the government to increase its 

activities. However, sometimes the government grows excessively and unnecessarily due to various reasons. 

These reasons actually stem from the political decision-making process. In the political process, ruling party, in 

order to guarantee reelection, increases public expenditures. The bureaucracy may also become directly 

responsible for increasing the budget volume in line with the demand of ruling government. In short, the 

government grows either out of necessity or in order to create benefits in the political process and to abuse 

political power. Before submitting any opinion or views on limiting and downsizing the government, the reasons 

behind the growth of the government and the consequences of such growth must be clearly understood.  

The continuous growth of government is the actual cause of economic problems. As it is known public 

expenditures are generally financed by tax revenues. The part that can not be financed by taxes is tried to be 

financed by non-tax revenues. The first economic problem due to enlargement of the public sector is budget 

deficit. For politicians, the increase of public expenditures means the guarantee of re-election. In contrast, 

financing public expenses by taxes is a burden on the voters. Therefore government tries to avoid this just before 

the elections in fear that they will lose votes. Therefore, the part that can not be covered by the taxes results in 

budget deficits.  

The government, which is elected, is obliged to increase the tax rates after the elections in order to settle the 

distorted economic balances and keep the promises they have made. Therefore, the tax burden is in the trend of 

increasing. The main negative results caused by the increase of the tax burden are: -Decrease of aggregate 

savings, -Decrease of aggregate investments, -Decrease of work efforts, -Enlargement of underground economy. 

These results aroused in economy finally causes low economic growth and development, decrease in 

productivity, increase of unemployment and decrease in tax revenues. In short, the heavy tax burden is the result 

of the growth of the government and causes distortive effects on economy. The growth of the government does 

not only cause economic problems but is also the source of political problems. Excessive government increases 

the gravity of political problems and political corruption in addition to economic problems. In the excessive 

government, political corruption such as bribery, corruption, embezzlement, pork-barrelling, nepotism ete. 

increases in extent.  

There is a social cost of excessive government as well. Traditionally, the government is seen as a “protective”, 

“corrective”, “improving” and “curing” entity. There is no doubt that the government shall be responsible for 

providing security for the lives and property of its citizens. In this sense, there is no doubt that the social benefit of the 

government is very extensive. However, seeing the government as an entity that corrects and improves everything 

creates a “public mentality” where everything is expected from the government. This understanding of a 

interventionist and paternalistic government is one of the main reasons underlying the excessive growth of the 

government. The Government is absolutely necessary for a good social order. A social order without the government 

is unthinkable. However, the government is the source of, as well as the solution to, some problems. A "new" 

philosophy and a "new" public administration paradigm are needed to stop the government from being a problem, but 

a benefit to the society.  

It is necessary to make realistic assessments and analysis to establish an ideal government. First of all, certain 

basic principles have to be accepted for a good or ideal government. A good government must be established on 

the following principles: The first basic principle is that there can not be a "society without a government" as 

mentioned above. A society without a government is unacceptable since it brings chaos and anarchy. The power 

and authority of the government are not and can not be limitless. The economic and political power and 

authority of the government must be limited within constitutional and legal rules. A government without limits 
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that is not restricted by rules becomes the source of economic, social and political problems. The responsibilities 

and functions of the government, as well as its power and authority in the economic field must be limited. 

Limiting the government does not mean downsizing the government in all areas. What is important is to 

determine what the government has to do in the economy and what functions and responsibilities it has to 

undertake. The question that needs to be addressed here is "How much do we need the government", rather than 

"Is the government necessary". The ideal government is the small but effective government. The functions and 

responsibilities of the government within the national economy must be limited as much as possible and the 

competitive market economy must be made functional. The responsibilities and functions of the government can 

never be reduced to that of a minimal government. A minimal government is still an utopia. In other words, a 

government limited to defense, justice and judicial authority seems not perfectly possible. The responsibilities 

and functions of the government must be determined by taking into consideration time, location and socio-

economic conditions. Therefore, the responsibilities and functions of the government vary from country to 

country. The government must have an institutional identity based on a social contract. This means; in each 

society, the power and authority of the government, the content and limits of its responsibilities and functions 

must be determined based on a social consensus and turned into a social contract (Constitution). A government 

that is not based on a social contract is not legitimate.  

 

Section Six 

Government Size and Growth  

Andreas Bergh
 
and Magnus Henrekson (2011) from Research Institute of Industrial Economics (IFN) and 

Department of Economics Lund University carried out a study in this area.  Their finding reflects that the 

literature on the relationship between the size of government and economic growth is full of seemingly 

contradictory findings. This conflict is largely explained by variations in definitions and the countries studied. 

An alternative approach – of limiting the focus to studies of the relationship in rich countries, measuring 

government size as total taxes or total expenditure relative to GDP and relying on panel data estimations with 

variation over time – reveals a more consistent picture: The most recent studies find a significant negative 

correlation: An increase in government size by 10 percentage points is associated with a 0.5 to 1 percent lower 

annual growth rate. They discuss efforts to make sense of this correlation, and note several pitfalls involved in 

giving it a causal interpretation. Against this background, they discuss two explanations of why several 

countries with high taxes seem able to enjoy above average growth: One hypothesis is that countries with higher 

social trust levels are able to develop larger government sectors without harming the economy. Another 

explanation is that countries with large governments compensate for high taxes and spending by implementing 

market-friendly policies in other areas. Both explanations are supported by ongoing research.  

For decades there has been an intense debate regarding the relationship between government size and economic 

growth. The state of research is seemingly contradictory, with some scholars asserting that big government 

decreases growth, and others denying this to be the case. A close look at the literature reveals these arguments 

are not as conflicting as they at first appear. Two important differences in existing research concern the 

measurement of government size and the type of countries studied (rich or poor). When we exclusively focus on 

studies that examine the correlation between growth of real GDP per capita and total government size over time 

in rich countries (OECD and equally rich), the research is rather close to a consensus: the correlation is negative, 

and the sign seems not to be an unintended consequence of reverse causality.  

The negative correlation has yet to be reconciled with the fact that big government is clearly correlated with 

higher levels of affluence. The aggregate correlation between government size and growth is also less policy 

relevant because political decisions are made on specific taxes and expenditure items, rather than aggregates. 

There are also strong theoretical reasons to expect different types of taxes and expenditures to have differential 

growth effects. In this survey, we review a wide body of literature on the subject and probe deeper into the 

debate. The focus is on the most recent papers that deal with the relationship between growth and government 

size. Our survey shows in general that it matters what governments actually do and how they finance their 
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activities; and that the most recent studies typically find a negative correlation between total government size 

and economic growth.  

Having established this, we turn to the issue of causality and note that the correlation seems not to be driven by 

the most obvious sources of reverse causality, such as automatic stabilizers increasing government expenditure 

in economic downturns. Finally, we turn to the record of the Scandinavian welfare states, which during the last 

ten to fifteen years have mysteriously done reasonably well in terms of growth. Based on our survey, we 

propose two possibly complementary explanations: selection and compensation. The selection hypothesis 

suggests that countries that can successfully develop and maintain large government sectors are more likely to 

do so. The compensation hypothesis suggests that countries with big government can enjoy high growth by 

applying market-friendly policies in other areas.  

 

Theoretical considerations  

Over time, economists have accumulated considerable knowledge about what explains growth. Three main 

perspectives can be identified: Neoclassical growth models, endogenous growth theory, and institutions as 

fundamental determinants of growth.  

 

Neoclassical and endogenous growth theory 

 In neoclassical models (pioneered by Solow 1956 and Swan 1956), there are diminishing returns to capital and 

the long-term growth rate is exogenous. Novel or higher taxes will affect GDP by creating a distortion in the 

form of a wedge between supply and demand. As a result, some transactions that would take place without the 

tax will not take place when the tax is levied. However, this effect is static and when taxes are constant (at any 

level) the economy will grow at a rate determined by exogenous technological progress.Because neoclassical 

growth models omit the factors that explain long-term growth they are sometimes viewed as at best less useful 

and at worst inadequate. Nevertheless, even static policy effects can be sizeable, affecting the level of savings or 

the level of employment. According to Feldstein (2006) considering that taxable income is probably more 

responsive than hours worked,
 
static welfare costs of taxation may be large. Also, effects that in the theoretical 

model appear as ―temporary‖ may still last for twenty years or more as the economy adjusts to a new steady 

state.
  

In endogenous growth models (pioneered by Romer 1986), the production function is specified without 

diminishing returns. As a consequence, anything that affects the level of technology also affects the long-run per 

capita growth rate. This means the growth effects of distortionary tax wedges are conceivably far greater than in 

neoclassical growth models. According to King and Rebelo (1990), the welfare cost of a 10 percent increase in 

the income tax rate can be forty times greater in basic endogenous growth models than in neoclassical growth 

models.  

On the other hand, the potential growth gains from what Barro (1990) calls productive government spending is 

also higher in endogenous models. Hence, the negative effects of higher taxes may be partly or completely 

offset by government spending on, for example, education and health care, which may lead to higher long-term 

growth as they enter growth models as higher levels of technology. In other words, as taxes cause dynamic 

efficiency losses through effects on occupational choice, schooling attainment, and other decisions that affect 

the accumulation of human capital, these effects may partly or completely be offset by public expenditure on 

education.  

 

Institutions as fundamental determinants of growth  

The most recent trend involves investigating the role of institutions on economic growth. Several studies, 

following works like North (1987), have tested and found strong support for the idea that certain fundamental 

institutional arrangements are crucial for economic growth – probably the most important being the rule of law 

and well-functioning property rights. The critical role of the latter as more important for growth than factors 

such as geography and trade was stressed in a famous paper by Rodrik et al. (2004).  
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Successive literature reviews by Armey (1995), Abdiweli (2003) and Asoni (2008) have confirmed the 

consensus that institutions matter for growth. In addition to the importance of well-defined property rights, 

Abdiweli empirically confirmed that judicial efficiency, low levels of corruption and a well- organized public 

bureaucracy also co-vary positively with high levels of growth. The risks of a breach of contract or government 

expropriation have clear negative effects on growth, according to Abdiweli. 

In another important survey, Doucouliagos and Ulubasoglu (2006) review and evaluate fifty-two other studies 

that examine the link between economic freedom (measured in several different ways) and growth. They 

conclude that economic freedom ―has a robust positive effect on economic growth regardless of how it is 

measured‖ (p. 68). Berggren and Jordahl (2005) compare different types of economic freedom, and find the 

security of property rights and integrity of the legal system the conditions most closely related to growth.  

In the economics literature the relationship between the concepts―institutional quality‖ and―economic 

freedom‖ is somewhat ambiguous. Institutional quality is the broader term, not clearly defined simply because 

we do not know exactly what types of institutions are beneficial. On the other hand, economic freedom typically 

refers to the Economic Freedom Index (EFI) of the Fraser Institute, a commonly used index that quantifies 

certain aspects of economic freedom. As Gwartney et al. (2004) point out, the EFI measures both longer-term 

institutional variables, such as the quality of the legal system, and shorter-term public policies, such as marginal 

tax rates. The term ―institutional quality‖ is often used to refer to both.  

Whether levels of or changes in institutional quality matter more for growth is a source of disagreement. In two 

overlapping papers, De Haan and Sturm (2000) and Sturm and De Haan (2001) conduct a series of thorough analyses 

of the relationship between economic freedom and growth. Applying extreme bounds analysis,
 
their overall finding is 

that the level of economic freedom is not robustly related to economic growth, but that changes in economic freedom 

have a robust impact. On the other hand, Dawson (2003) uses so-called Granger tests to assess the relationship, 

finding that the level of economic freedom, especially the level of property rights, is an important cause of economic 

growth. So far, no consensus has emerged.  

There has also been some critique of the institutional focus in growth research. While there is clearly a correlation 

between institutional indicators and growth, Glaeser et al. (2004) argue that the instrumental variable techniques used 

to establish causality are flawed. They also contend human capital is more important than institutions for explaining 

growth. For incisive discussion of the debate on institutions and growth, and views on how to best advance research, 

see, for example, Pande and Udry (2005) and Rodrik (2007).  

It is critical to recognize that these three perspectives on growth do not contradict one another, but rather 

emphasize different aspects of the causes of growth. From neoclassical models we learn government policies 

that affect savings or labor force participation have temporary effects on growth, but no effects on the long-run 

level of technological progress. From endogenous models, we learn the effects may be permanent, and thus it 

matters crucially what governments do: Expenditures on education that increase the level of human capital may 

lead to permanently higher growth rates, but the taxes needed to finance them may have a negative impact on 

long-run growth levels.
 
From the recent focus on institutions we learn that in addition to what governments do, 

it is important how it is done: Transparent rules, rule of law and well-defined property rights seem to be 

conducive to growth regardless of government size.  

 

Government size and economic growth  

Economic theory thus suggests several mechanisms by which government activity can affect growth. However, 

these mechanisms do not suggest an unambiguous link between government size and growth. In fact, there are 

many reasons to expect a relationship that is inversely U-shaped, a hypothesis sometimes referred to as the 

Armey-curve (Armey 1995).  

At the bottom rung of less developed countries there appears to be a positive association between tax revenue and 

growth because a state typically succeeds in collecting taxes when successful at providing the stability necessary for 

economic activity to start growing (Besley and Persson 2009). The most basic tasks for government, such as 

protecting property rights and the rule of law, can be accomplished at low levels of taxation. When such a minimal 

Hobbesian state expands to providing things like infrastructure, basic health care and education, the effect of 
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government size on growth is more likely positive than negative. However, if productive government expenditures 

are characterized by decreasing returns, the negative effect of taxes to finance public expenditure may at some point 

dominate the positive effect of growth-promoting government activities.  

There are also reasons to expect the marginal negative effect of government size to increase in absolute terms as 

government grows. For example, Agell (1996) noted the distortionary effect of taxation is proportional in size to the 

squared tax rate. Distortions are small for low levels of taxation, but as taxes increase they grow rapidly, beyond a 

certain point becoming extremely large. An additional reason to expect rich countries to show a negative correlation 

comes from the mechanism suggested by Olson (1982): Organized interest groups tend to evolve, and strive to obtain 

advantages for themselves in the form of legislation or transfers which have a side effect, retarding the normal 

functioning and growth of the market economy. The scope for interest group action of this kind is likely to be greater 

in countries with larger public sectors. This situation is compounded as the public sector grows, as the potential 

profits from rent-seeking activities are larger. This may lead to a greater diversion of resources into unproductive use 

(Buchanan 1980).  

There are thus several theoretical reasons to uphold the following contrasting pattern. In poor countries, public 

sectors are typically small, and the relationship between government size and growth is positive. In rich 

countries, public sectors are typically large, and the relationship between government size and growth is less 

positive than in poor countries, and possibly negative. Let us now turn to the empirical question: Have western 

democracies reached a point where government size becomes an impediment to growth.  

 

What do existing studies show 

While we may infer from the theoretical discussion that different types of expenditure and taxes are likely to 

have different growth effects, we start by describing studies that examine the aggregate correlation between total 

government size and growth in rich countries. We first briefly survey some of the pioneering studies that 

measure government size as the sum of all public expenditure or taxes (local, regional, and central) in all areas, 

and then move on to more recent work. 

  

Early cross-country studies  

A number of early cross-country studies have found a negative relationship between government size and 

economic growth, summarized in Table 1.  

 

Table 1. Early cross-country studies 

Study Measure of government 

size 

Number of countries and 

time period 

Result—summary 

Cameron (1982)  Public consumption  19 countries, 1960–79  Negative  

Landau (1983)  Public expenditure  48 countries, 1961–76  Negative  

Marlow (1986)  Total expenditure, social 

expenditure (both levels 

and growth)  

19 countries, 1960–80  

 

Negative  

 

Saunders (1986)  Same as Marlow (1986)  14–21 countries, 1960–

73 and 1975–82  

Previous results sensitive to the 

choice of time period and 

countries  

Saunders (1988)  Same as Marlow (1986)  15–17 countries, 1960–

1980  

Previous results sensitive to the 

choice of time period and 

countries  

Agell et al. (1997)  Tax and expenditure as a 

share of GDP  

22–23 OECD countries, 

1970–90  

The negative correlation not 

robust to controlling for initial 

GDP and demography  

Source: Andreas Bergh
 
and Magnus Henrekson (2011) Government Size and Growth: A Survey and Interpretation of the Evidence

 
from 

Research Institute of Industrial Economics (IFN) and Department of Economics Lund University Sweden 
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Cameron (1982) is an early simple study, presenting a negative bivariate correlation between the average 

percentage of GDP spent by government and the average rate of growth in real GDP over the period 1960–79. 

Cameron argued the size of the effect was not very large, noting that ―a very dramatic increase in spending, in 

the range of 20 percentage points of GDP—a magnitude of increase that occurred in a few nations such as 

Sweden, the Netherlands, and Denmark—would have reduced the rate of economic growth by only one 

percent[age point]. Landau (1983), after increasing the number of countries, adding control variables for 

education and energy consumption and some geographic dummies, confirmed the negative correlation. Marlow 

(1986, p. 152), controlling only for level and growth of social expenditure, concluded that―[a]nalysis of 

government expenditure data of 19 industrialized countries over the period 1960–1980 supports the view that 

public sector size retards overall economic growth.  

The evidence and arguments generated in early studies, typically strictly limited to cross-country regressions 

with no (or occasionally very few) control variables, is at most merely indicative of what is going on. As 

originally noted by Saunders (1986) the existing cross-country evidence was not sufficiently robust to 

incorporate variations in the measure of government size selected, the time- period investigated or the countries 

included in the sample. Subsequently, Saunders (1988) criticized Marlow (1986) by pointedly noting ―the 

extreme sensitivity of Marlow‘s results to the countries included in the sample (particularly Japan), to the time 

period, and to the other variables included in the analysis‖ (p. 284).  

 

Fixed effects panel studies  

Eventually, as more data became available, research moved to panel data where effects are estimated using 

information representing changes within countries over time; Table 2 summarizes seven such studies. By 

assuming that omitted variables that cause variation in growth among countries are constant within each 

country, we can remain ignorant about what these variables are inasmuch as their influence on growth is picked 

up by the country fixed effect.  

The so-called fixed effects methodology has an obvious potential downside, namely the sheer inefficiency of not 

using cross-sectional information in the data. If only little variation occurs in government size within countries 

over time, studies of fixed effects may falsely claim they are phantoms, arguing there are very few if any 

negative growth effects from government size. In some cases, estimates using only within-country variation do 

not significantly differ from estimates also using cross-country variation. In this case, when a random effects 

model where between-country variation is also used, data is exploited more efficiently.
 
Table 2 shows one study 

where the preferred specification is random effects: Dar and AmirKhalkhali (2002). To our knowledge, the 

seven studies in Table 2 are the only ones that satisfy the  criteria:  Published in peer-reviewed journals after 

2000;  Use panel data;  Focus on rich countries (i.e., EU, OECD or equally rich countries)
 
 Measure total 

government size (i.e., total taxes or total expenditure); Examine the effect of government size on growth of real 

GDP per capita.  

As can be seen, five out of seven studies find a negative correlation between government size and growth. While 

the longest time period is covered by Romero-Avila and Strauch (2008), the total number of country years is 

highest in the studies by Afonso and Furceri (2010) and Bergh and Karlsson (2010). We will return to these 

studies below, but first some words on the two studies that deviate in their results. Agell‘s et al. (2006) 

replication and critique of Fölster and Henrekson (2001) led to a provocative rejoinder by Fölster and Henrekson 

(2006). The conclusion to be drawn from the debate is that the correlation may be significantly less robust when 

only OECD-countries are investigated, a point that deserves to be taken seriously. The OECD countries are not a 

random sample of rich countries. They are, in fact, unified by their commitment to democracy and a liberal 

market economic system, working consciously to boost growth and living standards. Thus, the fact that adding 

seven equally wealthy non-OECD/non-OPEC countries to the analysis gives a more robust negative correlation 

strengthens the view such a correlation actually exists. Furthermore, the controversy is centered on regressions 

using first differences. As pointed out by Barro (1997), first differencing tends to emphasize measurement error 

over signal, and measurement error when using first differences of explanatory variables in the regression tends 

to bias the estimated coefficient of these variables toward zero.  
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Table 2. Recent panel data studies 

Study Measure of 

government size 

Number of countries and 

time period 

Conclusion 

Fölster and 

Henrekson 

(2001)  

Total tax revenue, 

total government 

expenditure  

22–29 rich countries (7 rich 

non-OECD countries used 

as robustness test), 1970–

95.  

Robust and significant negative effect 

from government expenditure. Less 

robust negative effect for total tax 

revenue.  

Dar and 

AmirKhalkhali 

(2002)  

Total government 

expenditure  

19 OECD countries, 1971–

99.  

Significant negative effect for the entire 

period, as well as separately for the 1970s 

and the 1980s. For the 1990s separately, 

no significant effect is found. The authors 

also run country- specific regressions, 

finding a significant negative effect for 16 

of 19 countries. 

Agell et al. 

(2006)  

Total tax revenue, 

total government 

expenditure  

22–23 OECD countries, 

1970–95.  

Results in Fölster and Henrekson (2001) 

are weaker when only including OECD 

countries and cannot be given a causal 

interpretation due to simultaneity. 

Romero-Avila 

and Strauch 

(2008)  

Total and 

disaggregated 

revenue, total and 

disaggregated 

expenditure  

15 EU countries, 1960–

2001, annual data.  

 

For total revenue and total expenditure: 

negative and significant effect. Negative 

and significant for direct taxes, 

insignificant for indirect taxes and social 

security contributions. Negative and 

significant effect from government 

consumption and transfers, significant 

positive effect from government 

investments. 

Colombier 

(2009)  

 

Total tax revenue, 

total government 

expenditure  

21 OECD countries, 1970–

2001.  

 

Finds ―a stable positive, albeit small, 

growth effect of government size‖ (p. 

910); result rebutted by Bergh and Öhrn 

(2011). 

Afonso and 

Furceri (2010)  

Total public 

revenue and 

expenditure  

28 OECD and EU countries, 

1970–2004.  

Both the share and volatility of 

government revenue and spending is 

detrimental for growth. 

Bergh and 

Karlsson (2010)  

Total public 

revenue and 

expenditure  

24–27 OECD countries 

1970–1995, and 1970–2005.  

Negative effect of taxes and expenditure 

robust in a BACE-analysis (see section 

3.4).  

* For three out of 19 countries, the authors report a non-significant relationship: negative but insignificant for Norway and Sweden, 

positive but insignificant for the United States.  

Source: Andreas Bergh
 
and Magnus Henrekson (2011) Government Size and Growth: A Survey and Interpretation of the Evidence

 
from 

Research Institute of Industrial Economics (IFN) and Department of Economics Lund University Sweden 

 

However, to be entirely fair, what is beyond dispute is that the main thrust of the Agell et al. (2006) critique did 

not concern the sign of the partial correlation, but rather the issue of whether or not the results can be given a 

causal interpretation. We return to the issue of causality below.  

The study by Colombier (2009) stands out in arguing that government size has not been detrimental to growth 

among OECD countries. Colombier claims to have found a small positive effect, and explains this strongly 

divergent result by maintaining other studies that use least square estimators are ―biased and inefficient‖ (p. 

910) in contrast to the robust modified M-estimator of Yohai et al. (1991) that he effectively puts to work. 

However, Bergh and Öhrn (2011) in a thorough attempt to replicate this study conclude the results are in fact not 

driven by the econometric method, but depend rather on the omission of time fixed effects and other control 

variables. Bergh and Öhrn demonstrate that adding time fixed effects, even with the alternative estimator 

deployed by Colombier, produces a negative partial correlation in line with what other studies have found. 
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Adding controls for inflation, unemployment and economic openness typically does not change this and often 

tends to increase the size of the negative coefficient on total tax revenue.  

Disaggregating the effects  

Some of the papers described in Table 2 probe deeper into the issue by disaggregating government revenues and 

expenditure. Afonso and Furceri (2010) analyze how several revenue and expenditure sources, measured as a 

percentage of GDP and in terms of their business-cycle volatility, directly relate to growth. They find that 

indirect taxes, social contributions, and government consumption have a sizeable, negative and statistically 

significant effect on growth, both in terms of size and volatility. Whereas for subsidies only their size matters for 

growth, for government investment only volatility matters. Thus, government investment per se is not bad for 

growth, but if it is highly volatile, growth on average suffers.  

Romero-Avila and Strauch (2008) analyze data representing a smaller set of countries (EU15) dating from 1960. 

They find direct taxes have negative and significant effects, but indirect taxes and social security contributions 

have no significant effects. These findings are in line with other studies looking at the relationship between tax 

structure and growth. For example, Widmalm (2001) finds that taxes on personal income as a share of total tax 

revenue and more progressive taxes impede growth. For expenditure, Romero-Avila and Strauch (2008) find 

government consumption and transfers have a significant negative effect, and government investment has a 

significant positive effect.  

Bergh and Öhrn (2011) use Colombier‘s data to argue that direct (rather than indirect) taxes drive a negative 

correlation between taxes and growth. The effects found in these studies are consistent with older evidence. Hansson 

and Henrekson (1994) examined fourteen rich countries over the 1970–1987 period, and concluded that government 

transfers, consumption, and total expenditure are consistently negatively related to growth of total factor productivity, 

whereas educational expenditure has a positive effect.  

 

Using BACE to handle the model selection problem  

As already noted, an important methodological lesson from early cross-country studies is that results are highly 

sensitive to what other variables are included in the model. Ideally, a theoretical approach gives sufficient 

guidance regarding the empirical specification, but in practice there is no theoretical agreement on how growth 

regressions should be specified and what variables should be included. 

A bold take on the model selection problem in growth regressions is the method called Bayesian averaging of 

classical estimates (BACE), developed and first used by Doppelhofer et al. (2004). They noted that while several 

variables have been said to affect growth, many of these are significant only in some regressions. The authors 

therefore constructed an algorithm to automatically run tens of thousands of different regressions, each of which 

selects a subset of variables from a set of sixty-seven factors that potentially explain economic growth. There are of 

course 2
 
different possible models. Using a standard approach, any researcher would have the time and patience to 

run perhaps at most a thousand of these, and then select a few regressions suitable for the study. Needless to say, one 

might expect a researcher wishing to find a negative effect of a particular variable to be more inclined to 

opportunistically include this variable in the regression, and to show results that had the desired sign.  

The BACE algorithm handles the problem by requiring the researcher to supply one single parameter: the number of 

explanatory variables to be included in the model. The algorithm then runs regressions and generates the average 

coefficient for each variable, weighted by the goodness-of-fit of each model. The Bayesian algorithm initially treats 

all variables as equally likely to be included in the model, but the inclusion probability of each variable is updated 

based on the goodness of fit for regressions with the variable included. Conditional on inclusion, the BACE algorithm 

will give the coefficient based on a weighted average, where weights are determined by how well each possible 

model explains the data. According to the BACE-algorithm, variables that increase their inclusion probability during 

the process are considered robust. The researcher can test the robustness of results by simply varying the model size, 

typically from three to seven variables, and checking if the same variables increase their inclusion probability.  

Doppelhofer et al. applied the BACE method to a sample of 88 countries with growth averaged over the time 

period 1960–96. Among the 67 variables, 14 were robust in the sense just described. Large effects were found 
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for life expectancy, education, initial GDP and a number of geographic dummy variables. Among the variables 

with a negative effect, they found a small negative effect of the initial level of government consumption, but not 

of the total government spending share of GDP. These comparative findings are noteworthy, but not of primary 

significance here because the sample incorporated data from both rich and poor countries.  

However, Bergh and Karlsson (2010) adapt the BACE method to panel data, applying it to the dataset used by 

Fölster and Henrekson (2001) which they update by adding ten years of observations. They run the algorithm on 

the original (1970–95) and updated datasets (1970–2005), finding four variables robust in both: Total tax 

revenue, initial GDP per capita, inflation, and gross savings as a share of GDP (all variables except savings were 

negatively correlated with growth).  

There are two reasons for placing greater reliance on the results from the earlier dataset in the Bergh and Karlsson 

(2010) study. First, this period includes the growth period that several high tax countries experienced after the crisis of 

the early 1990s, while the period 1970 to 1995 coincides with a period when some high tax countries such as Sweden 

were lagging behind. Second, this dataset uses updated data for all years, not only adding the years 1996–2005.8 

During the 1970 to 2005 period, two further variables are deemed robust when using both taxes and expenditure to 

measure government size: The average annual growth rate of the labor force and exports as a share of GDP.  

 

Is the negative correlation due to reverse causality  

A negative correlation between government size and economic growth does not imply causality. In fact, the 

most obvious reason (among many) to suspect reverse causality a problem is that in welfare states social 

insurance schemes act as automatic stabilizers. In general, in times of economic downturn social expenditure 

provides stabilizers that automatically undermine the government‘s balanced budget. On the other hand, in 

boom years when growth rates are higher, fewer people will be unemployed, and public expenditure shares will 

be lower. For this reason, a negative correlation between public expenditure and economic growth is to be 

expected in the short run. Finding a negative correlation is therefore no proof that high expenditure causes low 

growth. Attempts are made to avoid the problem of capturing effects caused by business cycle fluctuations and 

automatic stabilizers by designing specific regressions for the analysis. To some extent this is done by averaging 

growth over several years, or by controlling for the business cycle itself by including some measure of it such as 

unemployment or capacity utilization. 

There is, however, another approach noted by several authors: The reverse causality bias described above for 

public expenditure runs in the opposite direction for tax revenue. Given that most countries have at least slightly 

progressive tax schedules, the elasticity of tax revenue with respect to GDP is above unity. When growth 

increases, tax revenue will increase disproportionately, and the ratio of tax revenue to GDP will rise. Moreover, 

when the economy is booming, the taxation of capital gains and profits results in higher revenue. While both of 

these effects imply high taxes tend to correlate positively with rapid growth, in fact causality runs from growth 

to tax revenue, not the other way around.  

The main lesson to be learned from exploring these important mechanisms is that a negative coefficient on 

government expenditure in growth regressions need not imply that large government causes slower growth. On 

the other hand, a negative coefficient on taxes actually provides rather strong evidence that high taxes cause 

lower growth, because reverse causality leads us to expect a positive correlation. Bergh and Karlsson (2010) 

discuss this issue at some length, noting in their analysis that taxes are actually more robust than expenditure.10 

In general, however, the BACE- approach does not solve the issue of endogeneity. Romero-Avila and Strauch 

(2008) also discuss this potential problem, test the robustness by using annual data that are cyclically adjusted in 

several ways. They find no evidence of a systematic bias due to automatic stabilizers, even though the results are 

sensitive to the method used for creating cyclically adjusted data: Applying a HP-filter actually yields a 

significant positive effect on direct taxes as well as a significant negative effect on social transfers. These are 

precisely the results that should occur when automatic stabilizers operate.  

There are other reasons beyond automatic stabilizers for expecting problems of endogeneity bias in this 

literature. Most studies thus use instrumental variables to create a variation in government size that ideally can 

be used to properly identify the causal effect. In this case the task is to find some variable or variables that are 



212 

correlated with government size, but not with economic growth, and then use the variation in these instrumental 

variables to predict government size. Finally, a second-stage regression examines whether these predicted values 

have a negative effect on growth. Table 3 summarizes how various studies deal with the endogeneity problem.  

 

Table 3. Tackling the problem of endogeneity 

Study Method used Results 

Afonso and Furceri (2010)  Instrument the share of 

government spending and revenue 

by its lagged value, openness and 

country size (measured as total 

population), noting that country 

size is a robust determinant of 

government size (Alesina and 

Wacziarg 1998) and as argued by 

Rose (2006) has no statistically 

significant effect on growth.  

The size of the coefficients decrease 

somewhat, but both taxes and revenue 

remain negative and significant for both 

the EU and the OECD.  

 

Romero-Avila and Strauch 

(2008)  

 

Generalized Method of Moments 

(GMM) (Arellano and Bond 

1991). This method estimates 

effects using first differences with 

lagged levels used as instruments 

for the first-differenced data.  

Confirm a significant negative growth 

effect of social transfers and gov- ernment 

consumption, and a significant positive 

effect of public investments.  

Fölster and Henrekson (2001)  

 

A two stage least squares 

regression (2SLS) using first 

differences, where the first 

difference of the tax and public 

expenditure variables are 

instrumented by their lagged 

levels, and also by fixed country 

effects, levels and differences of 

the population and initial GDP 

variables.  

Significant negative effects for both taxes 

and expenditure.  

 

Source: Andreas Bergh
 
and Magnus Henrekson (2011) Government Size and Growth: A Survey and Interpretation of the Evidence

 
from 

Research Institute of Industrial Economics (IFN) and Department of Economics Lund University Sweden 

 

The lack of good instruments for government size means the issue of causality has not yet been completely 

settled—and is perhaps not likely to ever do so.
 
This problem plagues many econometric studies of important 

phenomena, inhibiting researchers from giving reasonable causal interpretations even to strong correlations.  

 

How big is the effect  

Ziliak and McCloskey (2004) emphasize that the issue of statistical significance may well be of less interest if 

the size of the effect is not economically significant. Table 4 compares the magnitudes of the four most robust 

factors in the Bergh and Karlsson study, showing how much annual growth would change if the variable were to 

increase by one standard deviation. We see that among the countries in the sample inflation varies substantially 

and seems detrimental to growth. We also notice that the relative income of a country is important: Those richer 

than the OECD average grow more slowly, and those poorer grow more rapidly. More interestingly, one 

standard deviation higher tax revenue is associated with an annual growth rate that is nine-tenths of a percentage 

point lower. Given that a standard deviation in this sample is nine percentage points, we could simply say 

countries where tax revenue is ten percentage points higher on average experience an average growth rate that is 

one percentage point lower. As shown in Table 5, the five studies that find a negative effect are in relative 

agreement about size: 10 percentage points higher taxes (or public expenditure) is associated with 0.5 to 1 

percentage point lower annual growth. It is noteworthy that the size of the effect is very similar to the simplistic 

early Cameron (1982) study.  
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Combining high growth and high taxes  

OECD (1995) reports average annual growth of GDP per capita for the period 1995–2004 as well as total tax 

revenue as a share of GDP in 1995 for the fourteen OECD countries that typically are used in welfare state 

research.Clearly, Sweden and the Scandinavian countries stand out by combining high growth and high taxes.  

There is no agreement in the literature how to best explain the growth performance of the Scandinavian welfare 

states. Sweden particularly is often mentioned as a puzzle, demonstrated for example by the IMF-report entitled 

―Sweden's Welfare State: Can the Bumblebee Keep Flying?‖ (Thakur et al. 2003), or the way Lindert (2004) 

uses the case of Sweden to argue the welfare state is a free lunch. Yet to a degree the explanation can be found 

in the empirical research examined in the previous section. Welfare states with high taxes can compensate 

negative growth effects from large government by applying other growth-promoting policies. The validity of 

this explanation may be hinted at by the way Scandinavian welfare states since the mid 1990s have been 

characterized by very market oriented policies and institutions, as evidenced by the values of the economic 

freedom index shown. This is an especially promising line of inquiry if the first dimension of the economic 

freedom index, measuring size of government, is excluded. This is shown in the column labels EFI2–5, 

indicating a summary statistic of legal quality, monetary policy, freedom to trade and regulations of the 

economy. Another possibility is that countries with the capacity to successfully develop and sustain large 

government sectors are actually more likely to do so, and that some background factors are required for these 

countries to sustain larger government sectors. Recent research points to norms like social trust as one such 

factor explaining why some countries can successfully develop larger welfare states.  

 

Compensating for high taxes using other policies 

The idea that countries with large governments compensate for negative growth effects of high taxes and of 

public spending by applying growth-friendly policies in other areas, fits well with the development in the 

Scandinavian countries during the 1980s and the 1990s. To illustrate this point, it compares Sweden and the US 

based on data and coefficients from Bergh and Karlsson (2010). For the variables found to robustly explain 

growth during the 1970–2005 period, the table reports the quantified growth effects of the changes in Sweden 

and the US between 1980 and 2000. 

Sweden seems to have benefited substantially from reducing inflation, and also from increasing exports. These 

two factors together increase the annual growth rate by 2.3 percentage points, according to the estimates. 

Despite being robust in the BACE-analysis, the economic freedom index measure of free trade appears 

economically insignificant. This is because the index weighs trade flows (picked up by exports) together with 

trade policies (adding little explanatory value once exports are controlled for).  

Higher taxes, higher unemployment and lower labor force growth on average decreased annual growth by 1.2 

percentage points between 1980 and 2000. Marginally lower savings is also associated with a small decrease in 

growth. In all, the analysis suggests Sweden in 2000 increased annual growth by about 1 percentage point due to 

changes in the variables found robustly related to growth in the study.
 
The corresponding number for the US is 

0.5 percentage points. The difference is explained mainly by the US over the same time period having had a 

smaller decrease in inflation and a smaller increase in exports.  

Naturally, these interpretations of regression coefficients serve only an illustrative purpose and should be 

interpreted with caution. Still, to improve our understanding of growth differences between rich countries, it is 

useful to put estimated coefficients in perspective by looking at how key variables have changed in specific 

countries over time. In this specific case, it seems part of Sweden‘s recent growth can be explained by 

drastically lower inflation. It also seems plausible that since 1980 Sweden as a small and open economy has 

benefited from increasing economic integration.  

While economic openness and free trade are routinely stereo-typed as a threat against the welfare state,
 
there are a 

number of theoretical reasons why they may be especially important for countries with big governments. Openness 

creates greater opportunities for division of labor, enabling not only access to new products, but also to knowledge, 

technologies, and larger markets. Moreover, as stressed by Iversen (2005) the negative effects of extensive transfers, 

high tax wedges, and stringent labor market regulations can, at least to some extent, be offset by economic openness 
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which encourages welfare states to specialize in high value-added services. It seems likely that many reforms in 

Sweden in the 1980s and the 1990s compensated for the negative effects of high taxes. The Scandinavian countries, 

as shown in Table 6, also have relatively high levels of economic freedom.  

 

Trust, government size and growth  

Social trust, assumed to be a reflection of a deeper social norm, is often quantified using the share of the 

population in different countries who agree with the proposition m̳ost people can be trusted.‘ Recent 

comparative research findings suggest social trust may be an important reason why the Scandinavian countries 

can successfully combine growth and high taxes. Simply put, trust demonstrably positively affects both 

government size and growth.  

The strong correlation between social trust and government size is well-known in the literature. Nannestad 

(2008) claims high trust levels enable countries to solve the collective action dilemma created by their welfare 

systems. Nannestad‘s hypothesis is that trust makes universal welfare systems sustainable because people in 

countries with higher trust are less worried about free riding problems linked to extensive welfare policies. 

Consequently, trust and trustworthiness of citizens and public bureaucrats minimize problems of tax evasion and 

public sector inefficiencies. Empirically, the link between trust and tax compliance has been shown by Uslaner 

(2010) and Torgler (2003).  

Nannestad‘s position also seems tenable when we take into account recent empirical investigations of Bergh and 

Bjørnskov (2011). They use instrumental variables based on linguistics, constitutional monarchies and temperature in 

the coldest month of the year to create a measure of ―historical trust. Their basic idea is that the cross-country 

variation in trust explained by these instruments cannot be caused solely by the relatively recent variation in welfare 

state size. A correlation between historical trust and current welfare state size can therefore not be a result of universal 

welfare states causing higher trust (as suggested, for example, by Kumlin and Rothstein 2005), but rather suggests 

that trusting populations are more prone to creating large welfare states. Empirically, the measure of historical trust 

predicts current variation in both total government size and welfare state size; it is in fact a more robust predictor than 

other factors such as government ideology and economic openness.  

In other words, historical trust levels can be seen as a determinant of the feasibility frontier for government size, 

explaining why some countries can maintain larger government sectors without detrimental growth effects. 

Importantly, this does not exclude the possibility that government can become too large– in the sense that the 

benefits on the margin no longer exceed the costs.  

Many studies have also identified a link between trust and growth, with lower transaction costs, lower 

corruption and higher innovation as plausible and substantively important mechanisms (Knack and Keefer 1995; 

Knack 1999; Zak and Knack 2001; Uslaner 2008; Dincer and Uslaner 2010). The consensus in the trust-cum-

growth literature is not complete, but the overview by Bjørnskov (2009) points persuasively towards a sizeable 

effect in cross-country regressions.17 According to Bjørnskov, the size of the effect in most studies is such that 

10 percentage points higher trust is associated with half a percentage point higher annual growth rate. In the 

Scandinavian countries, about 60 percent agree that most people can be trusted, which can be compared to the 

OECD average of roughly 40 percent.  

A third reason why the condition of trust may be central importance is furnished by Aghion et al. (2010b), who 

argue that low trust plays a pivotal role, leading voters to demand more detailed regulation of the economy, 

since they do not trust bureaucrats with discretionary power. This mechanism is verified and extended by Bergh 

and Bjørnskov (2011) who demonstrate that countries with higher historical trust levels also have lower business 

and credit market regulations. Conversely, higher trust in the Scandinavian countries may well be an important 

explanation both for the size of their public sectors as well as for their economic growth.18  

 

Summary—towards a consensus  

In our view, the most convincing studies are those most recently published. Romero-Avila and Strauch (2008), 

Afonso and Furceri (2010) and Bergh and Karlsson (2010) use long time periods, examine similar countries, use 

recent data and check the robustness of their results in several ways. Romero- Avila and Strauch and Afonso and 
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Furceri also check their results for reverse causality. In general, research has come very close to a consensus that 

in rich countries there is a negative correlation between total government size and growth. It appears fair to say 

that an increase in total government size of ten percentage points in tax revenue or expenditure as a share of 

GDP is on average associated with an annual lower growth rate of between one-half and one percentage point.  

The fact that many scholars still describe the debate as lacking consensus can be attributed to the way they routinely 

ignore the fact the studies they rely on use a variety of different measures of government size. For example, Lindert 

(2004) discusses the size of the welfare state according to a very specific definition, without taking into account total 

government size. Another example is the survey by Gordon and Wang (2004), who describe the literature as 

conflicting, noting that Agell et al. (1997), Ayal and Karras (1998), and Nelson and Singh (1998) have not found 

statistically significant relationships between the rate of economic growth and government size. However, a closer 

look suggests Gordon and Wang have not actually done a survey inasmuch as only the Agell et al. study is relevant 

here. Agell et al. show the negative bivariate correlation between government size and growth disappears when 

controlling for initial GDP and demography, as described above. The others should not be included in this class of 

studies. Nelson and Singh (1998) look only at less developed countries; and Ayal and Karras (1998) study the 

correlation between various components of economic freedom and the annual growth rate of GDP per capita over the 

period 1975–90, thereby testing the relationship between government size and economic growth only implicitly, 

because some measures of government size are included in the economic freedom index they use. 

Finally, while there is close to a consensus on the sign of the correlation, there is also consensus on the fact that 

causality is very hard to establish with certainty using the method of instrumental variable estimation—or any 

other method currently available. In fact, it is close to conceptually meaningless to discuss a causal effect from 

an aggregate such as government size on economic growth. Thus, scholars like Kneller et al. (1999) and 

Bassanini et al. (2001) have in our view rightly concluded it is more fruitful to analyze separately the 

mechanisms through which different taxes and expenditure affect growth. Not all taxes are equally harmful, and 

some studies identify public spending on education and public investment to be positively related to growth.  

We have shown that most recent studies published in scientific journals tend to find a negative relationship 

between total government size and economic growth in rich countries. This stands in stark contrast to scholars 

such as Lindert (2004) and Madrick (2009), who have argued in book length treatments that there is no tradeoff 

between economic growth and government size. Studies that disaggregate taxes and expenditure typically seem 

to find that if the policy objective is economic growth there are two consequences: (i) direct taxes on income are 

worse than indirect taxes, and (ii) social transfers are worse than public expenditure on investment including 

human capital, which, if anything, increases growth.  

Hence, our results do not imply that government must shrink for growth to increase. There is potential for 

increasing growth by restructuring taxes and expenditure so that the negative effects on growth for a given 

government size are minimized. Furthermore, countries tend to cluster to institutions that go well together. As 

stressed by many observers (e.g., Freeman 1995), the Swedish welfare state can be seen as an economic model 

defined by a unique mix of institutions. The specific mix of institutions and the emergent idiosyncratic 

interactions among them are key determinants of economic performance.  

Both the Scandinavian and the Anglo-Saxon welfare states seem able to deliver high growth rates for very different 

levels of government size. This does not mean low-tax countries can increase taxes without expecting negative effects 

on growth, nor that the various mechanisms by which high taxes distort the economy do not apply in Scandinavia. A 

more incisive interpretation is that there is something omitted from the analysis that explains how Scandinavian 

countries combine high taxes and high economic growth. We have suggested two such explanations—compensation 

using growth friendly policies and benefits from high historical trust (lack of apprehension) levels—but these at best 

remain only speculative, with ambiguous policy implications. Even if the debate regarding the existence of a 

correlation between growth and aggregate government size in rich countries now seems more or less settled, the 

research on policy change, institutions and growth is progressing rapidly.  
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Section- Seven 

The Bangladesh Story Smaller to Larger Government 

Until recently, the operation of the Peoples’ Republic of Bangladesh have been running with 231 office organizations 

under 36 ministries. Soon after the independence, number of ministries were 21 in 1972, 13 in 1975, 33 in 1977 under 

military dictator, 19 in 1982 also under military dictator, 35 in 1995 under BNP-Jamat lead coalition, 36 in 2000 

under Awami League-JSD & JP coalition, strikingly 72 in 2001 lead by BNP-Jamat. Since independence, different 

governments have formed 16 committees and commissions to reform bureaucracy and public services within the 

country. However, the situation has not changed under the Grand Alliance since 2009 showing significant increase in 

the size of the government in terms of size of cabinet, expenditure and number of civil servants and departments. The 

practice has turned into competition of increasing the size of Government, in particular size of the Cabinet compared 

to their political rival who were at helm of power. In this practice, Bangladesh political parties created the huge size 

of Government in Bangladesh. The father of the nation, BongoBondhu formed his cabinet with 21 members in 1973 

which is still valid in the environment of Digital and Smart Bangladesh, which millions of voters would agree with 

that size. The literature provide substantial evidence that for efficient running of government the size smaller size of 

government plays significant role.   

An analysis of the 231 office organizations reveal that 48 are under the supervision of the Ministry of Finance, 

20 Law and Justice, 16 Health and Family Welfare, 11 Home Affairs, and 10 in Education. Ministries of 

Establishment, Defense, and Cabinet Division each have 9 offices under their supervision with the Prime 

Minister being the in-charge for all of these 27 offices. Ministries those have 7 offices under them are 

Communications, Information, Housing and Public Works, Shipping and Agriculture. Labor & manpower and 

Commerce are two Ministries who supervise 6 offices each. The Prime Minister being the in-charge of Power 

and Energy Ministry has 5 offices under them. Ministries each of those have 4 offices under them are LGERD, 

Industries, Fisheries and Livestock, Land, including Environment and Forest. 5 Ministries, such as, Disaster and 

Relief, Religious Affairs, Planning, Youth and Sports and Culture each have 3 offices under their supervision.  

There are only 2 offices each work under the Ministry of Post & Telecommunications and Women & Children 

Affairs. There are 8 Ministries running with 1 office under them are Foreign Affairs, Food, Textiles, Hill Tracts, 

Civil Aviation & Tourism, Science and Technology, Social Welfare, Water Resources, and the Prime Minister’s 

Office. In addition the Parliament Secretariat and Election Commission each have 2 offices and 1 office work 

under Bangladesh Public Service Commission. 

On the cost and effect of the Expanding Size of Government of Bangladesh since Independence Jasim (2014) 

reports that the number of ministries has doubled in Bangladesh since independence - from 21 in 1972 to 42 in 

2014. The divisions under different ministries have expanded in two decades-- from 49 in 1994 to 59 now. 

Likewise, the number of autonomous bodies has increased from 199 to 247 during this period of past twenty 

years. Departments and directorates of Government have risen, in numbers, to 275 now, from 221 in 1994 and 

181 in 1982. The overall numbers of ‘civil’ or ‘public’ servants and public sector employments have thus 

virtually trebled since independence, rising from 4,54,450 in 1971 to 7,79,000 in 1982, 9,46,749 in 1992, 

1,000,983 in 2001, 119,557 in 2005, and 1,760,864 in 2014.  The aggregate number of ‘civil servants,’ as of 

now, reflects an annual compounded rate of growth by about 3.0 per cent against an average population growth 

rate in the same period at about 2.25 per cent.  Figures, noted above, may, however, require some adjustments, 

on a more detailed scrutiny of statistics. 

But one thing stands out clear: the size of Government, in terms of numbers of those employed in ministries and 

their divisions, autonomous bodies and departments and directorates, has expanded, outpacing the country’s 

average annual population growth rate, on a compounded basis, over the last 44 years since independence.  The 

figures of those engaged in defence services, officers and support-staff for a good number of projects under the 

annual development programme (ADP) and temporary workers employed in contingency posts or covered under 

‘master roll’ of departments and directorates etc., have been excluded here. If these are included, then the picture 

will be ‘bigger’ about the size of Government. According to knowledgeable circles, the size of Government has 

a “strong bearing” on cost of running it. The burden of this cost, as such circles noted, does ultimately fall on the 

people who bear the load of direct and indirect taxes, fees and other government charges. Trends of 
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compensation costs for both serving and retired government employees show that the bill on account of pay and 

allowances as well as pension and retirement benefits has been bulging steadily. It has increased not only in 

absolute terms but also as relative ratios to the government’s revenue expenditure and gross domestic product 

(GDP) at current prices.   

Jasim (2014) talked to a number of analysts of public expenditures, economists, former civil servants and other 

competent experts to obtain their views on, what appeared to be, on the basis of available statistics and data, an 

unending expansion of size of Government in the country and its wider ramifications.   Their views covered a 

wide range of areas, centring the moot issue -- size of Government. Most of them made one common 

observation: time is ripe now to give a serious thought to right-sizing-- meaning neither down-sizing or over-

sizing—Government. 

The advantages of greater use of today’s digital technology and modern management practices, styles and 

methods do also heighten the need to taking such developments into consideration while making a meaningful 

exercise to this effect, they suggested.  The expansion on growth of Government, according to them, must not be 

stimulated by pure political considerations, like increasing the number of ministries to accommodate more intra-

party groups and to give new ministerial positions to keep some influential happy, spreading Government’s 

wings unnecessarily to absorb the politically favoured ones in jobs in civil service or creating jobs for 

dispensation by political leaders without examining, on dispassionate grounds, the need for the same.  

A number of analysts and observers with whom this Jasim (2014) talked to, noted that the number of ministries 

in Bangladesh “is already large” in Bangladesh, compared to the situation in many other countries like Thailand, 

Malaysia, the Philippines, Sri Lanka, South Korea, Japan, the UK and many more.  “What counts most in this 

contest is the quality of output, not more functioning of a ministry”, one of them observed. When this 

correspondent drew his attention to the claim by some quarters that the cost of running the government in 

Bangladesh is not far out of line with other comparator countries in fiscal terms, he observed that this factor 

must not be taken “as a source of any comfort” in the Bangladesh context where recurring expenditures on 

account of pay and allowances as well as retirement and pension benefits for serving and retired public officials 

increased by about 120% in last two decades and a half alone.  

The number of employees under government revenue budget has increased by 83 per cent to 1.26 million over 

the last three decades since the early 1980s, leaving aside the first post-Independence period.  This growth, 

according to most of analysts and experts with whom this correspondent talked to, is rather disproportionate to 

the public services that the administration delivers.   And this overstaffing eats up a significant chunk of 

government revenues coming from taxpayers’ money without yielding the expected quantitative and qualitative 

outcome, they said. Government expenditure in the last fiscal also increased to Tk 248.67 billion--up nearly 69 

times over the 1983 mark.  

In FY 2014, the number of approved posts for the ministry of home affairs was 281,122, against which and some 

postings were made for 258,451. The ministry of primary and mass education has approved posts for 215,072. 

Some 189,544 have been posted. In FY 1983, the ministry of education was the biggest ministry in terms of 

manpower followed by the ministry of home affairs. The ministry of primary and mass education was then part 

of the ministry of education. The ministry of education had 185,587 posts in FY 1983 while the that of home 

affairs had 118,974. Meanwhile, the departments and directorates also rose, in to 275 in number in FY 2014 

from 181 in FY 1983. Experts like economists and former bureaucrats are of the view that the fiscal space is 

shrinking as a result of a substantial growth of expenditure in the ‘non-development’ areas. Fiscal space, they 

said, will shrink further after implementation of the next new national pay scale. It is set to be announced next 

month. We are managing a central bank with nearly 90 general managers in comparison South Korean central 

bank is running  with 6 general managers in a most efficient manner. In Bangladesh, now nearly 500 bureaucrats 

do not have position in their cadre service; many are sitting at State Owned Enterprises doing nothing. 

Contractual employment in the Government is de-motivating eligible down level promotion seekers.     
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Shape Bangladesh on the Spirit of Liberation War 

Expert commission need to set up for manpower planning and crafting organization for the size of Cabinet for 

Bangladesh to Structure of Government the Shape Bangladesh on the Spirit of Liberation War. The Meritocracy 

should get priority both in politics and bureaucracy. All managers in politics and bureaucracy must meet the 

literacy criteria. Current system of Five Year Plan is not functioning. To make the planning and budget 

document effective, Bangladesh should formulate long term business plan considering all variables by setting 

national goal with a provision of revision every two years. Budget should be considered as integral part Five 

Year Plan which has not been practiced. The Planning and budget process should comply the requirements of 

constitutional provisions [7 (1); 7 (2)]. The Five year Plan and Annual Budget should emphasis higher allocation 

to the development expenditure (70%) and less (30%) to the revenue expenditure. In the revenue model direct 

collection need be higher ratio (55%) than indirect tax (45%). Generation of Black money within the economy 

tend to increase if indirect tax collection is not collected.. Application of ICT is essential to collect the desired 

level of revenue collection. All government officials must be ICT literate, if any one left must be given time line 

to recover his/her ICT weakness. City Corporation and municipality revenue management requires automation 

to meet growing demand of urbanization within the country. Education, Primary and secondary Health Care, 

Electricity, Road Infrastructure, Railway, Sea Port and River Ways and Information Technology investment will 

bring long-term benefit.  The 7th Five Year Business Plan document should emphasis highest and largest 

investment to Build Bangladesh as middle income country by 2021.  
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Abstract 

This paper discusses on the economic theory regulation from the view point of public and private interest 

considering greater welfare of the society and national growth. In particular, the paper draws attention of the 

policy makers on the recalibration of BESEL architecture crafted and promulgated across the world with out 

participation of developing countries real conditions but are applicable to the in compulsion. Most of the 

critics complain that current BASEL architecture is drawn considering the economic conditions of developed 

industrialized countries of EU, USA and East Asian countries.Extensive literature search on the economics of 

BASEL leads regulatory system on the loan growth have shown a negative impact on the economic 

development and employment generation. The banking representatives’ emphasis that higher capital 

requirement reduces the availability of credit while a group economist argue that there is no social cost 

associated with higher capital ratio. To the best our knowledge in Bangladesh, this is the first paper to draw a 

long-term perspective to the debate about capital buffers. In line with objective this paper analyzes the 

political economy of BASEL accord, its regulatory impact on the costs and benefits of banking system and 

those on the overall economy of a country in terms of financial stability, sourcing of funds to all productive 

sectors at affordable cost to generate employment for the desired goal of economic growth of country.  The 

operation of BASEL capital rules has been explained since the beginning in late 80’s and developed up to the 

first decades of 21st century, considered are instead products of expensive committees. It revels, within a 

period of 20 years, the BSEL committee moved from a discission making process by few players organized in 

small homogeneous clubs rather decisions are taken within setting of large clubs leaving larger number of 

developing countries. The relative relevance of small and developing countries in a club banking regulation 

and their significance in framing banking regulations across the globe have been discussed to set the rules 

that would minimize the occurrence of conditions those might lead to spillovers have been identified. The dark 

side of BASEL capital requirements including theory, evidence, and relevant policy are explained. The 

international politics of banking regulations which resulted from the failure to failure in crafting BASEL 

regulations to bring harmonization of banking regulation across the globe and relevant impacts on the 

economic are explained. What can be done to reduce the gap between countries risk weighted capital 

calculation to make a harmonized system considering the regional issues. What can be done to resolve bank 

capital and liquidity and thinking beyond BASEL III have been explained. Arguments for and against, and 

justifications on the worth of higher capital requirement are placed. The macro-economic impact of bank 

capital tightening in the developing countries including Bangladesh have been raised. The mechanism of 

Basel Accord and Capital Adequacy Ratio is turning into a Weapon of Exploitation by capturing market in the 

name of Ad-confirmation of LC imposing extra charge by the multinational banks such as SCB, HSBC and 

many Banks earning from local banks in developing country. Which, at the end increases cost of doing 
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business, adversely affects on loan growth, increases cost of funding i.e. increase interest rate and finally 

records negative to employment and GDP growth. The puzzle of peripheral developing countries in 

implementing international banking standards and the rationale of recalibration of BSEL architecture for the 

developing countries have been raised with recommendations. 

           

Recalibration of BASEL Architecture for Banks to Promote Economic Growth 

Well-run bank needs no capital. No amount of capital will rescue a badly run bank—Walter Bagehot (1873). 

Jamaluddin Ahmed FCA PhD  

 

Introduction 

Economic theory of regulation can be categorized from two perspectives: public interest view and private 

interest view (Peláez & Peláez, 2009). According to Peláez & Peláez (2009) public interest view governments 

should interfere in market regulation for the greater welfare of society whereas a private interest view shares 

doubts about the effectiveness of such initiatives on market power (p. 4). Some researchers advocate for 

regulation to reduce the effect of externalities (Coase, 1960). Some are favored to reduce ‘information 

asymmetries’ in the market. For instance, ‘market for lemons’ (Akerlof, 1970) and ‘credit rationing’ (Stiglitz & 

Weiss, 1978) are widely used terms to explain information asymmetries in the credit market. Scholars argue that 

three important disciplines underpin the regulation such as (a) a well-designed institution which promotes 

responsibility and accountability, (b) a fiduciary legal system and (c) behavioral aspects of economic systems 

(Davis, Lukomnik & Pitt-Watson, 2016). As the Basel framework is a micro prudential banking regulation, we 

summarize the neo-institutional economists’ view on regulation to aid our discussion in upcoming sections. 

Langlois (1986a,b) categorized the contributions of neo-institutional economics into three main points: (a) 

transaction cost and property rights, inspired by Coase (1937) and further extended by Williamson (1979, 1985); 

North (1990b) shed light on commons, based on Hayek (1948) and further explained by Ostrom (2005) (c) 

analyzing innovation (Schumpeter, 1926, 1934, 1942) and the economic agent (Alchian, 1950) which is 

extended as evolutionary theory by Nelson & Winter (1982). In addition, Scott (2014) mentioned four influential 

neoinstitutional economic theories that contributed more to conceptualization of institutions in economics such 

as (a) transaction cost economics (b) game-theoretic approaches (c) evolutionary economics theory (d) resource-

based theory. He (Scott, 2014), mentioned three pillars of institutions namely the regulative pillar, normative 

pillar and cultural-cognitive pillar; and put institutional economists’ views of institutions on the ‘regulatory 

pillar’ (p.60). It is not possible here to discuss all the theories and approaches of neo-institutional economics, 

but we focus on Douglass North’s view (as he analyses the institutions and institutional change in more coherent 

ways) to facilitate our analysis on ‘institutional structure’ of Basel regulation. Prominent institutional economist 

and Noble laureate Douglass North stressed rules as systems and enforcement mechanisms in his analysis (Scott, 

2014). For example, “institutions are a set of rules, compliance procedures, and moral and ethical behavioral 

norms designed to constrain the behavior of individuals in the interests of maximizing the wealth or utility of 

principals” (North, 1981, pp. 201- 212).  

Terming the institution as “the rules of the game in a society” (North, 1990, p. 3); he specified that institutions 

provide the structure of cost of production which is the combination of transformation cost (typically land, labor 

and capital) and transaction cost (cost of property rights). Here he elaborates on the transaction cost concept of 

Williamson (1985). North (1990) further argued that institutions are made up of formal rules (for example 

political and judicial rules, economic rules and contract) and informal rules (for example, code of conduct, 

norms of behavior and conventions, pp.36-47). Any changes in the formal rules should be compatible with the 

informal rules which exist in the society or organization and the incentives provided to enforce rules are 

essential to make an efficient institution (pp. 137-140). He argued, in the absence of such ‘incentives for 

institutions’; the outcome of implementing any rules in the society is insignificant. As an economic historian, 

North (1981, 2005) opined that without developing effective institutions or existence of an adaptive society the 

regulation became ineffective. That is, ‘institutional structure’ is the prerequisite for optimum efficiency from 

institutions as North (2005) viewed it. Ostrom (1993); herself also a Noble laureate in economics in 2009, 
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mentioned that the institutional arrangements and incentive can limit the rent seeking behavior of the civil 

servants and large landowners in host countries.  

However, such an approach of institutional analysis has some weaknesses and is criticized by contemporary 

economists. For instance, Suzuki (2011) while referring to the Knight (1992) discussion on ‘cost minimization 

standard’ in the transaction cost theory mentioned that such a style of institutional analysis is often misleading; 

and raises at least three factors as exception to the standards: (a) hidden benefits that are not readily apparent (b) 

formal external constraints (i.e. the interest of the state); and (c) uncertainty as a result of which economic 

agents may not create the least costly rules because they lack either the capacity or the knowledge to establish 

them (p.45). 

The neo-institutional economists apply transaction cost theory to explain the institutions and institutional 

structure and argue that institutional change aims to reduce transaction cost. In this context the ‘transaction cost 

analysis’ concept is widely accepted by the neoinstitutional economists. Williamson (1985) categorized 

transaction cost into two, ex-ante and ex-post. Ex-ante costs are the costs of drafting, negotiating and 

safeguarding an agreement to avoid complexities and contingencies involved with a contract (Williamson, 1985, 

p. 20). These costs ensure the acceptance of a contract among related parties as Williamson (1985) mentioned, 

“Ex-ante inter firm safeguards can sometimes be fashioned to signal credible commitments and restore integrity 

to a transaction” (p. 20). On the otherhand ex-post costs of a contract may arise from four corners such as (a) the 

maladaptation cost incurred when transactions drift out of alignment, (b) the haggling cost that is incurred to 

correct ex post misalignments (c) setup and running costs associated with the governance structures to which 

disputes are referred and (d) the bonding cost of effecting secure commitments (p.21). In summary, neo-

institutional economic theory (according to North and Williamson) shows that institutional efficiency depends 

on ‘institutional structure’ and ‘transaction cost’ for institutions and organizations. While introducing 

institutions in the economic organization, we should take into consideration the ‘institutional structure’ and 

‘transaction cost’ otherwise the expected result might not be obtained from adoption of institutions in the 

organization. In this study we chiefly analyse the Basel accord (from the context of Bangladesh) through these 

two institutional lenses. 

 The institutional response to the global financial crisis has centered on higher capital buffers and regulation of 

bank leverage. Bagehot’s quip, however, reminds us that trouble starts when a bank decides how much to lend, 

and to whom: no amount of provisioning can make up for poor business acumen. In theory, larger shock buffers 

should reduce both the probability and the cost of financial crises, just as higher levees protect against major 

floods. However, opinions differ on how high this financial levee should be, from the intended Basel III leverage 

ratio of three cents capital per dollar of assets to levels ten times as high, as argued by Admati and Hellwig 

(2013). Banking industry representatives emphasize that higher capital requirements reduce the availability of 

credit, while Admati et al. (2013) and Miles et al. (2013) argue that there are no social costs associated with 

higher capital ratios and significant increases in regulatory capital are therefore desirable. This is an important 

debate that, ultimately, can only be settled by empirical evidence. In recent years, long-run and cross-country 

perspectives have increasingly gained in importance and informed central debates in monetary and financial 

policy [(Reinhart and Rogoff (2009), Schularick and Taylor (2012), Jorda` et al. (2013)]. To the best of our 

knowledge, this is the first paper to bring a long-run perspective to the debate about capital buffers. We ask two 

fundamental questions. First, what is the long-run relationship between capital buffers and systemic financial 

instability. Second, does more capital positively mitigate the social economic costs of financial crises. One may 

answer these questions by constructing a new dataset for the liability side of banking systems from 1870 to 

today.  

In particular, the data cover three broad categories: capital, deposits, and other debt instruments, which we refer 

to as non-core liabilities. These data complement our prior measures of the asset side of banking systems (bank 

credit in particular) and other macroeconomic data in Jorda` et al. (2017). The combination allows us to study 

how bank leverage and other balance sheet ratios affect the probability and costs of systemic banking crises. 

Looking ahead, we also hope these data could become a fruitful resource for future research. Crucially, by 

creating a complete, historical database that now encompasses both sides of banking-system balance sheets we 
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make possible for the first time an evidence-based assessment of the competing claims made about the role of 

solvency versus liquidity buffers in mitigating financial crises and their deleterious effects. In this paper first, 

explore the basic properties of the new data on bank liabilities and show that bank leverage has raised 

dramatically between 1870 and the second half of the 20th century. In the sample, the average country’s capital 

ratio decreased from around 30% capital-to-assets to less than 10% in the post-WW2 period, before fluctuating 

in a range between 5% and 10% in the past decades. This trend is visible across all sample countries, as we will 

show in greater detail. Next, we investigate whether the funding choices of the banking sector—the structure of 

the liability side of the balance sheet—are systematically related to financial instability risk. Theoretical 

predictions about this relationship are ambiguous. A high capital ratio is a direct measure of a well-funded loss-

absorbing buffer. However, more bank capital could reflect more risk-taking on the asset side of the balance 

sheet. Indeed, we find in fact that there is no statistical evidence of a relationship between higher capital ratios 

and lower risk of systemic financial crisis. If anything, higher capital is associated with higher risk of financial 

crisis. Such a finding is consistent with a reverse causality mechanism: the more risks the banking sector takes, 

the more markets and regulators are going to demand banks to hold higher buffers. In line with this finding, 

Haldane (2011), using recent bank level data, reports that pre-crisis capital ratios performed no better than a coin 

toss in predicting which institutions in a sample of large international banks would be distressed during the 

turmoil of 2007 and 2008. This should also consider other features of the funding structure. The loan-to-deposit 

ratio can serve as a measure of aggregate maturity mismatch or illiquidity, which can be a risk to financial 

stability (Farhi and Tirole (2012); Diamond and Dybvig (1983)). It find some evidence that higher levels and 

faster growth of the loan-to-deposit ratio are associated with a higher probability of crisis.  

The same applies to non-core liabilities: a greater reliance on wholesale funding is also a significant predictor of 

financial distress. That said, the predictive power of these two alternative funding measures relative to that of 

credit growth is relatively small. The tried-and-tested credit growth measure is still by far the best single 

indicator for macroprudential policy-makers to watch as a crisis warning signal (Schularick and Taylor (2012). 

Bagehot, it turns out, was right after all. The recent macro-finance literature (Brunnermeier and Sannikov 

(2014); Adrian and Boyarchenko (2012)) has emphasized the central role of financial intermediary balance 

sheets, and in particular leverage, for asset prices and macroeconomic dynamics. With higher bank leverage, 

more capital or net worth is lost for a given shock to assets, in turn reducing intermediaries’ ability to extend 

credit, and increasing the likelihood of distressed fire sales (He and Krishnamurthy (2013); Geanakoplos (2010); 

Kiyotaki and Moore (1997). Following a similar logic, Adrian et al. (2014) show that book leverage of the 

broker-dealer sector has predictive power for asset prices. The costs of a financial crisis may accordingly vary 

with the leverage of the intermediary sector. We therefore examine these mechanisms empirically using our 

long-run data. Specifically, we study how bank capital modulates the economic costs of financial crises with 

local projections (Jorda` (2005)). Here we find that capital matters considerably: a more highly levered financial 

sector at the start of a financial-crisis recession is associated with slower subsequent output growth and a 

significantly weaker cyclical recovery. Depending on whether bank capital is above or below its historical 

average, the difference in social output costs are economically sizable. We find a substantial 5 percentage point 

difference in real GDP per capita, 5 years after the start of the recession, in one case versus the other. Our long-

run data thus confirm the cross-country findings in Cecchetti et al (2011) and Berkmen et al (2012) for the 2007 

crisis and its aftermath. Like Cerutti et al. (2015), that macroprudential policy, in the form of higher capital 

ratios, can lower the costs of a financial crisis even if it cannot prevent it. 

Òscar Jordà & Björn Richter & Moritz Schularick & Alan M. Taylor (2017) in their paper, Bank Capital Redux, 

Solvency, Liquidity, and Crisis introduced a new dataset covering the composition of banking sector liabilities 

from 1870 to 2013 for a sample of 17 advanced economies. Oscar Jord et al (2017) showed that in most 

countries banking sector capital ratios have declined strongly before WW2, but thereafter the capital ratios have 

remained low but stable. Over this long-time span, the first main finding is that, perhaps counterintuitively, the 

capital ratio is not a good early-warning indicator, or predictor, of systemic financial crises. Rather, the evidence 

suggests that regulators should focus on credit booms as the best signal to watch—although some funding ratios 

like LtD may add some marginal additional information. That said, in another major finding evidence presented 

that, conditional on being in a crisis, higher initial capital ratios are associated with significantly shallower 
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recessions. From a social cost stand point, in terms of GDP losses, the long record of macroeconomic experience 

shows that economies with better capitalized banking systems appear to weather financial storms more 

successfully than those with lower capital ratios. So, the evidence suggests that higher capital ratios in banking 

systems can bring about more resilience: not for the banks per se, but for the wider macro economy. In other 

words, history does indeed lend support for a precautionary approach to capital regulation. Its main role appears 

to lie not so much in eliminating the chances of systemic financial crises, but rather in mitigating their social and 

economic costs—a distinct but arguably more important benefit. 

Objective of this paper is to analyse the political economy of Basel Accord, its regulatory impact on the cost and 

benefits on banking system and those on the overall economy of a country in terms of financial stability, 

sourcing of funds to all productive and service sector at affordable cost to generate employment for the desired 

goal of a country. Given the current state of economic development, are all the countries putting equal effort 

towards economic development. Can a uniform Basel Accord format serve economy irrespective of developed, 

developing, and the least developed country. For reality check, the answer is no, then how should a country deal 

with their problems. Such as, a country lacking in preparation of IFRS based financials for banks, falling behind 

on technical process of Credit Rating, application of technology, regulatory regime, absence of automated 

banking industry, falling behind its competing countries. A country failing to design and follow the Financial 

Architecture-Bank, or Market, or combination of both drawn in a preplanned fashion chalked out for economic 

growth, are yet to develop. Countries suffering from well-structured Financial System those do not indicate 

sourcing of long-term funds for long term industrial and infrastructure finance, short term funds for short term 

users, how much sourcing would come from equity from listed and non-listed entities and from Bond Markets 

suffering from proper financial architecture for economic development.  A clear-cut roles and responsibilities 

have not been specified by the responsible authorities those running the show. On the other side, there is 

criticism, the Basel Accord was formulated by the experts and lobbyists from the developed industrialized 

countries, representing former bureaucrats of Big-Banks, Central Bankers, Big-4 Accounting Firms, SECs, 

framed these Accords of Basel. These rules, regulations, standards were framed to serve the interest of 

developed industrialized countries, which ultimately are leading from ‘Failure to Failure’ when applied in the 

developing countries. This mechanism of Basel Accord and Capital Adequacy Ratio is turning into a Weapon of 

Exploitation by capturing market in the name of Ad-Confirmation of LC imposing extra charge by the 

Multinational Banks such as SCB, HSBC and many Banks earning from local banks in developing country. 

Which at the end increases cost of doing business, adversely affects on loan growth, increases cost of funding 

i.e. increase interest rate and finally records negative employment and GDP growth.  

Literature provides (Michele Fratianni and John C. Pattison, 2015) an analysis of the shift from oligopoly-type 

clubs to expansive clubs in generating international cooperation on financial regulation. After the Second World 

War, the largest countries initiated cooperative actions, governed important international organizations, 

structured and negotiated policy changes, and were critical in implementing the policies of these organizations. 

In the regulatory field, it is hard to think of international standards that did not start out as the public good of 

some particular country, usually one with high international standing because of its economic and/or military 

power (Kindleberger 1983, p. 392). Originally, the G-5, G-7, and G-10 were the key small-number clubs. The 

capital rules of the Basel I Accord of 1988 were worked out between the United States (US) and the United 

Kingdom (UK) and then sold to other countries through the auspices of Basel Committee on Banking 

Supervision (BCBS). The Basel II and Basel III Accords, developed during the first decade of the 21st century, 

are instead products of expensive committees.  

In less than twenty years, we have moved from a decision-making process dominated by few critical players, 

organized in small and homogeneous clubs, to a process where agreements and decisions are taken within the 

setting of large-number clubs. In the case of the important BCBS, membership expansion has taken place by 

including a growing number of countries with relatively small financial sectors.  

Cooperation in financial regulation occurs if countries expect to receive net benefits from it. Under this 

condition, they are willing to invest political and financial capital. An oligopoly of nations creates incentives for 

large countries to lead in this cooperative effort. Large countries, by virtue of their size, gain the most from 
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cooperation and consequently are willing to bear proportionately higher costs to achieve it. Since costs occur 

before benefits, a large country will invest in cooperation if it is reasonably certain to obtain sufficiently large 

benefits to justify the investment. Small countries, on the other hand, generate small policy contributions to a 

club and tend to free ride on the policies and investments made by large countries; free-riding is facilitated by 

their small policy contributions. As Olson aptly put it (1973, p. 24): “What matters most is not how much of the 

collective good will be provided if some is provided, but rather whether any of the collective good will be 

provided.” In other words, the conditions for the creation of cooperative action are restrictive and thus free-

riding behavior needs to be managed. Olson’s insight is that the conditions for cooperation are limiting. 

However, in the European case the regulatory club had been created prior to the divisive tensions arising from 

the financial and sovereign debt crises. One implication is that new agreements would not deliver benefits to all 

EU countries, as many of these countries have vastly different needs and preferences. The negotiating challenge 

is to agree to international standards such as the BCBs or FSB, while permitting some latitude to reach national 

or regional aims. This may be achieved by putting pressure on global clubs to lower standard, by delays in 

implementation, opaqueness, or leaving sufficient discretion to avoid full compliance. In searching for the 

optimum amount of cooperation, there is a difference between what an individual country wants and what a 

group of countries may wish (Fratianni and Pattison 1982). Each member makes a decision to maximize net 

benefits from membership, likely in the form of marginal policy contributions which translate into economic 

and financial gains. In a symmetric world, populated by a large number of small countries, the contribution of 

an individual country to a cooperative activity, in terms of both information content and policy contribution, 

would be small. A club could not be created or sustained because incentives for cooperation would be diffused 

across many issues unrelated to one another. The model would predict decreasing cooperation as financial 

markets become more dispersed. In an asymmetric world, populated by a few large countries and many small 

countries, the contribution to a cooperative activity of some countries becomes economically significant. These 

incremental benefits decline as large countries add smaller countries to the club. But as countries are added, the 

likelihood of conflicts among members rises and so do the costs of sharing and interpreting more complex 

information, as well as decision-making processes; in essence, the marginal costs of running a club rise. Thus, 

the optimal number of members in a club is determined by the interaction of how fast marginal benefits from 

cooperation decline and marginal costs rise as new members are added.  

Other issues include: the origination of cooperative activity; the payoff and reaction matrices and how the game 

is played by clubs; the incentives and behavior of big and small members; the operations and policy 

recommendations of international organizations and how these influence club members, in particular with 

regard to questions of funding, structure, governance, and voting. The assessment here is that the oligopoly 

model accounts for the establishment of the central organization and a great deal of cooperative origination in 

the context of Bretton Woods institutions. During the fixed exchange rate regime of the gold-dollar exchange 

standard, member countries valued knowledge about current and future economic developments in Germany, 

Japan, the US, and the UK. This informational process was enhanced by frequent intergovernmental meetings 

where member countries would receive private information on political attitudes and economic policy in the 

critical countries. The G-10 group of countries, created in 1961, played a strong role in the International 

Monetary Fund (IMF), the Organization for Economic Cooperation and Development (OECD), and the Bank 

for International Settlements (BIS). Participation in the important OECD Working Party 3, dealing with balance 

of payments, was restricted to the G-10, the European Union, and two observers, the IMF and the BIS. The 

central banks of the G-10 countries continue to meet, without much publicity but great effectiveness, once a 

month at the BIS (Fratianni and Pattison 2001). The G-5, a sub-group of the G-7 created in 1973, achieved 

significant exchange rate coordination in the mid-1980s and their activities paved the way for the IMF to engage 

in the so-called multilateral surveillance (Boughton 2001, chapter 4). It has already been noted that global 

standards have moved from an oligopoly setting with Basel I to an expanded-club setting with Basel II and III. 

The inference is that economics and politics no longer encourage industrial countries with large and dominant 

global financial markets to initiate new rules. Several factors are at play. The first is legitimacy. Small clubs 

exude secrecy and exclusion. Those who are excluded clamor for a more democratic approach. Large countries 

may have felt the pressure of world opinion turning against them. This pressure has contributed to the widely 

held view that the regulatory frameworks of the US and the UK have been tarnished by the financial crisis. The 
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consequent loss of reputational capital weakened the leadership of these two countries in initiating global rules 

and in sustaining the success of small-number financial clubs. Political pressure alone, however, cannot explain 

membership expansion. Economic power has shifted from the core industrial countries, defined by membership 

in clubs like the G-5 or G-7, to emerging market economies, defined by country groupings like BRIC (Brazil, 

Russia, India, and China). During the Bretton Woods period, the G-5 group, consisting of France, Germany, 

Japan, the US, and the UK held an extremely high and constant share of approximately 85% of OECD GNP 

(Fratianni and Pattison 1982, Table 2). Today, the economic power of core industrial countries has declined 

significantly relative to emerging market economies. 

The third reason for membership expansion stems from the fact that with the globalization of financial markets, 

more countries have become active in updating national financial regulation. Also, more countries can create 

and transfer risks to core countries. In terms of the club model, this implies that the marginal benefits schedule 

from cooperation has shifted upward, justifying an expansion of the number of players in international rule 

making. The fourth reason is that the spread of financial institution subsidiaries from large countries to less 

regulated locations has raised the benefit to large countries of being more inclusive in setting global standards. 

Global institutions lower their costs when regulation is more homogeneous; also homogeneous regulation must 

satisfy lower standards to be agreed to by a larger number of countries, a factor not lost on financial institutions. 

The final reason has to do with one of the assumptions of the traditional club model, namely that the inclusion of 

a small country in a club generates negligible marginal value of information and policy contribution, while 

considerably raising the marginal cost of decision making to the club as a whole and to individual members.  

The relative irrelevance of small countries in a club is based on the assumption that these countries do not create 

significant economic and political spillovers; it would behoove the club to include them and set rules that would 

minimize the occurrence of conditions which would lead to such spillovers. Greece is an example of significant 

spillovers from a small to large member countries of a monetary club. In December 2009, Greece, which had 

suppressed information about the size of its budget deficit, received a sharp credit rating downgrade. This, in 

turn, triggered massive capital outflows and sudden-stop episodes, not only in Greece, but in other southern 

countries of the EZ (Merler and Pisani-Ferry 2012). Sovereign bond yields in these countries suffered a steep 

rise in a period of otherwise stable or moderately declining global risk aversion (Alessandrini et al. 2014). This 

is a classic case of a small country imposing negative information value on other club members. The reason for 

the spillovers has to do with an inadequate adjustment mechanism in the EZ (Dellas and Tavlas 2013). In the 

international gold standard, countries that adhered to it faced an effective balance-of-payments constraint: when 

the fundamentals of fiscal policy deteriorated sovereign credit risk and domestic interest rates rose, prompting 

policy makers to take corrective actions that would restore equilibrium in the balance of payments. This 

mechanism has not been present in the EZ. Greece, and also other member countries, were not penalized by the 

financial markets for their poor fundamentals for a long time because of a presumption that fiscally profligate 

countries would be bailed out. In sum, a faulty design mechanism was responsible for a deviating small member 

country imposing large negative spillovers onto larger member countries.  

 

Objective and Structure of the paper  

Objective of this paper is to analyse the political economy of Basel Accord, its regulatory impact on the cost and 

benefits on banking system and those on the overall economy of a country in terms of financial stability, sourcing of 

funds to all productive and service sector at affordable cost to generate employment for the desired goal of a country. 

Given the current state of economic development, are all the countries putting equal effort towards economic 

development. Can a uniform Basel Accord format serve economy irrespective of developed, developing, and the least 

developed country. For reality check, the answer is no, then how should a country deal with their problems. Such as, a 

country lacking in preparation of IFRS based financials for banks, falling behind on technical process of Credit 

Rating, application of technology, regulatory regime, absence of automated banking industry, falling behind its 

competing countries. A country failing to design and follow the Financial Architecture- Bank, or Market, or 

combination of both drawn in a preplanned fashion chalked out for economic growth, are yet to develop. Countries 

suffering from well-structured Financial System those do not indicate sourcing of long-term funds for long term 

industrial and infrastructure finance, short term funds for short term users, how much sourcing would come from 
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equity from listed and non-listed entities and from Bond Markets suffering from proper financial architecture for 

economic development.  A clear-cut roles and responsibilities have not been specified by the responsible authorities 

those running the show. On the other side, there is criticism, the Basel Accord was formulated by the experts and 

lobbyists from the developed industrialized countries, representing former bureaucrats of Big-Banks, Central 

Bankers, Big-4 Accounting Firms, SECs, framed these Accords of Basel. These rules, regulations, standards were 

framed to serve the interest of developed industrialized countries, which ultimately are leading from ‘Failure to 

Failure’ when applied in the developing countries. This mechanism of Basel Accord and Capital Adequacy Ratio is 

turning into a Weapon of Exploitation by capturing market in the name of Ad-Confirmation of LC imposing extra 

charge by the Multinational Banks such as SCB, HSBC and many Banks earning from local banks in developing 

country. Which at the end increases cost of doing business, adversely affects on loan growth, increases cost of funding 

i.e. increase interest rate and finally records negative employment and GDP growth.  

Literature provides (Michele Fratianni and John C. Pattison, 2015) an analysis of the shift from oligopoly-type 

clubs to expansive clubs in generating international cooperation on financial regulation. After the Second World 

War, the largest countries initiated cooperative actions, governed important international organizations, 

structured and negotiated policy changes, and were critical in implementing the policies of these organizations. 

In the regulatory field, it is hard to think of international standards that did not start out as the public good of 

some particular country, usually one with high international standing because of its economic and/or military 

power (Kindleberger 1983, p. 392). Originally, the G-5, G-7, and G-10 were the key small-number clubs. The 

capital rules of the Basel I Accord of 1988 were worked out between the United States (US) and the United 

Kingdom (UK) and then sold to other countries through the auspices of Basel Committee on Banking 

Supervision (BCBS). The Basel II and Basel III Accords, developed during the first decade of the 21st century, 

are instead products of expensive committees.  

In less than twenty years, we have moved from a decision-making process dominated by few critical players, 

organized in small and homogeneous clubs, to a process where agreements and decisions are taken within the 

setting of large-number clubs. In the case of the important BCBS, membership expansion has taken place by 

including a growing number of countries with relatively small financial sectors; see Appendix 1. Cooperation in 

financial regulation occurs if countries expect to receive net benefits from it. Under this condition, they are 

willing to invest political and financial capital. An oligopoly of nations creates incentives for large countries to 

lead in this cooperative effort. Large countries, by virtue of their size, gain the most from cooperation and 

consequently are willing to bear proportionately higher costs to achieve it. Since costs occur before benefits, a 

large country will invest in cooperation if it is reasonably certain to obtain sufficiently large benefits to justify 

the investment. Small countries, on the other hand, generate small policy contributions to a club and tend to free 

ride on the policies and investments made by large countries; free-riding is facilitated by their small policy 

contributions. As Olson aptly put it (1973, p. 24): “What matters most is not how much of the collective good 

will be provided if some is provided, but rather whether any of the collective good will be provided.” In other 

words, the conditions for the creation of cooperative action are restrictive and thus free-riding behavior needs to 

be managed. Olson’s insight is that the conditions for cooperation are limiting. However, in the European case 

the regulatory club had been created prior to the divisive tensions arising from the financial and sovereign debt 

crises. One implication is that new agreements would not deliver benefits to all EU countries, as many of these 

countries have vastly different needs and preferences. The negotiating challenge is to agree to international 

standards such as the BCBs or FSB, while permitting some latitude to reach national or regional aims. This may 

be achieved by putting pressure on global clubs to lower standard, by delays in implementation, opaqueness, or 

leaving sufficient discretion to avoid full compliance. In searching for the optimum amount of cooperation, there 

is a difference between what an individual country wants and what a group of countries may wish (Fratianni and 

Pattison 1982). Each member makes a decision to maximize net benefits from membership, likely in the form of 

marginal policy contributions which translate into economic and financial gains. In a symmetric world, 

populated by a large number of small countries, the contribution of an individual country to a cooperative 

activity, in terms of both information content and policy contribution, would be small. A club could not be 

created or sustained because incentives for cooperation would be diffused across many issues unrelated to one 

another. The model would predict decreasing cooperation as financial markets become more dispersed. In an 
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asymmetric world, populated by a few large countries and many small countries, the contribution to a 

cooperative activity of some countries becomes economically significant. These incremental benefits decline as 

large countries add smaller countries to the club. But as countries are added, the likelihood of conflicts among 

members rises and so do the costs of sharing and interpreting more complex information, as well as decision-

making processes; in essence, the marginal costs of running a club rise. Thus, the optimal number of members in 

a club is determined by the interaction of how fast marginal benefits from cooperation decline and marginal 

costs rise as new members are added.  

Other issues include: the origination of cooperative activity; the payoff and reaction matrices and how the game 

is played by clubs; the incentives and behavior of big and small members; the operations and policy 

recommendations of international organizations and how these influence club members, in particular with 

regard to questions of funding, structure, governance, and voting. The assessment here is that the oligopoly 

model accounts for the establishment of the central organization and a great deal of cooperative origination in 

the context of Bretton Woods institutions. During the fixed exchange rate regime of the gold-dollar exchange 

standard, member countries valued knowledge about current and future economic developments in Germany, 

Japan, the US, and the UK. This informational process was enhanced by frequent intergovernmental meetings 

where member countries would receive private information on political attitudes and economic policy in the 

critical countries. The G-10 group of countries, created in 1961, played a strong role in the International 

Monetary Fund (IMF), the Organization for Economic Cooperation and Development (OECD), and the Bank 

for International Settlements (BIS). Participation in the important OECD Working Party 3, dealing with balance 

of payments, was restricted to the G-10, the European Union, and two observers, the IMF and the BIS. The 

central banks of the G-10 countries continue to meet, without much publicity but great effectiveness, once a 

month at the BIS (Fratianni and Pattison 2001). The G-5, a sub-group of the G-7 created in 1973, achieved 

significant exchange rate coordination in the mid-1980s and their activities paved the way for the IMF to engage 

in the so-called multilateral surveillance (Boughton 2001, chapter 4). It has already been noted that global 

standards have moved from an oligopoly setting with Basel I to an expanded-club setting with Basel II and III. 

The inference is that economics and politics no longer encourage industrial countries with large and dominant 

global financial markets to initiate new rules. Several factors are at play. The first is legitimacy. Small clubs 

exude secrecy and exclusion. Those who are excluded clamor for a more democratic approach. Large countries 

may have felt the pressure of world opinion turning against them. This pressure has contributed to the widely 

held view that the regulatory frameworks of the US and the UK have been tarnished by the financial crisis. The 

consequent loss of reputational capital weakened the leadership of these two countries in initiating global rules 

and in sustaining the success of small-number financial clubs. Political pressure alone, however, cannot explain 

membership expansion. Economic power has shifted from the core industrial countries, defined by membership 

in clubs like the G-5 or G-7, to emerging market economies, defined by country groupings like BRIC (Brazil, 

Russia, India, and China). During the Bretton Woods period, the G-5 group, consisting of France, Germany, 

Japan, the US, and the UK held an extremely high and constant share of approximately 85% of OECD GNP 

(Fratianni and Pattison 1982, Table 2). Today, the economic power of core industrial countries has declined 

significantly relative to emerging market economies. 

The third reason for membership expansion stems from the fact that with the globalization of financial markets, 

more countries have become active in updating national financial regulation. Also, more countries can create 

and transfer risks to core countries. In terms of the club model, this implies that the marginal benefits schedule 

from cooperation has shifted upward, justifying an expansion of the number of players in international rule 

making. The fourth reason is that the spread of financial institution subsidiaries from large countries to less 

regulated locations has raised the benefit to large countries of being more inclusive in setting global standards. 

Global institutions lower their costs when regulation is more homogeneous; also homogeneous regulation must 

satisfy lower standards to be agreed to by a larger number of countries, a factor not lost on financial institutions. 

The final reason has to do with one of the assumptions of the traditional club model, namely that the inclusion of 

a small country in a club generates negligible marginal value of information and policy contribution, while 

considerably raising the marginal cost of decision making to the club as a whole and to individual members.  
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The relative irrelevance of small countries in a club is based on the assumption that these countries do not create 

significant economic and political spillovers; it would behoove the club to include them and set rules that would 

minimize the occurrence of conditions which would lead to such spillovers. Greece is an example of significant 

spillovers from a small to large member countries of a monetary club. In December 2009, Greece, which had 

suppressed information about the size of its budget deficit, received a sharp credit rating downgrade. This, in 

turn, triggered massive capital outflows and sudden-stop episodes, not only in Greece, but in other southern 

countries of the EZ (Merler and Pisani-Ferry 2012). Sovereign bond yields in these countries suffered a steep 

rise in a period of otherwise stable or moderately declining global risk aversion (Alessandrini et al. 2014). This 

is a classic case of a small country imposing negative information value on other club members. The reason for 

the spillovers has to do with an inadequate adjustment mechanism in the EZ (Dellas and Tavlas 2013). In the 

international gold standard, countries that adhered to it faced an effective balance-of-payments constraint: when 

the fundamentals of fiscal policy deteriorated sovereign credit risk and domestic interest rates rose, prompting 

policy makers to take corrective actions that would restore equilibrium in the balance of payments. This 

mechanism has not been present in the EZ. Greece, and also other member countries, were not penalized by the 

financial markets for their poor fundamentals for a long time because of a presumption that fiscally profligate 

countries would be bailed out. In sum, a faulty design mechanism was responsible for a deviating small member 

country imposing large negative spillovers onto larger member countries.  

 

The structure of the paper 

This paper is being presented with introduction and 10 sections. 

 

Section 1: The Dark Side of BASEL Capital Requirement-Theory, Evidence and Policy  

Capital adequacy is considered as one of the most important and indeed seminal aspects of international banking 

regulation. This section explores this ‘dark’ side of capital adequacy, and it provides some alternative solutions 

that may achieve some of the aspirations of traditional banking regulation—that is, better capitalized banks—at 

a lower financial, and indeed social, cost. This section discusses on the Rise of Capital Adequacy Requirements 

which changed from time to time responding to the changes in the banking industry resulting from changing 

global economic situations. This section discusses on the evolving role of the Basel standards and growing 

scope of Basel capital requirements and understanding the reasons behind the growing scope of Basel standards 

and Unintended Consequences of Basel Capital Requirements. The different priorities of financial regulators, 

cross-jurisdictional differences in market structure and systems, economic implications of higher capital 

requirements, what causes equity is more expensive than debt at a firm level, evidence: Why higher capital 

requirements can be harmful for developed countries and the implications with proposal for solution such as 

Regional Committees for the Basel Committee on Banking Supervision. Further steps to avoid a one-size-fits-all 

assessment of financial systems and institutions.  

 

Section II: From Failure to Failure-The Politics of International Banking Regulation 

There are criticisms despite the enormous political will behind them, the BASEL proposals have fallen far short 

of their creators’ aims. Even more puzzlingly, this is not without precedent. Banking Supervision (BCBS), have 

been the center-piece of efforts to strengthen the global financial architecture in the wake of the recent economic 

crisis. BASEL II Origins and failure are discussed, A review of the IR literature on Basel II have been presented, 

Explaining the failure of Basel II, Internal ratings, Trading book, market risk and securitization, Explaining the 

Failure of BASEL III are presented. 
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Section III: Why do Risk Weighted Assists Differ Across Countries and What can be done  

Strengthening capital ratios was considered as the key priority in the aftermath of the global financial crisis. 

Increasing the quantity, quality, and transparency of capital is of paramount importance to restore the banking 

sector to health. Market participants question the reliability and comparability of capital ratios, and contend that 

banks may not be as strong as they are portrayed by risk-based capital ratios. This section aims to shed light on 

the scale of the RWAs variation issue and identify possible policy responses. Risk-based versus unweighted 

capital ratios. Capital ratios are a key indicator of a bank’s solvency and resilience. Justifications why do we 

need to look at RWAs, the key concerns about RWAs, reasons why Comparing Capital Ratios Globally is 

Difficult, RWAs and Total Asset Variations across Regions and over Time, Key Drivers of Differences in RWA 

Calculation have been analyzed, External Parameters influencing RWAs, accounting parameters impact on 

RWA, Bank related parameters business models role in composition and level of RWAs have been elaborated. 

Credit risk still exhibits large variations across banks and portfolios, Market risk: convergence, are evaluated. 

 

Section IV: Necessary Solution for Capital and Liquidity and Thinking Beyond BASEL-III 

Details on solution for and liquidity and thinking beyond Basel III. This section looks at the Basel System 

historically and summarizes all key problems with it.  In the next sub-sections summarizes recent Basel III 

proposals, critical analysis, liquidity proposal with brief critique and draws implications for financial reform 

process. This section discusses on Sudden changes in asset quality and value can quickly wipe out bank capital. 

The historical evaluation of BASEL accord since its inception from 1992 to stop global crisis have been 

appraised, Banks quickly accumulated capital well in excess of the regulatory minimum and capital 

requirements, which, in effect, had no constraining impact on bank risk taking. Problems with pillar-1, II and 

have been analyzed. The proposals for reform in Basel III are discussed in relation raise quality, consistency, 

and transparency of the capital base are raised. To enhancing the risk coverage, leverage ratio, pro-cyclicality, a 

critical assessment of the capital proposals by addressing model framework are raised. The problems with 

regulatory and tax arbitrage in complete markets and shifting of financial promises have discussed.  The 

required level of capital is not dealt with in the proposals, Risk weighting and leverage ratio approaches may not 

sit well together  are raised and the need to penalize regulatory arbitrage in pillar-1 were discussed and liquidity 

proposals are presented. 

 

Section V: Are Higher Capital Requirements Worth It 

This section discusses on the optimality of capital, level of capital does the regulator prefer, how three channels 

affect the economy, estimated cost and benefits, empirical estimates from past crisis, model estimates for 

changes in credit and output, the three channels at work. as it will show, higher capital requirements have the 

potential to reduce bank risk-taking and competition in the financial sector while increasing borrowing costs, 

which might also translate into higher risk-taking by borrowers. The challenge for policymakers, therefore, is to 

balance financial stability with efficiency. And the challenge for economists is to more precisely estimate the 

degree to which the effects of regulation will dampen lending and economic growth so that policymakers can 

weigh that tradeoff. Since the Great Recession, economists have been seeking better ways to measure the 

economic effects of higher capital requirements to gain a firmer understanding of what amount of bank capital is 

optimal. The optimal for whom, what level of capital do regulators prefer, Economy Affected via Three Main 

Channel, Estimated Costs and Benefits, Banks’ Funding Costs, Empirical Estimates from Past Crises, Changes 

in Credit and Output: Model Estimates, The Three Channels at Work, Benefits and Costs of Higher Capital 

Requirements for Banks, The Long-Term Losses, and Estimates of Losses from Banking Crises. This section 

also includes, the impact of bank capital, bank liquidity and credit risk on profitability in postcrisis period, The 

Benefits and Cost of Bank Capital period, Systemic Implications, How Costly are Higher Capital Requirements, 

How much Bank Capital is enough, Sufficient Levels of Capital in Past Banking Crises, Capital Sufficient to 

Avoid Public Recapitalizations of Banks, How Costly are Higher Capital Requirements, Macroeconomic Effects 

of Tightening Bank Capital Requirements, and Main results on Aggregate effects of a tightening in capital 

requirements. 
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Section VI: Macroeconomic Effects of Tightening Bank Capital Requirement 

This section discusses on benefits and costs of Higher Capital Requirements for Banks. The discussion include 

on long term losses, estimates of losses from banking crisis’s, impact of bank capital, liquidity, credit risk on 

profitability in the post banking crisis period. This section is detail deals with the most prominent measures are 

bank capital-based policy instruments, such as risk-weighted capital ratios, leverage ratio caps, or 

countercyclical capital buffers. These policy tools aim at increasing the resilience of the financial sector to 

shocks. Policy tools might also be activated to have a dampening effect on credit dynamics during buoyant 

times. Main results on Aggregate effects of a tightening in capital requirements, loans and spreads, non-

financial corporations, households, effects of capital requirement tightening’s on selected second 

moments, effects on financial and macroeconomic volatility, effects on inequality, what does monetary 

policy actually do to inequality Possible channels linking monetary policy and inequality, why does 

economic inequality rise after contractionary monetary policy have been discussed. 

 

Section VII: Macro Economic Impact of Bank Capital Tightening in the Developing Countries including 

Bangladesh  

This section highlights the banks Acting as by far the most important financial intermediaries. Banks have a 

principal say over a country’s economic development as a whole. With a bank lending boom in times of 

economic thriving, there have also been surges in consumption and asset prices within private and corporate 

sectors. In comparison, under an economic downturn, banks reduce their lending volume, which may put 

production and other sectors in jeopardy. This section presents the impact BASEL capital requirement 

macroeconomic impact of Vietnam, Bangladesh and many other countries.  

 

Section VIII: The Puzzle of Peripheral Developing Countries Implementing International Banking 

Standards 

What is striking about the politics of banking regulation in low and lower middle income countries is that 

international considerations loom large. This section shows how the impetus to converge on international 

standards stems from large banks and regulators in these countries looking to bolster their reputation in the eyes 

of international investors and regulators in other jurisdictions; the flow of ideas from international policy circles; 

and politicians and banks on a quest to attract international capital and integration into global finance. Four 

contributions in this section have been identified and then shown the precise ways in which the decisions of 

regulators based highest authority of BASEL headquarter are adjusted with developing country environment. 

Recalibration mechanism of best practice for peripheral developing countries are discussed. The puzzling 

response of peripheral developing countries to Basel standards are discussed. This section by drawing on the 

rich empirical material from our case studies, the paper intends to develop an analytical framework which sets 

out the political economy conditions under which we expect to see trajectories of convergence, divergence, or 

subversion in countries on the financial periphery. A particularly striking gap in the literature is the dearth of 

attention paid to the politics of financial regulation in African countries, and low and lower middle income 

countries in other regions. Economists have studied the financial regulation in these countries from various 

vantage points and sought to identify reforms that will support development and policy implications have been 

presented  

 

Section IX:  Recalibrating the BASEL Architecture for the Developing Countries 

This section challenges the prevailing view of the efficacy of harmonized international financial regulation and 

provides a mechanism for facilitating regulatory diversity and experimentation within the existing global 

regulatory framework, the Basel Accords. This section advances a decidedly contrarian perspective from that 

informing the present-day Basel Accords and other recent harmonization initiatives led by the European Union 

and United States. The section contends, accordingly, that there would be value added from increasing the 

flexibility of the international financial regulatory architecture as a means of reducing systemic risk. It proposes 

making the Basel architecture more adaptable by creating a procedural mechanism to allow for departures along 
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multiple dimensions from Basel while providing safeguards, given the limited knowledge that we do possess, 

against the ratcheting up of systemic risk from such departures. 

Section X:  Makes an Analysis and Findings with Summary and Recommendations of the paper 

 

Section 1: The Dark Side of BASEL Capital Requirement-Theory, Evidence and Policy 

Capital adequacy is one of the most important and indeed seminal aspects of international banking regulation 

(Douglas W. Diamond and Raghuram G. Rajan, (2000); Hal S. Scott and Anna Gelpern, (2012), John Armour et 

al., (2016). Capital requirements promote the stability of the financial system by reducing banks’ incentives to 

take unwise risks and increasing banks’ buffers against losses (Douglas W. Diamond and Raghuram G. Rajan, 

(2000); Anat R. Admati et al., (2013). At the same time, however, capital requirements come with important, and 

at times underexplored, tradeoffs. Strict capital requirements may generate adverse effects on the real economy 

by slowing growth and people’s access to financial services. Indeed, higher capital requirements for banks might 

slow the velocity of money in an economy, and with it the speed and extent to which it can be deployed (World 

Bank, (2011). And, perhaps most overlooked, capital requirements shape indirectly who has access to capital 

and on what terms. This distribution may not always be fair, or politically acceptable, for some countries and 

their leadership (and publics). As such, capital requirements pose unusual challenges for practitioners and 

stakeholders of international economic law. 

This section explores this ‘dark’ side of capital adequacy, and it provides some alternative solutions that may 

achieve some of the aspirations of traditional banking regulation—that is, better capitalized banks—at a lower 

financial, and indeed social, cost. To do so, the section is designed in four sub-sections. Where subsection one 

analyzes the origins, rationale, and evolving role of the Basel standards, especially in the context of capital 

requirements, two describes the unintended consequences of implementing high capital requirements and 

provides some empirical evidence of the costs generated by the implementation of Basel standards on capital 

adequacy, three discusses some policy recommendations to promote the stability of the financial system in a 

more efficient way than the costly rules imposed by the Basel Committee and four make summary. 

 

1.1:    The Rise of Capital Adequacy Requirements  

The origins and rationale of Basel capital requirements:  Before moving to law and economics, a bit of 

history is in order. The Basel Committee, initially known as the Committee on Banking Regulations and 

Supervisory Practices, was founded in 1974 by the central bank governors of the Group of Ten Countries (Bank 

of International Settlements, 2019).  Supervision of internationally active banks was the main focus of the 

Committee once founded. Nonetheless, capital adequacy soon became the cornerstone of the Committee’s 

activities after Concordat was issued in 1975 (Committee on Banking Regulations and Supervisory Practices 

(1975).  

In the early 1980s, the onset of the Latin American debt crisis (Manuel Pastor, (1989) heightened the 

Committee’s concerns that the capital ratios of the main international banks were deteriorating at a time of 

growing international risks (BIS 2019). This marked the entry of the Basel Committee into the arena of 

substantive rules regarding capital requirements.United Kingdom and United States regulators led the initiative 

to relate capital requirements to the riskiness of assets taking into account that banks are highly leveraged by 

nature (Hal S. Scott and Anna Gelpern, 2012)) 

Regulators of other jurisdictions joined the effort and in July 1988, the Basel Committee proposed an 8 percent 

minimum capital ratio, which is calculated by dividing the Core Capital and Supplementary Capital (Basel 

Committee on Banking Supervision, (1988), by risk weighting of assets. Backed by the G10 Governors, 

Committee members resolved to halt the erosion of capital standards in their banking systems and to work 

towards greater convergence in the measurement of capital adequacy. This resulted in a broad consensus on a 

weighted approach to the measurement of risk, both on and off banks’ balance sheets (BIS 2018).  

In June 1999, the Committee issued a proposal for a new capital adequacy framework to replace the 1988 

Accord. This led to the release of a revised capital framework in June 2004. This new framework, generally 

known as ‘Basel II’, comprised the following three pillars:  
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(i) minimum capital requirements, which sought to develop and expand the standardized rules set out 

in the 1988 Accord;  

(ii) supervisory review of an institution’s capital adequacy and internal assessment process; and 

(iii) effective use of disclosure as a lever to strengthen market discipline and encourage sound banking 

practices (BIS 2019).  

 

However, just when countries were implementing Basel II, the financial global crisis started and some of the 

basis of Basel II was highly questioned. The banking sector entered the 2008 financial crisis with too much 

leverage and inadequate liquidity buffers. The boom of creative lending techniques that led the housing bubble, 

the proliferation of off exchange-traded derivatives, and the use of off-balance-sheet entities, played an 

important role during the crisis. The combination of Over-the-Counter (OTC) derivatives, risk-based capital 

requirements with the gaps of Basel I and Basel II and favourable accounting rules, enabled Wall Street to create 

an assembly line for purchasing, packaging, and selling unregistered securities, such as subprime collateralized 

debt obligations, to a wide variety of institutional investors (Richard Christopher Whalen, (2008). 

These weaknesses were accompanied by poor governance and risk management, as well as inappropriate 

incentive structures. The dangerous combination of these factors was demonstrated by the mispricing of credit 

and liquidity risks and excess credit growth. Responding to these risk factors, the Basel Committee issued 

Principles for Sound Liquidity Risk Management and Supervision in the same month that Lehman Brothers 

failed. In July 2009, the Committee issued a further package of documents to strengthen the Basel II capital 

framework, notably with regard to the treatment of certain complex securitization positions, off-balance sheet 

vehicles, and trading book exposures (BASEL 2019).These enhancements were part of a broader effort to 

strengthen the regulation and supervision of internationally active banks in the light of weaknesses revealed by 

the financial market crisis. In September 2010, the Group of Governors and Heads of Supervision announced 

higher global minimum capital standards for commercial banks. This followed an agreement reached in July 

regarding the overall design of the capital and liquidity reform package, now referred to as ‘Basel III’(BIS 

2010). In November 2010, the new capital and liquidity standards were endorsed at the G20 Leaders’ Summit in 

Seoul and subsequently agreed at the December 2010 Basel Committee meeting (BASEL III Framework, 2010).  

The proposed standards were issued by the Committee in mid-December 2010 (and have been subsequently 

revised). The December 2010 versions were set out in Basel III: International framework for liquidity risk 

measurement, standards and monitoring, and Basel III (2019). The tightened definitions of capital, significantly 

higher minimum ratios, and the introduction of a macroprudential overlay represent a fundamental overhaul for 

banking regulation. At the same time, the Basel Committee and the G20 leaders emphasized that the reforms 

would be introduced in a way that does not impede the recovery of the real economy (BASEL III)).  

In addition, time was needed to translate the new internationally agreed standards into national legislation. To 

reflect these concerns, a set of transitional arrangements for the new standards was announced in September 

2010, although national authorities were free to impose higher standards and shorten transition periods where 

appropriate. Capital regulations such as new definitions and categories of capital and capital conservation buffer 

were fully implemented by member jurisdictions of the Basel Committee on Banking Supervision by the end of 

2016. Nonetheless, some risk-based capital standard, aspects of the Basel III leverage ratio, requirements for 

liquidity, requirements for systemically important banks, and the revisions to the regulatory framework for risk-

weighted assets (RWAs) are still being implemented. 

Lastly, on December 2017 the Committee’s Basel III reforms complemented the initial phase of the Basel III 

post-crisis standards that started being discussed in 2010 (McKinsey & Company, 2019). The 2017 reforms 

sought to restore credibility in the calculation of RWAs and improve the comparability of banks’ capital ratios. 

While the first phase of Basel III focused largely on the capital side of the capital ratio calculation (the 

numerator), the 2017 reforms concentrated on the denominator (Basel Committee on Banking Supervision, 

‘Basel III: Finalizing Post-crisis Reforms’ (2017). The implementation timeline for these reforms starts in 

January 2022 and ends in January 2027.  
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1.2     The evolving role of the Basel standards 

1.2.1. The growing scope of Basel capital requirements:  Capital requirements have evolved with regards to 

different aspects, including the type of banks and the number of jurisdictions complying with the Basel 

standards, as well as its legally binding effects. This section will focus on defining the scope of the 

implementation of Basel capital requirements before moving to the understanding of the reasons behind its 

growing scope. Types of institutions subject to this new regulatory framework. Basel capital requirements were 

created to prevent systemic risk exacerbated by banks that operate across national borders. Supervision of 

internationally active banks was the main focus of the Committee from its creation. According to the Basel I 

Accord, the agreed framework was designed to establish minimum levels of capital for internationally active 

banks and national authorities were free to adopt arrangements that set higher levels (‘International Convergence 

of Capital Measurement and Capital Standards’ (1988). Additionally, under Basel Committee’s Charter, 

members agreed to fully implement Basel standards for their internationally active banks.  

This evolved over time and when Basel II was published in 2004, the document mentioned not only 

internationally active banks, but also ‘banks with significant risk exposures’ and ‘other significant banks and 

their significant bank subsidiaries’ (International Convergence of Capital Measurement and Capital Standards. A 

Revised Framework’ (2004)). Basel II implementation was atypical and caused a split between the United States 

and Europe. While the United States implemented Basel slowly, partially and only for its most sophisticated 

banks, Europe implemented it for all banks (Hal S. Scott and Anna Gelpern,  2012). 

In Basel III, the international activity of banks did not seem to be the main focus of the Committee. 

Internationally active banks were mentioned only to clarify some of the standards but not as the main targets of 

the rules. For example, when explaining the countercyclical buffer, Basel III clarifies that for internationally 

active banks it will be a weighted average of the buffers deployed across all the jurisdictions to which it has 

credit exposures which might mean that this type of banks will likely find themselves subject to a small buffer 

on a more frequent basis, since credit cycles are not always highly correlated across jurisdictions. The 

discussions related to whether Basel standards should apply to all size of banks are now taking place in some 

jurisdictions due to the studies that have measured the impact of post-crisis regulatory burden and its unintended 

consequences (Andreas Dombret, (2017).  

Geographical scope of Basel capital requirements. Basel standards framework rapidly went beyond those 

jurisdictions belonging to the Basel Committee. For a variety of reasons discussed in Section I.B.2, there was an 

expansion in the number of jurisdictions applying Basel capital requirements. Under the Basel Committee’s 

Charter, only internationally active banks should fully implement Basel standards. Nevertheless, these standards 

constitute minimum requirements and members of the Basel Committee on Banking Supervision (BCBS) may 

decide to go beyond them. In September 1993, the Basel Committee issued a statement confirming that G10 

countries’ banks with material international banking business were meeting the minimum requirements set out in 

the Accord (History of the Basel Committee’ (2019).and just before Basel II was published in 2004, banks from 

120 countries had adopted the Basel I rules (Hal S. Scott and Anna Gelpern, 2012).  

Regarding and jurisdictions that are not members of the Basel Committee also report substantial Basel III, 

capital requirements have been implemented in all member jurisdictions progress in adopting these standards. 

The Financial Stability Institute publishes a regular overview of that progress showing that a significant number 

of these jurisdictions have already brought key elements of Basel III into force or are in the process of doing so 

many of which have closely followed the Basel Committee agreed implementation dates. According to the 

Financial Stability Institute, in 2012, only six non-Basel Committee countries had adopted final rules relating to 

the new definition of regulatory capital. This number increased to 44 in 2014 and exceeded 60 by the end of 

2016. By 2018, around 70 non-Basel Committee member jurisdictions had issued final rules on these elements 

of the Basel III framework (William Coen (2017)).  

The binding effects of Basel capital requirements.  The binding effects of capital requirements have also changed 

over time, expanding the scope of capital requirements. International financial regulation, in which Basel capital 

requirements are certainly included, does not share the same issuance procedures and enforcement as 

international public law. The commitments by members of the Committee are not imposed in treaties (Chris 

https://academic.oup.com/jiel/article/22/1/125/5334635#sec9
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Brummer, 2015). In this context, Basel capital requirements were not rules directly imposed to countries or 

financial institutions. They were just recommendations, and therefore, a type of soft law that turn into 

mandatory. These requirements were not formally binding to all financial systems and institutions when they 

were issued by the Basel Committee. International financial regulation is encouraged by various disciplining 

mechanisms that render it, under certain circumstances, more coercive than traditional theories of ‘soft law’ 

making it mandatory. International financial regulation defies a number of common, and indeed foundational, 

assumptions regarding the operation and compliance pull of informal legal obligations. The complex operations 

of the international financial system challenge traditional academic frameworks that classify obligations into 

hard and soft law. Whatever their character as hard or soft, these standards need to be analyzed and understood 

against their institutional backdrops and disciplining mechanisms which make them, in practice, mandatory 

(Chris Brummer, 2015).  Although its compliance is not enforceable through sanctions, other mechanisms exist 

in international financial regulation to incentivize and, somehow make mandatory, the implementation of Basel 

standards even for non-member jurisdictions of the Basel Committee. For example, bank compliant with capital 

requirements even beyond the minimum required is perceived as less risky or, in other words, more solvent. 

Also, significant evidence is available that banks often keep higher amounts of capital on their books than is 

formally required under their national regulations (Chris Brummer, 2015).  

1.2.2. Understanding the reasons behind the growing scope of Basel standards 

The expansion of the scope of Basel-based capital requirements, especially to emerging markets and non-

internationally active banks, can be explained by two primary reasons. First, international surveillance programs 

and financial assistance provided by international organizations such as the International Monetary Fund (IMF) 

and the World Bank forced many countries to comply with Basel capital requirements in order to be able to 

receive financial aid. Second, market forces and reputational concerns also served as a powerful mechanism to 

embrace the adoption of Basel capital requirements by countries and institutions beyond those initially included 

in the scope of the Basel standards. 

International surveillance programs and financial assistance. The IMF, the World Bank, and the Financial 

Stability Board—initially known as the Financial Stability Forum—have played integral roles in the adoption of 

the Basel standards (Hal S. Scott and Anna Gelpern, 2012), Chris Brummer, 2015). The fall of the Berlin wall in 

1989 and the dissolution of the Soviet Union in 1991 enabled the IMF to become a nearly universal institution. 

In 3 years, membership increased from 152 countries to 172 (International Monetary Fund, ‘(1990–2004). 

However, by then the involvement of the IMF and the World Bank was mostly related to the promotion of a 

stable system of exchange rates and macroeconomic aspects rather than financial market regulation matters 

(Chris Brummer, 2014). This surveillance involved matters such as foreign direct investment, government 

spending and transparency, exchange rate controls, and similar economic aspects, but not issues related to how 

countries were implementing financial regulation reforms with regards to banks’ performance and capital 

requirements. 

Later, the Asian financial crisis in 1990s (Masahiro Kawai and Peter J. Morgan, (2012) marked a relevant 

change in this surveillance performed by the IMF and the World Bank. As a result, many countries were forced 

to implement major reforms in their financial sector as a condition to obtain financing from the IMF (Chris 

Brummer, 2015). However, this brought consequences for many countries, not only the ones involved in the 

Asian financial crisis. International policy makers or groups of financial regulators started to promote better 

practices and standards in order to prevent capital market crises that could severely affect the stability of the 

global financial system and exchange rates. Additionally, G-7 leaders pressed for increased surveillance 

activities directed towards capital market management and, in 1998, the Financial Stability Forum—today, the 

Financial Stability Board—was in charge of identifying the internationally accepted prudential standards that 

could prevent global financial crises in the future (Financial Stability Board, ‘Our History’ (2018). These 

standards became later the basis for the global surveillance system led by the IMF and the World Bank, called 

Financial Sector Assessment Program (FSAP) (International Monetary Fund, (2018), in which the Reports on 

Observance of Standards and Codes (World Bank, ‘Reports on the Observance of Standards and Codes’ 
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(2018), include the Core Principles for Effective Banking Supervision (Basel Committee on Banking 

Supervision, (2012). 

According to Principle 16 of the Core Principles for Effective Banking Supervision, financial supervisors should 

set prudent and appropriate capital adequacy requirements for banks that reflect the risks undertaken by a 

financial institution in the context of the markets and macroeconomic conditions in which it operates. The Core 

Principles add that supervisors shall define the components of capital, bearing in mind their ability to absorb 

losses, and at least for internationally active banks, capital requirements shall not be less than the applicable 

Basel standards. Additionally, the Basel Committee does not consider implementation of the Basel-based 

framework a pre-requisite for compliance with the Core Principles, and the FSAP should be tailored to country-

specific circumstances (International Monetary Fund, 2018). Yet, FSAP grades Basel capital requirements 

compliance for the jurisdictions evaluated. In fact, FSAPs are incorporated into IMF and World Bank aid 

programs, which tie the adoption of international regulatory practices such as Basel capital requirements, to the 

conditions of the World Banks and the IMF’s loans making these standards mandatory. 

For example, Peru is not a member of the Basel Committee (‘Basel Committee Membership’ 

(2018). Nonetheless, this country is evaluated under the FSAP undertaking a full graded Basel Core Principles 

assessment of the essential criteria, as compliant, non-compliant, or materially non-compliant. According to this 

report evaluation, ‘the Superintendence of Banks, Insurers, and Private Pension Funds has made significant 

progress on the implementation of the Basel III regulatory reform agenda (IMF Staff Country Reports 

(2018).  Additionally, the assessment shows a comparison between what Peruvian regulators require regarding 

capital adequacy and Basel III standards. The differences between Basel recommendations and Peruvian 

regulations are highlighted in the report, but the implemented approaches aim to achieve the same objectives as 

Basel III and, according to the FSAP, ‘broadly equivalent’ (IMF Staff Country Reports (2018).  

Another example is the Russian FSAP report, issued in 2016 by the IMF, in which it is highlighted that the 

Russian framework for capital adequacy has been periodically updated to include Basel III standards and was 

further amended by a series of reforms, most of which became effective in January 2016. The report states that 

‘there are a few deviations from the Basel capital calculation that are in fact being eliminated according to the 

CBR [Central Bank of Russia], starting on 1 January 2016 (International Monetary Fund, (2016)).’  

Market pressures and reputational concerns. The Market pressures and reputational concerns also pushed 

regulators and banks to adopt Basel standards. This seems to be justified on several grounds. First, many 

countries may have been motivated to follow the world’s most important economies (all of them represented in 

the Basel Committee) in an attempt to replicate their financial regulatory framework not only as a way to show 

how sound their financial system is but also to be perceived in the market as compliant with a reputable 

institution such as the Basel Committee [(Enrique Marshall, Diario Financiero (2018)]. Therefore, regardless of 

the country’s financial problems and priorities, which we will explain further, many jurisdictions might be 

indirectly forced to adopt these new capital requirements [(Sergio Clavjio, (2012; Isabel Mayioral Jimenez, 

(2012)].  Second, currently the number of banks that interact in international markets is higher than when the 

Basel Committee was founded. The number of international banks in the globalized world has increased, as well 

as the complexity of financial conglomerates. In 1995, around 20% of the banks were international banks. In 

2013, almost 40% of the banks worldwide were international banks, despite the fact that the number of 

international banks decreased in 2008 and 2009 as a result of the global financial crisis [(José María Álvarez, 

Javier Pablo García, and Olga Gouveia, (2016)]. The more active a bank is internationally, the more incentivized 

it will be to implement Basel standards. Due to the reputation of the Basel Committee, many market participants 

(including lenders, investors, and credit rating agencies) may appreciate, and even encourage, Basel standards 

implementation. After all, these rules are enacted by a group of developed countries theoretically equipped with 

many experts to provide advice on how to design a better financial system. For example, investors in financial 

institutions with low capital ratios generally require a bank issuer to accept lower prices or higher return rates 

for their securities to reflect the increased risk associated with their investment (Chris Brummer,  2015). These 

market discipline mechanisms are particularly important in the context of capital adequacy requirements 

because to capitalize a bank at a reasonable cost, the bank usually needs to appear attractive to investors in 
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international financial markets. In some jurisdictions, this need seems to have pushed some banks themselves to 

ask their regulators to implement Basel reforms.  Third, the costs of comparing financial systems and institutions 

will be lower if international practices are standardized. Indeed, since standardization saves resources associated 

with gathering and analyzing information, countries and institutions may have incentives to adopt internationally 

accepted standards. Even if they convincingly explain why they are not complying with international standards, 

this explanation would be more costly to process by third parties. Moreover, credit rating agencies also tend to 

be a source of information for domestic financial regulators with regards of how peer jurisdictions are 

complying with Basel standards [Mahir Binici, Michael Hutchison and Evan Weicheng Miao, (2018)]. As a 

result of the higher costs associated with explaining why a country might not need to adopt these international 

standards, and therefore, the market punishment associated with this lack of compliance, countries and 

institutions will reasonably have incentives to comply with Basel standards. 

 

1.3     Unintended Consequences of Basel Capital Requirements  

Overview:  While the imposition of higher capital requirements for banks may promote a more resilient global 

financial system [Mathias Dewatripont and Jean Tirole, (1994), Douglas W. Diamond and Raghuram G. Rajan, 

(2000); Douglas W. Diamond and Raghuram G. Rajan, (2001)] the Basel Committee does not seem to have 

carefully assessed the unintended consequences potentially created by this policy [(IMF (2011); Viral V. 

Acharya, (2012)]. especially in the context of emerging markets. First, financial regulators around the world 

may have different regulatory objectives, or at least different priorities. For instance, in emerging markets, 

financial inclusion can be as important as financial instability due to the economic and social problems that the 

lack of enough access to financial services may generate in these countries. Moreover, since many emerging 

economies do not even have a large banking sector, financial stability might not be a major concern for the 

global financial system due to the probably smaller systemic effects that a crisis in these countries may create. 

Additionally, divergences across jurisdictions and financial sectors may lead to different problems as shown 

during the 2008 global financial crisis. For example, while the US financial crisis was originated by a 

combination of factors mainly related to the securitization of poor-quality loans, the Spanish banking crisis was 

due to a variety of local factors (e.g. housing bubble, poor corporate governance of Spanish saving banks, etc.) 

intensified by the global financial crisis, and Colombia did not experience any major financial problems during 

the period of the global financial crisis. Therefore, the different problems and infrastructures existing across 

financial sectors may require different regulatory responses. Thus, the ‘one-size-fits-all’ solution promoted by 

the Basel Committee not only may create some costs of implementation, but it might not even be necessarily to 

address the particular issues existing in a country. Finally, it should be taken into account that, at least at a firm 

level, equity is more expensive than debt due to several factors, including the tax subsidies of debt and 

asymmetries of information between firms and investors. Moreover, in many emerging economies, in which 

capital markets might not be deep enough to allow firms to raise capital, many companies might be forced to list 

their shares abroad. This could be particularly the case of banks operating in emerging markets that might be 

forced to raise capital abroad in order to be able to comply with Basel capital requirements. Therefore, these 

foreign listings and issuances—sometimes just to comply with the Basel standards—will significantly increase 

transaction costs. And if so, banks may end up either (i) reducing their lending activity as means of reducing 

their risks and therefore their needs for higher capital requirements, or (ii) increasing to their consumers the 

costs of their financial services. In both cases, these higher transaction costs will exacerbate the problem of 

financial exclusion already existing in many emerging economies. 

 

1.3.1   Different priorities of financial regulators 

The Basel Accord, like most financial regulation, reflected the priorities of its drafters. These included concerns 

about financial stability and the overall robustness of international capital markets, most of which, if not 

entirely, where in G10 jurisdictions. From an economic perspective, financial regulation seeks to minimize 

information asymmetries, negative externalities, and other market frictions that may undermine the ability of the 

financial system to perform its functions [(Dwight B. Crane, Kenneth A. Froot, Andre F. Perold, Robert C. 

Merton, and Peter Tufano 1995); Ross Levine, ‘(1997) 35 Journal of Economic Literature 688 (1997); John 

Armour et al.,  2016)]. 
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 Since this type of frictions may differ across jurisdictions, the concrete legal goals of a financial regulator 

could also vary. Therefore, along with the divergences that countries may have in terms of financial priorities, 

different problems and infrastructures may lead to different regulatory objectives. Indeed, financial regulation in 

a developed economy usually seeks to pursue similar goals, mainly associated with investor protection, the 

prevention of financial crime, and the promotion of competition, market efficiency, and financial stability (John 

Armour et al., 2016; Monetary Authority of Singapore, (2015). However, whereas most countries around the 

world can reasonably agree on the desirability of these goals, many economies might need to pursue other 

regulatory objectives (e.g. financial inclusion), or the weight of each goal may differ across jurisdictions. 

For example, some emerging economies may prioritize financial inclusion just as much as they do financial 

stability. In order to grow their economies in a sustained fashion or to achieve financial security for unbanked or 

underbanked swaths of their domestic populations, they may choose ostensibly less onerous regulatory strategies 

to kick start and drive development. Moreover, since the type of financial institutions operating in many 

emerging economies might be relatively small, domestic, and with a simple business model, the concerns for 

financial stability and systemic risks cannot be as powerful, or at least as complex to address, as it can be the 

case of other countries or financial institutions. Therefore, the imposition of a financial regulation mainly 

focused on addressing systemic risk may exacerbate some local problems (e.g. financial exclusion) without 

creating any clear gains in terms of financial stability for some jurisdictions. As a result, Basel capital 

requirements should be sufficiently tailored to respond to the economic priorities of a particular system. 

 

1.3.2   Cross- jurisdictional differences in market structure and systems 

The types of problems and infrastructures existing in a country may also diverge significantly. For example, 

some countries exhibit more market-based financial systems while other jurisdictions may have larger banking 

systems (Franklin Allen and Douglas Gale, 2001). A country may have a developed capital market while that 

might not be true for many other economies. Derivative markets can be very developed in many economies 

while derivatives in many countries might be even prohibited or strongly discouraged. Banks in some 

jurisdictions may adopt the legal form of corporations while financial institutions in other countries may take the 

form of cooperatives or some type of non-profit organizations (Pablo Martín-Aceña, (2013). Some countries 

may apply international reporting financial standards while other countries may follow local accounting rules. 

The banking system of a particular country can be formed by many small financial institutions while other 

banking sectors are mainly governed by a few major financial conglomerates. 

These divergences, among many others, may lead to different economic and financial problems and 

infrastructures that might require different regulatory responses. For example, in countries with a large banking 

sector, financial stability and systemic risk are probably considered major issues for financial regulators. 

Likewise, in countries with well-developed capital markets and many sophisticated investors and participants, 

the regulator can rely more on the market as a way to protect investors. By contrast, in countries in which the 

market is not able to accurately price the governance and performance of a firm, the regulator might need to be 

more paternalistic. 

The United States faced in 2008 one of the hardest financial crisis in the history mainly due to a housing bubble 

and the securitization of subprime mortgages [(Hal S. Scott and Anna Gelpern,  2012). Comparing the US 

financial crisis with those existing in Asia and Europe, Ross (P. Buckley, Emilios Avgouleas, Douglas W. Arner, 

(2018)]. The Colombian financial system, nevertheless, was sound at the time [(Autorregulator del Mercado de 

Valores, (2009); José D. Uribe and Hernando Vargas,  (2002); Jose E. Gomez-Gonzalez and Nicholas M. Kiefer,  

(2007)]. 

However, the country faced a major crisis in the ‘90s due to a variety of macroeconomic factors. In Spain, the 

2010 banking crisis, while affected by international factors (including the US and the Eurozone crises), was 

mainly due to a variety of internal problems [(Javier Suárez, (2010); Eloisa Ortega and Juan Peñalosa, (2012); 

Aurelio Gurrea Martínez, 2015), including a housing bubble and the poor governance structure of Spanish 

saving banks (Cajas de ahorros)], which were not ‘corporations’ but ‘foundations’ and were mainly managed 

by politicians. The Basel requirements may also have different consequences across jurisdictions. For example, 
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in developing economies, the imposition of capital requirements may exacerbate the problem of pervasive 

financial exclusion.  

The Basel Accord at its essence requires companies to issue shares, or avoid lending to presumed risky 

borrowers, where they are deemed to have insufficient capital. In many developing countries, borrowers are by 

definition more ‘risky’ than borrowers in more developed jurisdictions. Furthermore, in countries with 

underdeveloped capital markets, the costs associated with issuing shares can be much higher due to the inability 

of a bank to raise capital in local markets. Therefore, the issuance of shares becomes more expensive due to 

higher transaction costs (e.g. hiring local and foreign lawyers). It can also have a direct impact on the allocation 

and access to credit in a jurisdiction. In China, for example, it has been shown that the implementation of capital 

requirements can lead to lending discrimination against small businesses [(Li Ma, Miao Liu, Junxun Dai, and 

Xiang Huang, (2013)].  

Therefore, while several arguments (mainly associated with systemic risk and the globalization of financial 

services) justify a global approach to financial regulation, the specific features of a country should be taken into 

account since market and regulatory infrastructures differ across jurisdictions. If financial regulators follow a 

one-size-fits-all approach, not only countries will be bearing some costs that may be undesirably harming their 

economies, but perhaps more importantly for financial regulation, these policies cannot be even protecting the 

stability of the financial system. 

 

1.3.3   The economic implications of higher capital requirements 

This section explains why equity is more expensive than debt, particularly in emerging markets. Namely, it shows, at 

a firm-level perspective, that debt is cheaper than equity due to a variety of factors, including the tax subsidies of debt, 

asymmetries of information, and the costs associated with raising capital—especially in many civil law countries 

where these transactions require shareholder approval, intervention of public notaries and bear other transactions 

costs. In emerging markets, rising capital becomes even more costly since, as the result of their underdeveloped 

capital markets, many firms seeking to raise equity (sometimes, because the law requires a minimum level of capital 

as it happens in the context of financial institutions) are required to list their shares oversee. Therefore, listing and 

issuing shares abroad increase transactions costs, making capital more costly. 

This argument is not different for banks. In fact, since banks can borrow money even cheaper—due to the fact that a 

large part of a bank’s debt structure comes from deposits that are a source of finance almost free of charge for the 

bank—the differences between the cost of debt and the cost of equity may be even more pronounced. Hence, banks 

will be forced to have higher levels of equity in order to comply with Basel standards, and equity is more expensive 

especially for banks operating in emerging markets because they need to raise capital broad. This situation causes 

various adverse effects. 
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First, banks can be incentivized to restrict lending. By reducing their lending practices, they will incur in less 

risky activity—and there is nothing riskless than not borrowing or investing at all—and if so they will be 

required to have lower levels of capital according to the Basel standards. Second, banks can be incentivized to 

preserve the volume of its lending activity but charging more for their loans. Thus, they will be able to recover 

the higher costs associated with the equity that they will be forced to have if they want to lend money. In either 

case, the economy will be harmed since individuals and firms will have lower access to finance. 

In the context of emerging markets, this harm will become greater due to the greater problems of financial 

exclusions existing in these countries. Therefore, while the imposition of new capital requirements for banks can 

create adverse effects for any economy, it will be more costly for banks from emerging markets. This argument, 

linked to the fact that, as it was discussed in the previous section, emerging markets may have different 

problems and financial priorities, and the implementation of Basel might not even be necessarily in the first 

place, will make us argue that the implementation of Basel capital requirements can be socially undesirable in 

these countries. This table provides the findings of 13 research studies ranging from 1971-2015 period covering 

banks of USA, Swiss, UK, Canadian, and 13 OECD Banks. All these studies confirm tightening of bank capital 

decreases the loan growth, increase in interest cost and a decline in the GDP growth.  

 

1.4      Why equity is more expensive than debt at a firm level 

In a seminal work, Modigliani and Miller showed that, in a world with no asymmetries of information, no 

transaction costs, no taxes, and no costs of bankruptcy, the value of the firm is independent of its capital 

structure (Franco Modigliani and Merton Miller, (1958)). Therefore, it is irrelevant whether the firm’s assets are 

financed by debt or equity. Subsequent studies, however, showed that, once these ‘market frictions’ are included 

in the model, the use of debt can increase the value of the firm, or at least it will be preferred by the shareholders 

of a company (including banks) due to a variety of reasons.  

First, the use of debt may reduce agency costs between managers and shareholders in several ways. On the one 

hand, the use of debt will encourage managers to generate cash-flows as means of avoiding the risk of 

insolvency and therefore the risk of losing their jobs. Therefore, by generating more cash flows, not only the 

managers can reduce agency problems but they can also maximize the value of the firm. On the other hand, the 

use of debt may encourage creditors to monitor debtors’ behaviour and investments projects. Therefore, it may 

improve the governance and performance of the firm. Finally, the existence of debt may reduce the amount of 

free cash flows that managers may waste when running the firm [(Michael C. Jensen, (1986)]. This waste of 

resources can be done in several ways, including tunnelling and ‘empire buildings’ with the purpose of making a 

hostile takeover harder or just getting more power, popularity or private benefits of control. Analyzing how the 

threat of a hostile takeover generated by a market for corporate control may reduce agency costs, see the seminal 

work by Henry G. Manne, (1965), also Frank H. Easterbrook and Daniel R. Fischel, (1981); Michael C. Jensen, 

(1986); Michael C. Jensen, (1994). 

Second, the use of debt may generate a positive signal to the market in a world of asymmetries of information. 

Indeed, according to the pecking order theory (Stewart C. Myers and Nicholas S. Majluf, (1984). Companies 

prefer to use debt over equity due to the asymmetries of information existing between insiders (i.e. managers 

and controlling shareholders) and outsiders (i.e. minority shareholders and creditors) (Stewart C. Myers and 

Nicholas S. Majluf, (1984); Richard Brealey, Steward Myers, and Franklin Allen, 2011). If the insiders know 

that the company is not going to generate enough cash flows to repay its debts, they would likely prefer to use 

equity over debt. Otherwise, if they decide to use debt and the company does not generate enough cash flows to 

meet its payments, the company may become insolvent. And if so, managers may end up losing their jobs and 

the controlling shareholders may lose their investments. So the managers (sometimes encouraged by the 

controlling shareholders) will have incentives to prefer equity when they are not sure about the performance of 

the company and its future ability to generate cash flows. By deciding to use debt, then, the market may perceive 

this choice as a positive signal, since the insiders seem to believe in the firm’s ability to generate cash flows. 

Third, the use of debt can be less expensive because it is generally subsidized by the state through the tax system 

(Anat R. Admati et al., (2012). Fourth, by using debt instead of equity, shareholders are able to externalize the 
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costs of bankruptcy. Fifth, the use of debt does not require the costly procedure to increase capital existing in 

many countries. Moreover, in emerging economies, the issuance of shares may be even more costly, since firms 

might be forced to list their shares and raise capital oversee due the smaller size and depth of their local capital 

markets. Therefore, these companies will have to bear significant transaction costs (e.g. fees charged by local 

and international lawyers). 

Finally, for the specific context of banks, the use of debt can be even cheaper than for other firms, since part of a 

bank’s debt structure consists of deposits from the general public obtained almost for free. Therefore, while 

obtaining equity can create several costs (e.g. issuance of shares), borrowing money from depositors can be an 

easy and cheap task for a bank. Hence, an all-equity bank will be a less valuable bank than one funded at least in 

part by deposits (John Armour et al (2016). 

As a result of these factors, firms—including banks—will prefer debt over equity. Moreover, while many firms 

may have incentives to restrict the use of debt up to certain limits due to the risks and costs of bankruptcy 

(Jonathan Berk and Peter DeMarzo, 2011) this deterrence effect might not be powerful enough in the context of 

financial institutions—particularly large banks. Indeed, in these entities, many managers might think that the 

government will not let the institution fail. Therefore, the costs of bankruptcy might not serve as a powerful 

device to constrain the use of debt (John Armour and Jeffrey N. Gordon, (2014). 

For all of these reasons, it can be reasonably argued that, whereas it is not clear whether debt is cheaper than 

equity from a social welfare perspective (Anat R. Admati et al., ‘(2013; Anat R. Admati and Martin F. Hellwig  

(2013); Jochen Schanz et al., 2019). David Miles, Jing Yang, and Gilberto Marcheggiano, (2011), banks will 

find more costly to raise equity, especially in emerging economies. Therefore, by increasing capital requirements 

for banks, there will be two possible responses. First, banks may be incentivized to restrict lending as means of 

reducing their level of risk. By doing so, the bank will be required to have lower levels of capital to comply with 

Basel standards. Second, banks can be incentivized to preserve the volume of its lending activity but charging 

more for their financial services. Thus, they will be able to recover the higher costs associated with increasing 

equity. In either case, the imposition of these higher capital requirements may harm firms’ access to finance in 

any economy, while it may exacerbate the problems of financial exclusions existing in emerging markets. 

 

1.4.1    Evidence: Why higher capital requirements can be harmful for developed countries 

In the past years, many empirical studies have analyzed the impact of implementing new capital requirements in 

various countries around the world (Natalya Martynova, (2015). For example, using data for the UK banks 

subject to time-varying capital requirements in 1998–2007, some authors show that one percentage point rise in 

capital requirements reduced credit growth in the United Kingdom by 6.5–7.2% (Shekhar Aiyar, Charles 

Calomiris and Tomasz Wiedalek, (2014). Likewise, other studies conducted in the United Kingdom showed that 

higher capital requirements provide an upper bound estimate of 4.5% reduction in lending associated with a one 

percentage point increase in risk-weighted capital requirement (Joseph Noss and Priscilla Toffano, (2014). 

Assessing the transition from Basel I to Basel II in France, another empirical study showed that a 2% reduction 

in capital requirements led to an increase in aggregate corporate lending of 1.5%. In Italy, it was found a 2% 

contraction in credit supply when banks became more capitalized after the collapse of Lehman Brothers. Finally, 

using data for 250 large banks in the euro area, other authors found that forcing a banking group to increase its 

Core Tier 1 ratio by one percentage point was associated with a reduction in this group’s credit growth by 1.2% 

(Jean-Stephane Mesonnier and Allen Monks,  (2014). 

In the United States, the empirical evidence also shows some interesting results for the assessment of the 

economic implication of increasing banks’ capital requirements. Though most of these studies do not show the 

impact of higher capital requirements on the volume or cost of credit, they show a correlation between higher 

capital requirements and an increase in the size of the shadow banking system. The reason seems to be quite 

straightforward—shadow banks take advantages of the regulatory arbitrage generated by the imposition of 

higher capital requirements to traditional banks. Therefore, while higher capital requirements for banks may 

enhance the stability of the financial system, increasing banks’ capital requirements makes the overall financial 

system riskier. 
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Why higher capital requirements can be even more harmful for emerging markets. In an empirical study of the 

Colombian banking system, one of the authors of this paper tests whether additional capital requirements—as 

the ones recommended by Basel III—make loans more expensive and also affect the expansion of lending in 

Colombia (Guillaume Plantin, (2015); Viral V. Acharya, Philipp Schnabl, and Gustavo Suarez,  (2013); Gary 

Gorton and Andrew Metrick, (2010); Zoltan Pozsar et al., (2010), Divisions of Research & Statistics and 

Monetary Affairs, Federal Reserve Board (2013), Juliane Begenau, Saki Bigio, and Jeremy Majerovitz, (2016).  

Unlike previous studies conducted in emerging economies, this paper does not provide any robust evidence 

regarding the impact of increasing capital requirements in the supply of loans. Nevertheless, it shows that these 

higher requirements in Tier 1 capital—core equity capital specifically—make loans more expensive in 

Colombia. Therefore, the implementation of Basel capital requirements actually reduced people’s access to 

finance in Colombia. 

This effect becomes particularly worrying in Colombia because, as in other emerging economies, the country 

faces significant financing necessities. Moreover, the lack of developed capital markets and other alternatives 

sources of finance not only make harder to promote financial inclusion and economic growth, but it encourages 

some opportunistic and even criminal forms of lending such as the so-called ‘shark loans’, particularly common 

in the country (Era Dabla-Norris et al (2015)). Another emerging economy negatively affected by the 

implementation of capital requirements is China, where imposing higher levels of equity resulted in lending 

discrimination against small businesses (Li Ma et al., (2013)). Moreover, it was found that the implementation 

of capital requirements had a significant impact on China’s banking industry. Namely, it made banks reluctant to 

take risks (even tolerable risks) what it can be particularly harmful for financing innovation and growth. 

Therefore, even though the evidence suggests that the implementation of Basel capital requirements may have 

adverse effects for developed economies, it seems the tradeoffs may be even higher in developing markets, not 

only in light of recent empirical data, but also, as mentioned earlier, due to the pervasive challenge of financial 

exclusion. 

 

1.4.2    Implications 

We have shown that increasing higher capital requirements for banks may harm individuals’ and firms’ access to 

a variety of financial services, including credit, deposits, payments, insurance, and risk management (Asli 

Demirgüç-Kunt, A., (2008)). Thus, various costs can be created, especially in the context of emerging markets. 

First, as shown by the law and finance literature, financial development is usually associated with economic 

growth (Ross Levine, (1997); Stijn Claessens and Konstantinos Tzioumis, (2006); Ross Levine, ‘(1999); 

Thorsten BeckAsli Demirgüç-Kunt and Ross Levine, (2007); Rafael La Porta et al., (1997); Rafael La Porta et 

al., (1998); Rafael La Porta et al., (2000); Ross Levine, 2005), 865–934; Raghuram G. Rajan and Luigi Zingales, 

(1998). This is the result of the ability of the financial system to channel funds from savers to borrowers, 

facilitate exchanges through the payment system, select value-creating projects, improve debtors’ and firms’ 

behaviour and performance, and facilitate risk management (John Armour et al., 2016). Therefore, a decrease in 

the financial services activity can be harmful for the real economy. Second, the lack of use of financial services 

may increase a country’s hidden economy. For instance, if individuals and firms do not use electronic payment 

systems and most of their transactions are paid in cash, it will be easier to avoid taxes and governmental control. 

And this problem can become particularly harmful for many emerging (even developed) economies already 

suffering from this problem. 

Third, higher regulatory costs in the banking system may create regulatory arbitrage (Wolf-Georg Ringe, (2015). 

Therefore, not only it may be unfair in the sense that entities providing similar services might not be enjoying 

the same level playing field, but it can also increase the size of the shadow banking system (Stijn Claessens and 

Lev Ratnovski, 2019); Guillaume Plantin, (2015); Viral V. Acharya, Philipp Schnabl, and Gustavo Suarez, 

(2013); Gary Gorton and Andrew Metrick, (2010); Zoltan Pozsar et al., (2010), Eddy Wymeersch, (2017), 

Steven L. Schwarcz, (2017). Fourth, people’s inability to have access to financial services through the banking 

system may be incentivized to use some forms of ‘shark loans’ as a way to finance their consumption. And this 

illegal lending practices—primarily existing in emerging economies (Era Dabla-Norris et al., (2015)—not only 

can be harmful from an economic perspective but they can also create several problems of security. For this 
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reason, it seems particularly relevant to analyze the direct and indirect effects generated by the imposition of 

new capital requirements, especially in emerging markets. 

This section has shown that different countries may exhibit different problems, infrastructures, and financial 

priorities that may justify different regulatory responses. Therefore, the one-size-fits-all model of regulation 

incentivized by the Basel Committee may create several problems without necessarily improving the robustness 

of a particular financial system. In our opinion, the presence and power of certain countries in the Basel 

Committee makes Basel standards a bit biased towards those problems and financial priorities existing in their 

economies. Therefore, while several arguments (mainly associated with systemic risk and the globalization of 

financial services) justify a global approach to financial regulation, the particular features of a country should be 

taken into account. Otherwise, not only countries will be bearing some costs that may undesirably harm their 

economies, but perhaps more importantly for financial regulation, these policies cannot be even enhancing the 

stability of the financial system. 

 

1.4.3   Proposal 

Tax system:  A simple change in the tax system may favour the capitalization of banks in a more efficient way 

than the costly rules imposed by the Basel Committee. Namely, we propose that the Basel Committee expand its 

supervisory mandate to explore tax strategies in concert with the Organisation for Economic Co-operation and 

Development (OECD) wherein companies may deduct an implied interest of equity [(Frédéric Panier, Francisco 

Pérez-Gonzáles, and Pablo Villanueva, (2015)]. Likewise, member countries should consider independently 

implementing tax strategies wherein the tax benefits of debt are abolished for financial institutions [(Anat R. 

Admati et al., (2010); Mark Roe and Michael Troege, (2016), Aurelio Gurrea-Martínez, (2017)]. Thus, banks 

would have more incentives to increase capital from two different ways: by punishing debt and by favouring 

equity through the tax system. 

In our opinion, while some may argue that the unfavourable treatment of debt may lead to an increase in the cost 

of credit, we do not think this result will occur for two primary reasons. First, our proposal would 

simultaneously include softening the regulatory costs in terms of capital requirements directly or indirectly 

imposed by the Basel Committee. Therefore, the potential increase in the cost of credit generated by abolishing 

the tax benefits of debt would be offset for this reduction of regulatory costs. Second, by giving tax benefits to 

equity, this source of finance would become cheaper. Therefore, this proposal would incentivize banks to have 

higher capital requirements without pushing countries to change their financial priorities, harm their economies, 

or suffer other unintended consequences generated by the implementation of Basel standards. 

 

1.4.4    Regional Committees for the Basel Committee on Banking Supervision 

The particular features and problems of each financial system seem to require a more tailored regulation. 

Therefore, even though various factors (including financial stability and the globalization of finance) require a 

global approach to financial regulation, a local or at least regional focus seems to be needed in the Basel 

Committee. In that way, countries can inform the rulemaking process in ways that help alert rule writers as to 

the distributive impact of the rules, and costs for local economies, that certain reforms may entail. For that 

purpose, we think that the Basel Committee’s regional meetings should have greater say in the production of 

rules that impact their domestic financial system. 

Currently, regional forums are just that, forums, and most developing countries have no say in the formulation of 

international capital standards. We propose that a mechanism of review be launched, along with expanded 

participation in activities setting the objectives of new rounds of policymaking. At present, the only recourse for 

countries disinterested in Basel rules that they have adopted under domestic law is undercompliance in the form 

of regulatory forbearance. This, however, leads to incentives to underimplement even helpful rules necessary for 

growing a domestic financial system. It can also help promote cultures of noncompliance among domestic 

supervisors and an undermining of the rule of law. A better strategy is to have more countries directly 

participating in the reforms, early on. This can increase the fairness of international standards, while also 

heightening their compliance pull. 
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1.4.5   Further steps to avoid a one-size-fits-all assessment of financial systems and institutions 

Even when the recommendations of the Basel Committee are not directly applicable to many countries and 

institutions, this paper has showed how a variety of factors (including market forces and the role of international 

organizations) might create considerable pressures to conform with Basel capital requirements, regardless of 

their relevance for a country’s developmental and legal status. Many of these pressures are related to the role 

and power of the market. Market participants may choose to punish banks operating in jurisdictions that do not 

comply with Basel standards. Non-compliance may be viewed, as mentioned above, as a signal of risk. In some 

instances, however, such stances may prove unwarranted, and even unhelpful, but with no alternative sources of 

information they may be left with no choice. An optimal system would allow investors, lenders, and other 

financial intermediaries that are stakeholders in Basel compliance to make their decisions based on the particular 

features of a country. Countries and governments can help. But it may be worth also including the Basel 

Committee and the IMF as well, allowing countries subject to surveillance to state their own case in official 

international assessments to provide color to official international monitoring. 

Summary:  This section has argued that the implementation of Basel capital requirements may create some 

unintended consequences. On the one hand, higher capital requirements may reduce people’s access to finance, 

and this effect can be particularly harmful in emerging markets taking into account their less developed capital 

markets and their greater problems of financial exclusion. On the other hand, Basel standards do not take into 

account the particular features of a country, despite the fact that, forced by the market and many international 

organizations, most countries around the world end up adopting these practices. Therefore, the one-size-fits-all 

model of regulation incentivized by the Basel Committee may create several problems without necessarily 

improving the robustness of a particular financial system. 

We have suggested various policy recommendations to promote a more resilient financial system without 

hampering financial inclusion and economic growth. First, we have proposed to use the tax system to 

incentivize the capitalization of banks. Second, we have also argued that regional committees should play a 

major role in the Basel Committee. Thus, it will be easier to understand the particular needs and problems of a 

country or region before implementing policies that may end up affecting the global economy. Finally, we also 

urge investors, lenders, credit rating agencies, and other financial intermediaries to pay more attention to the 

specific features of a country. By abandoning the one-size-fits-all approach that seems to prevail in financial 

regulation, not only investors will enjoy a greater level of protection but, more importantly, countries will be in a 

better position to address their local problems and priorities without harming, but rather enhancing, the stability 

of the global financial system. 

 

Section II: From Failure to Failure-The Politics of International Bannking Regulation 

The much-discussed Basel III proposals, a set of rules to govern the inter- national banking system drawn up by 

the Basel Committee on Banking Supervision (BCBS), have been the centrepiece of efforts to strengthen the 

global financial architecture in the wake of the recent economic crisis. However, despite the enormous political 

will behind them, the proposals have fallen far short of their creators’ aims. Even more puzzlingly, this is not 

without precedent. Partly in response to the Asian financial crisis of 1997, the Basel Committee attempted to 

overhaul global banking rules in order to ‘promote safety and soundness in the financial system’ (BCBS, 1999: 

5). The culmination of its five-year efforts, the Basel II Accord, was abandoned by regulators before ever being 

fully implemented. In this paper, we can ask why Basel II failed to meet the Basel Committee’s objectives and 

why Basel III has encountered a similar fate. In other words, one can ask why international banking regulation 

has gone from failure to failure.  

To answer this question, Lall (2012) build on foundational theoretical work on the politics of global regulation 

by Walter Mattli and Ngaire Woods (2009). Mattli and Woods set out the conditions under which different 

regula- tory outcomes–such as those that serve narrow vested interests (capture regulation) and those that serve 

the broader public interest (common in- terest regulation)–are expected to occur.  Lall (2012) argue that Mattli 

and Woods’ framework, as a comparative-static analysis, neglects key temporal dimensions of regulation that 

are central to any understanding of process-related politics. It is only by conceiving of rulemaking as a process 

that unfolds over time Lall (2012) that we can understand the full range of factors that give rise to different 
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regulatory outcomes. Lall (2012) outlined an alternative analytical frame- work, drawing on historical 

institutionalism–both classical variants and more recent refinements of the theory in the context of cross-border 

market regulation–which offers powerful insights into the politics of the Basel process (Farrell and Newman, 

2010; Fioretos, 2010; Posner, 2010). Specifically, it allows us to understand why certain actors, namely large 

international banks, were able to systemically manipulate the provisions of Basel II and Basel III to their 

advantage, extracting rents and maximizing profits at the expense of other stakeholders. In both cases, the 

ultimate con- sequence was an agreement that failed to achieve the Basel Committee’s initial objectives. The 

success of this ‘dynamic’ framework in accounting for the failure of Basel II and Basel III is an invitation to 

scholars in the field of International Relations (IR) to take ‘time’ seriously as an analytical variable.  

There are few areas of regulation as closely linked to broader macroeconomic stability and efficiency as banking 

regulation. Banks occupy a pivotal position in the economy, both as the basis of an efficient payments system 

and the key agents of financial intermediation – that is, transform- ing the savings of those with a surplus 

(lenders) into productive investment by those with a deficit (borrowers). In part to protect the deposit insur- ance 

fund and in part to minimize the enormous negative externalities associated with bank failures, regulators 

impose a variety of prudential standards on banks aimed at ensuring their soundness throughout the economic 

cycle. Over the past 25 years, capital adequacy requirements have emerged as the dominant form of prudential 

regulation. The ratio- nale for regulatory capital–largely made up of shareholders’ equity–is to provide a buffer 

against unexpected losses, allowing banks to avoid default during periods of low or negative earnings.  

Unfortunately for the banks, capital requirements come at a cost. Equity is a significantly more expensive source 

of financing than debt, largely due [Graham (2000)]  to tax advantages and implicit government guarantees for 

the latter. When banks are forced to maintain capital buffers exceeding their preferred level, they view these 

requirements as a form of ‘regulatory taxation’. By lowering capital levels, banks can reduce funding costs, 

increase leverage and boost their return on equity. For institutions with sizeable asset bases, a tiny percentage of 

reduction in capital requirements can represent a wind- fall of billions of dollars. By hijacking the negotiations 

for Basel II and Basel III, large international banks succeeded in minimizing their required levels of capital, with 

potentially disastrous consequences for the stability of the international financial system. Understanding why 

these initiatives failed to achieve the proper goals of capital regulation has important im- plications for future 

efforts to reform global regulatory standards and, as a consequence, for the future health of the global economy. 

Such an investigation will yield substantive conclusions about the conditions needed to produce rules that serve 

the interests of society as a whole – and not just the interests of those being regulated.  

This section is organized as follows. Sub-Section II begins with a brief history of the Basel Committee, 

culminating in its failure to achieve its stated aims for Basel II. This is followed by a critical assessment of the 

existing explanations for this failure in the Iinternational Relation literature. Sub-Section III presents my 

dynamic theoretical framework and then examines the events leading up to the publication of Basel II, testing 

the hypotheses derived from my framework through the method of process tracing. Sub-Section V turns to the 

latest attempt to revise international capital adequacy standards, Basel III. Lall (2012) argue that the very same 

factors that caused Basel II’s failure have prevented any meaningful progress for its successor.  

 

2.1      BASEL II: Origins and failure  

The BCBS was established in 1974 at the Bank for International Settlements (BIS), a meeting place for central 

bankers created after World War I. Until very recently, the Committee consisted of members of the Group of 

Ten (G- 10) plus Luxembourg and Spain, each represented by their central bank and the authority responsible 

for domestic banking supervision (G-20 countries-2009) this was not the central bank). Although the 

Committee’s initial work focused on determining the responsibilities of home and host country regulators vis-a` 

-vis cross-border banks, its mandate expanded in the 1980s as regulators in the United States (US) looked for a 

way of defending their domestic banking industry against increasing Japanese competition. The 1988 Accord on 

Capital Adequacy (Basel I), the first international framework for the capital regulation of major banks, set 

minimum capital requirements based on two ratios – a ratio of Core Tier 1 capital to risk- weighted assets of 2 

per cent and a ratio of Tier 1 plus Tier 2 capital to 3 risk-weighted assets of 8 percent (BCBS,1988). 
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Assets were risk weighted according to the credit risk of the borrower– i.e. the risk that the borrower will default 

on his loan. Government bonds, for example, had a zero per cent risk weighting, which meant that no capital 

was required to back them. Corporate loans, on the other hand, had a 100 percent risk weighting, which meant 

that capital constituting the full 8 per cent of the value of the loan was needed to back them.  

By the late 1990s, Basel I had come to be seen as a blunt instrument that was ‘useless for regulators and costly 

for banks’ (quoted in Wood, 2005: 129). The Asian financial crisis demonstrated that the risks facing banks had 

become more complex and that the existing capital framework had failed to keep up with the pace of financial 

innovation. Basel I pro- vided easy opportunities to engage in regulatory arbitrage–exploiting the difference 

between economic risk and regulatory requirements to reduce capital without reducing risk. First, under its 

crudely defined risk categories, the same amount of capital was required to back assets with very different risk 

profiles (such as loans to secure blue-chip companies and retail customers’ overdrafts). This gave banks an 

incentive to move towards riskier, higher-yielding assets within a given risk category (from blue-chip loans to 

retail overdrafts). Second, Basel I’s narrow focus on the traditional ‘originate-to-hold’ model of banking 

provided incentives for banks to shift assets off the balance-sheet to lower capital requirements, typically 

through securitization. The consequence of these activities was that overall capital levels in the banking system, 

which had risen sharply after Basel I came into effect in the early 1990s, were now beginning to [Wood (2005: 

124)].   

In September 1998, the BCBS announced that it would officially review Basel I with the aim of replacing it with 

more stringent rules. According to the BCBS, the new accord would have the following key objectives: ‘(1) The 

Accord should continue to promote safety and soundness in the financial system and, as such, the new 

framework should at least maintain the current overall level of capital in the system; (2) The Accord should 

continue to enhance competitive equality; (3) The Accord should constitute a more comprehensive approach to 

addressing risks’ (BCBS, 1999: 5). After five years of negotiations, notice-and-comment rounds and impact 

studies, the BCBS finally announced that it had agreed on a new capital framework, the Basel II Accord. This 

new accord rested on three ‘pillars’. In addition to specifying minimum capital requirements (Pillar 1), it 

provided guide- lines on supervision for national regulators (Pillar 2) and created new information disclosure 

standards for banks in order to enhance market discipline (Pillar 3).  

As the regulatory process drew to a close, however, it became painfully clear that the accord had failed to 

achieve any of its stated objectives. With respect to the first and second objectives, the Committee’s decision to 

establish an ‘advanced internal ratings-based (A-IRB) approach’ in Pillar 1 was crucial. Under the A-IRB 

approach, banks were for the first time permitted to use their own models to estimate various aspects of credit 

risk, an innovation intended to more closely align regulatory capital with underlying risk. Smaller banks, which 

lacked the resources to operate internal models, would adopt the ‘standardized approach’, a more refined 

version of Basel [Lall (2012)] linking categories to external ratings provided by credit rating agencies. As well 

as failing to improve the accuracy of credit risk assessment, the use of internal ratings would result in large 

capital reductions relative to Basel I. The fourth official ‘Quantitative Impact Study’ (QIS), for instance, showed 

that A-IRB banks would experience an aver- age drop in minimum capital requirements of 15.5 percent and a 

median reduction in Tier 1 capital of 31 percent (US regulatory agencies, 2006: 5). Since the large banks 

adopting this approach account for a significant share of the market, overall capital levels in the banking system 

would almost certainly decline–on QIS-4 estimates by up to 20 percent in the US– in explicit contradiction of 

Basel II’s primary objective (US regulatory agencies, 2006: 15).  

The introduction of internal ratings would also give the largest banks a substantial competitive advantage over smaller 

rivals, breaching the Committee’s second objective of enhancing competitive equality among banks. The 2006 QIS-5, 

for example, showed that A-IRB banks would experience a capital reduction of up to 26.7 per cent, while banks 

adopting the standardized approach would experience a 1.7 per cent increase in capital requirements (BCBS, 2006: 

2). Larger institutions would be able to free up capital, expand their asset bases and maximize profits under Basel II; 

smaller banks, meanwhile, would be forced to deleverage and liquidate assets, reducing their profitability and 

potentially curbing lending to small and medium enterprises (SMEs). Indeed, a 2006 survey of more than 300 banks 

by Ernst and Young found that 75 per cent believed that Basel II would benefit the largest banks employing advanced 
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risk modelling systems at the expense of institutions unable to adopt them (Thal, 2006). Basel II, despite the 

Committee’s original intentions, would create clear winners and losers.  

Finally, Basel II did not constitute a more ‘comprehensive’ approach to addressing risks. The accord decisively 

failed to capture the previously unregulated risks earmarked by the Basel Committee at the beginning of the 

regulatory process. Provisions for trading book instruments such as credit derivatives were conspicuously 

absent, in spite of the Committee’s awareness that banks’ trading portfolios had mushroomed as a result of Basel 

I. The treatment of market risk, the only type of trading book risk the BCBS attempted to regulate, was little 

better: Banks would be allowed to use complex mathematical models to produce estimates of ‘value-at- risk’ 

(VaR), even though these models had been shown in the late 1990s to vastly underestimate the probability of 

‘extreme’ market events. Finally, negligible levels of capital were required for rated securitized assets – 

precisely those assets that incurred the largest losses in the recent crisis. As a result, according to QIS-5, A-IRB 

banks would see overall securitization capital requirements fall by between zero per cent and 17.3 per cent, 

while other banks would experience an increase of between 7.7 per cent and 10.2 per cent – figures that also 

undermined the BCBS’ objective of maintaining competitive equality (BCBS, 2006: 32).  

 

2.2     A review of the IR literature on Basel II 

What explains the astonishing gap between the Basel Committee’s initial aims for Basel II and the end product 

of the regulatory process. Although the politics of the Basel process have received relatively little attention in 

the academic literature, it is possible to distinguish three schools of thought regarding the outcome of Basel II. 

The first, which draws on realist theory in the field of IR, explains the shape of the accord in terms of the 

distribution of power in the international economy. The US, as the most powerful member of the BCBS, is said 

to have systematically promoted the interests of its domestic banks at the expense of the financial institutions 

from other countries. Thus Duncan Wood (2005), the most prominent advocate of the realist account, argues: 

‘The ability of the United States to obtain international agreements that reflect its interests and those of its banks 

has been the single most important factor in determining outcomes in the [Basel Committee’ (Wood, 2005: 

163)]. There is, however, little evidence of the US playing the role of hegemonic leader in the case of Basel II. 

American regulators have been heavily criticized in recent years by Congress for putting the country’s regional 

banks at a competitive disadvantage – hardly the behaviour of a hegemon bent on furthering [(Chaffin and 

Pretzlik, 2003)] its national interests. Contrary to Woods’ claims, Basel II promotes the interests not of 

particular countries on the Basel Committee, but of large international banks regardless of their national origin.  

A second analysis of the Basel process, favoured by scholars such as Edward Kane (2007), Ethan Kapstein 

(2006) and Daniel Tarullo (2008), builds on Robert Putnam’s (1988) well-known model of international 

diplomacy as a ‘two-level’ game. In its most basic formulation, the model predicts that governments will seek to 

reach an agreement at the international level that is likely to be accepted by a broad coalition of interest groups 

at the domestic level in a separate ‘ratification phase’ (Putnam, 1988: 434).  

International agreements will occur when the ‘win-sets’ of negotiators – the sets of all possible agreements that 

would be ratified by a majority of domestic constituents – overlap with one another. While usefully high- 

lighting the role played by domestic groups in international negotiations, such models fail to provide a 

compelling account of Basel II. Contrary to their predictions, Basel II did not satisfy a broad coalition of 

domestic interests across member countries; it favoured one set of actors, namely large international banks, at 

the expense of all others. Failure to explain this outcome reflects a misapplication of the two-level model, rather 

than a flaw in its conceptual framework. Basel II was not the product of traditional interstate negotiations, but 

the culmination of discussions between unelected regulators whose agreements did not require meaningful ratifi- 

cation by domestic stakeholders. Under these very different conditions, as Lall (2012) explain in section III, 

policy outcomes will reflect the preferences of those that are the first to arrive at the decision-making table, not 

the preferences of a broad coalition of domestic interests.  

A third and more promising analysis views Basel II as the product of regulatory capture by large international 

banks in G-10 countries. Seeking to account for the accord’s bias against low-rated sovereign, corporate and 

bank borrowers–borrowers belonging predominantly to developing countries–scholars such as Stephany 
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Griffith-Jones, Avinash Persaud and Geoffrey Underhill have argued that Basel II was shaped by ‘the excessive 

influence by the large financial institutions domiciled in the countries rep- resented on the Committee’ (Griffith-

Jones and Persaud, 2003: 2; Claessens, Underhill and Zhang, 2006). By drawing attention to the issue of 

capture, these scholars have taken an important step towards explaining why reg- ulators, despite setting out 

with good intentions, may in the end fail to achieve their aims. Having said that, they stop short of presenting a 

full framework for the analysis of capture, leaving important questions unan- swered: Why do some policy 

processes restricted to G-10 countries not fall victim to capture. Why are some processes that incorporate a 

broad range of stakeholders still captured. And why is it that it is large international banks, rather than their 

smaller counterparts, that invariably succeed in securing their preferred rules. In order to answer these questions, 

it is necessary to systematically spell out the conditions under which capture will occur. In the next section, Lall 

(2012) outline a framework setting out these conditions.  

 

2.2.1   Explaining the failure of Basel II:  Overview of the analytical framework  

The point of departure for my analytical framework is Walter Mattli and Ngaire Woods’ (2009) recent work on 

the politics of global regulation. Contrasting regulatory change that serves the common interest with reg- ulatory 

change that benefits narrow vested interests as a result of regula- tory capture, Mattli and Woods set out the 

broad conditions under which these outcomes will occur in global rulemaking. The first set of conditions, the so-

called ‘supply side’ conditions, concern the institutional context in which rules are drafted, implemented, 

monitored and enforced. An ‘extensive’ institutional context, characterized by open forums, proper due process, 

multiple access points and oversight mechanisms, is said to be less liable to be captured than a ‘limited’ context 

that is exclusive, closed and secretive. But unlike many legal scholars (particularly in the field of global 

administrative law), Mattli and Woods reject the idea that an extensive institutional context is sufficient to 

secure common interest reg- ulation. Unless certain ‘demand side’ conditions are also satisfied, the outcome will 

be one of capture. First, constituencies adversely affected by the regulatory status quo must have proper 

information about the social cost of capture. Second, these constituencies must be supported by public or private 

‘entrepreneurs’ providing technical expertise, financial resources and an organizational platform for them. 

Finally, crucial to the success of public-private alliances is a shared set of ideas about how to regulate, around 

which diverse actors can unite in a pro-change coalition.  

By moving beyond the naive assumptions of legal theory, Mattli and Woods have undoubtedly advanced the 

study of global regulation. As a comparative-static analysis, however, their framework suffers from a crucial 

limitation: It neglects key temporal dimensions of regulation that are central to any understanding of process-

related politics. Creating rules is a cumulative process that unfolds over time and it is only by drawing out the 

causal implications of timing and sequencing that we can understand the full range of factors contributing to 

different regulatory outcomes. In the rest of this subsection, Lall (2012)  present a ‘dynamic’ framework which, 

by placing regulation in its proper temporal context, offers us a richer and more comprehensive understanding of 

international regulatory processes.  

Lall (2012) framework proceeds from two premises. First, rulemaking is a multistage bargaining process, the 

outcome of which reflects the preferences of (at least some) actors that participate in it. Second, in any given reg- 

ulatory process, certain groups arrive at the decision-making table well before the others. Why is this analytically 

significant. The answer is that actors claiming ‘first-mover advantage’ have enormous leverage at a critical juncture 

in the regulatory process, since policy decisions made at an early stage tend to be self-reinforcing. As more resources 

are invested in a given policy, historical institutionalism reminds us, the costs of abandoning that policy in favour of 

once-possible options increase commensurately. It becomes more and more difficult, meanwhile, for latecomers to 

reverse the trend. As Paul Pierson puts it: ‘If early competitive advantages may be self-reinforcing, then relative 

timing may have enormous implications . . . groups able to consolidate early advantages may achieve enduring 

superiority. Actors arriving later may find that resources in the environment are already committed to other patterns 

of mobilization’ (Pierson, 2004: 71). Exit costs are particularly high in the context of global regulation given the 

significant investment typically required by market actors in order to comply with new rules. We should therefore 

expect ac- tors claiming first-mover advantage in international regulatory processes to exert a disproportionate 

influence over the content of rules relative to actors arriving later.  
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The implications for students of global regulation are significant. Once we recognize the independent causal effects of 

differential timing in the regulatory process, it becomes clear that no set of comparative-static factors are sufficient for 

explaining policy outcomes. This does not render Mattli and Woods’ framework irrelevant. The institutional context 

in which rules is created remains a key explanatory variable; a lack of due process can lead to capture even if no 

group is able to claim first-mover advantage. Similarly, on the demand side, where temporal variables most naturally 

fit, the three factors identified by Mattli and Woods may still play a role in determining the shape of new rules. The 

key point is that when it comes to events and processes that are firmly rooted in a particular temporal context–such as 

international rulemaking–these factors will not be enough to explain policy outcomes. It is only by considering when 

different actors emerge, and how this empowers or undermines them with regard to their respective objectives, that 

we can capture the true dynamics of process- related politics.  

As well as incorporating insights from classical historical institutionalism, my analytical framework complements 

recent refinements of the theory in the context of cross-border market regulation by scholars such as Henry Farrell, 

Abraham Newman, Orfeo Fioretos and Elliot Posner (Farrell and Newman, 2010; Fioretos, 2010; Posner, 2010). By 

highlighting the role of mechanisms such as feedback loops and sequencing effects in determining states’ bargaining 

strength in international negotiations, these analyses have considerably enhanced our understanding of the temporal 

dimensions of global regulatory processes. However, their traditionalist focusses on the horizontal distributional 

battles fought between states means that they fail to address the equally important vertical battles that are fought 

within states. In other words, these studies overlook the political economy of rent-seeking. The distributional conflicts 

played out between competing groups in the domestic arena – in particular, large internation- ally active banks and 

small-scale community lenders – are at the heart of my analytical framework.  

While complementing these analyses, the framework also seeks to extend them in two ways. First, it confronts a 

question typically neglected by historical institutionalists: Why do some actors arrive before others in the first 

place. That is, it endogenizes first-mover advantage. Lall (2012) hypothesize that it is actors with the best 

information about the regulatory agenda, typically through personal contacts within the regulatory community 

that are most likely to claim first-mover advantage. Having good information, needless to say, is not the same as 

having abundant material resources. In the case of Basel II, for instance, the five American banks with the 

greatest influence on the accord – through their membership of powerful bank- ing lobbies – had a combined 

deposit market share of only 36 per cent in the US [Bank of America, JP Morgan Chase, Wells Fargo, Citigroup 

and State Street 2009]. It was not their resources per se that were key to their success in shaping the accord, but 

their superior access to information about the Basel Committee’s agenda–a very different kind of advantage 

based on their personal relationships with members of the Committee.  

Second, Lall (2012) framework sets out the conditions under which timing is expected to be a salient variable, 

an issue that has received little attention from historical institutionalists. Early participation will confer a 

decisive advan- tage on actors only under limited circumstances, namely when negotiators have little effective 

accountability to domestic constituents. This condition is invariably satisfied in the case of complex technical 

rules such as capital requirements. Timing has little consequence, on the other hand, when international 

agreements must be endorsed by well-informed domestic legislators in a separate ‘ratification phase’. The 

existence of a meaningful ratification phase nullifies the potential gains from early participation since any deal 

can be later rescinded by opposed domestic constituents. In these cases, we should expect regulatory outcomes 

to be determined by the original comparative-static factors identified by Mattli and Woods. Though a 

theoretically significant qualification, we will see below that it is not one that applies to the Basel Committee, a 

body whose dictates are subject to minimal domestic legislative scrutiny.  

To summarize, Mattli and Woods’ framework can be strengthened as a theory of global regulatory processes by 

proper temporal contextualization. When international agreements are subject to effective domestic ratification, each 

party’s timing has little import and the outcomes will only reflect the comparative-static factors identified by Mattli 

and Woods. But when agreements lack such a ratification phase, as in the case of Basel II, timing takes on enormous 

significance. Actors with the best information about the regulatory agenda will arrive first at the decision-making 

table, giving them disproportionate influence over the substance of new rules. Those arriving later, meanwhile, will 

struggle to have any bearing on negotiations, facing an increasingly entrenched set of proposals.  
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2.2.2   Why Basel II failed: An in-depth examination of the regulatory process  

In this subsection, Lall (2012) draw out a set of hypotheses about the outcome of Basel II based on the dynamic 

framework outlined above and test them using the method of process-tracing. A close examination of Basel 

Committee documents, press releases, interview transcripts and other sources provides strong evidence that 

large international banks–the hypothesized first movers in the Basel process–played a key role in the 

Committee’s failure to achieve its objectives for the accord [George and Bennett (2005: 6)]. In order to 

understand the theoretical implications of my analysis for Basel II, we must begin by identifying the first movers 

in the regulatory process. These are expected to be large international banks and, in particular, the Institute of 

International Finance (IIF), a powerful Washington-based lobby representing major US and European banks, 

whose superior information about the regulatory agenda derived from its personal links with the Basel 

Committee. The longest-serving Chairman of the Committee, the Bank of England’s Peter Cooke (1977–88), 

was in fact one of the co-founders of IIF [Peter Cook, Chairman BCB 2008].  The Chairman of the BCBS in the 

mid-1990s, the Bank of Italy’s Tommaso Padoa-Schioppa, was a close associate of Charles Dal- lara, Managing 

Director of the IIF since 1993. Indeed, it was after meeting at a social occasion in March 1995 that the two 

agreed to establish an ‘informal discussion’ on regulatory issues between financial institutions and supervisors  

under agreed ‘agreed ground rules’ of strict confidentiality [Oliver page, BCB member 2008)]. These links 

became even stronger under the chairmanship of William McDonough (1998–2003), a head of the New York 

Federal Reserve who presided over almost all of the Basel Committee’s work on Basel II. Another close friend 

of Dallara’s from his 22 years at the First National Bank of Chicago, Mc-Donough gave the IIF unprecedented 

access to the Committee from the earliest stages of the reform process. Before negotiations had even been 

initiated, the institute had established a new body, the Steering Committee on Regulatory Capital, specifically to 

advise the Basel Committee regarding the drafting of Basel II. 

Lall (2012) framework therefore leads us to predict that large international banks, as first movers in the Basel 

process, would shape the provisions of Basel II in a way that was increasingly difficult to reverse at later stages. 

The disadvantages faced by second-movers would be reinforced by severe limitations on the supply side: The 

Basel Committee of 1999 to 2004 had one of the worst records of all international standard-setters in terms of 

transparency, representation, and accountability [Global Accountability Report (Blagescu and Lloyd, 2006)].  The 

Committees meetings (which occurred four times per year) were closed to the public, with no record of who was 

present, what was discussed or which outside interests were consulted [Patricia Jackson (Bank of England, 2008)].  

Further, the Committee only included represen- tatives from the G-10 countries, despite consciously creating 

global standards. While members often point to the work of the International Liaison Group, which represented the 

interests of large developing countries dur- ing the negotiations, there is only so much influence that these 

countries could exert without formal representation on the Committee. Finally, few mechanisms existed for 

holding the Committee to account. Since its members are drawn from independent regulatory agencies rather than 

governments, they are not subject to domestic legislative control. While its agreements usually require formal 

endorsement from legislators, the highly technical nature of capital requirements ensures that effective 

accountability cannot be exercised in practice. The lack of a real ratification phase for the Basel Committee’s 

dictates, as suggested earlier, guaranteed that the logic of first-mover advantage held true for Basel II.  

In short, the conditions prevailing in the negotiations for Basel II strongly favoured an outcome of regulatory 

capture by large international banks. As the best informed about the Basel Committee’s agenda, these banks are 

expected to gain first-mover advantage in the regulatory process, ex- ercising undue influence over the 

specifications of Basel II. Latecomers, in particular regional and developing country banks, are predicted to have 

negligible impact on the accord, impeded both by lack of information about the regulatory agenda and a limited 

institutional context. In the next two subsections, we test these hypotheses against the events of the Basel process.  

2.2.3   Internal ratings  

As discussed in section II, the Basel Committee’s failure to achieve its first and second aims was a consequence 

of its decision to create an A-IRB approach to credit risk. Central to this decision was the IIF, which had lobbied 

aggressively for greater recognition of banks’ own risk measurement systems from as early as November 1997 

on the grounds that they were more risk-sensitive than Basel I’s arbitrary risk weights (IIF, 1997). The proposal 
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was initially met with scepticism by regulators. At the September 1998 conference at which the Basel 

Committee announced its agenda for revising Basel I, Bank of England economists presented a study show- ing 

that there were ‘significant hurdles’ to the use of internal ratings due to their lack of transparency (Jackson, 

Nickel and Perraudin, 1999: 100). A similar study by two Federal Reserve economists found the state of ratings 

systems in large American banks to be far less advanced than previously assumed (Treacy and Carey, 1998). 

While the first consultative paper for Basel II discussed the possibility of an A-IRB approach to credit risk for 

‘some sophisticated banks’, only a few paragraphs were devoted to the idea (BCBS, 1999: 37).  

This quickly changed as the IIF’s lobbying efforts intensified. In addition to putting private pressure on the 

Basel Committee, in February 2000, the IIF published a report emphasizing the robustness of internal credit risk 

models (in addition to their effectiveness in ‘maximizing share- holder value’) (IIF/ISDA, 2000). IIF Chairman 

Sir John Bond, meanwhile, publicly called on the BCBS to recognize internal ratings in order to ‘[en- hance] the 

competitiveness of banks by bringing individual banks’ capital requirements more in line with actual risks’ 

(Ibison, 2000). Revealingly, a Committee representative from Britain’s Financial Services Authority (FSA) 

admitted that ‘more regulators around Europe are coming round to the view that a large number of banks should 

be able to qualify for internal ratings’, and that the Committee may consequently drop its prior commitment to 

maintaining the current level of capital in the banking system (Ibison, 2000; Cameron, 2000). By mid-2000, 

every member of the Committee had come around to the IIF’s view and the working group on credit risk began 

informal work with the IIF to formally incorporate internal rating into Basel-II [William McDonough (New 

York Federal Reserve), BCBS Chairman, 1998–2003].  

By the time the other banks became aware of these developments – the release of the second draft paper in 2001 

– internal ratings were already an integral part of Basel II. As the Vice-President of a leading association of 

American community banks put it, ‘We didn’t get involved until what turned out to be a late stage . . . And when 

we did, the modelling (A-IRB) approach was already set in stone. The Basel Committee had been con- vinced 

by the large banks [Christopher Cole, Vice-President of ICBA, Washington, DC, January 2009]. The few 

comments on the draft paper submitted by small banks reflected serious apprehensions about Basel II’s 

competitive implications. Among the loudest voices were the Second Association of Regional Banks, a group 

representing the Japanese regional banking in- dustry, and Midwest Bank, an American regional bank, which 

complained that the few large banks qualifying for the A-IRB approach ‘will not be required to keep the same 

level of capital against financial instruments as 99 per cent of the financial institutions in this nation who cannot 

qualify under these standards’ (Midwest Bank, 2001: 1). These concerns were best expressed by America’s 

Community Bankers (ACB), a group representing community banks across the US, which protested that ‘the 

Accord will benefit only the most complex and internationally active banks, saddling the vast majority of 

financial institutions in the United States with a cumber- some and expensive capital regulatory scheme ... The 

proposed bifurcation between the standardized and internal ratings-based approaches to establishing minimum 

capital requirements will competitively disadvantage many smaller banking institutions that lack the resources 

necessary for developing a finely calibrated IRB assessment system’ (ACB, 2001: 2).  

Competitive fears were not confined to small banks. Several developing countries also expressed fears that they 

would be disadvantaged under the new rules. Commenting on the second draft paper of Basel II, the Reserve 

Bank of India complained that by failing to qualify for internal ratings, developing country banks would 

experience a ‘significant increase’ in capital charges (RBI, 2001: 2). The People’s Bank of China stated that the 

proposals ‘basically address the needs of large and complex banks in G-10 countries’ (PBC, 2001: 2). The 

Banking Council of South Africa pointed out that while ‘the Accord aims at “competitive equality”, the bigger, 

more advanced banks may have access to options that will give them a market advantage, whereas the smaller 

banks may find it difficult to afford the necessary infrastructure investments’ (BCSA, 2001: 4). But these 

objections, like those of community banks, came too late to influence proceedings. The A-IRB approach had 

become an established feature of Basel II by 2001 and the costs of discarding it – both for regulators, who were 

under pressure to finalize the accord, and for banks, who had invested significant sums in new regulatory 

systems – were prohibitively high. It is no surprise that when a group of five major developing countries 

protested about the accord’s competitive implications at a behind-closed-doors meeting in Cape Town in 2002, 
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it was accused by Chairman McDonough of attempting. In the end, only minor changes were made to credit risk 

approaches between the second draft paper in 2001 and the to ‘derail the whole process’. final accord in 2004.  

 

2.2.4   Trading book, market risk and securitization  

The Basel Committee’s failure to achieve its third aim–a consequence of its inadequate regulation of trading 

book and securitization risks–tells a similar story. Basel II’s light treatment of the trading book owed much to 

the lobbying efforts of the International Swaps and Derivatives Association (ISDA), the largest global financial 

trade association, representing more than 860 institutions in the over-the-counter (OTC) derivatives industry. As 

one of the first organizations to comment on the new trading book framework, the ISDA managed to persuade 

the Basel Committee to defer to its judgement on several key provisions. One of the most important of the 

Committee’s reversals was its September 2001 decision to drop an earlier proposal for an explicit capital 

charge covering the risks associated with credit derivatives. ISDA had forcefully lobbied against the measure, 

dubbed the ‘w factor’, on the grounds that it was ‘unjustified in light of market practice: losses experienced on 

repo or credit derivatives trades had been minimal, and the contracts used to document the transactions were 

enforceable and effective’ (Boland, 2001). Committee’s reversal, as the Financial Times noted at the time, was 

at odds with concerns earlier expressed by members that the structure of some derivatives tended to concentrate 

risk, rather than disperse it (Boland, 2001). As one former Committee member admitted, ‘We went too far on 

capital relief for the trading book. We were convinced by the industry that instruments such as credit derivatives 

needed a lower capital charge because they were more liquid and suffered smaller losses. The recent turmoil has 

confirmed that this is false. But in good times, it’s hard to go against the banks.  

The only kind of trading book risk the BCBS made a concerted effort to tackle was market risk, albeit in the mid-

1990s, rather than during the official negotiations for Basel II. Even in this area, the proposals were watered down 

significantly in the face of industry pressure. In 1993, concerned about banks’ increasing vulnerability to price 

fluctuations as a result of the deregulation of interest rates and capital controls, the Basel Committee proposed a 

standardized market risk capital charge. This would calculate capital requirements on the basis of certain 

characteristics of debt securities and derivatives, such as maturity, credit rating and category of borrower (BCBS, 

1993). The proposal was met with strong opposition from the IIF, which insisted that it failed to recognize the most 

‘sophisticated’ mod- elling techniques already in use (IIF, 1993: 2). Although reluctant at first to consider the use of 

VaR models, the Basel Committee began to seriously consider using them after the establishment of an informal 

dialogue with the IIF in early 1995 (see above). Just months later, the Committee fully endorsed the IIF’s 

recommendation, officially recognizing the use of VaR models in a document published in April (BCBS, 1995).  

This was a surprising development given the ‘disparate’ results from the testing exercise, which showed 

significant dispersion in capital charges for the same trading book among VaR models – even after the apparent 

factors causing variation in model output were controlled for (BCBS, 1995: 6). Even more surprising was the 

fact that these models passed into Basel II without question. At the very time the Committee was formulating 

the first draft of the accord in early 1999, banks were reporting widespread losses on Russian government bonds 

entirely unanticipated by their VaR models. Bankers Trust, an American wholesale bank, reported that on five 

days during the latest quarter, its trading account losses had exceeded its one day 99 per cent VaR calculation, a 

figure that statistically should be exceeded on just one day in a hundred (Graham, 1999). Most damningly, a 

report published by the International Monetary Fund (IMF) in December 1998 had condemned VaR models for 

paying ‘insufficient attention’ to extreme market events and assuming that the processes generating market 

prices were stable (IMF, 1998: 16). Despite such widespread criticism, no questions were raised within the 

Basel Committee about the continued use of VaR models in 1999.  

Finally, Basel II’s failure to create a more comprehensive approach to risk management also stemmed from its 

inadequate treatment of secu- ritization. In this case, the earliest arrivers were large forums for banks 

specializing in off-balance-sheet assets, in particular the European Securitization Forum (ESF), which 

repeatedly argued that securitization ‘has proven itself to be a source of safe, fixed income assets from the 

perspective of banks as investors’ (ESF, 2001: 4). Though the credibility of such claims has been undermined by 

the recent crisis, they succeeded in persuading the Basel Committee to heavily dilute its initial securitization 

proposals. In its first draft in 1999, the Committee proposed to directly tie capital charges for securitization 
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tranches to external credit ratings. For all banks, tranches rated AAA or AA- would carry a 20 per cent risk 

weight; A+ to A-, a 50 percent weight; BBB+ to BBB-, 100 percent; BB+ to BB-, 150 percent; and B+ or 

below, a deduction from capital. The ESF soon complained that the prescribed risk weights for rated tranches 

for A-IRB banks were ‘excessive’ – a claim supported by the IIF, which warned that the ‘proposal’s 

recommended treatment of securitization activities is too stringent and risks disrupting the valuable aspects of 

existing activities’ (ESF, 2001: 8; IIF, 2001b: 11). The Committee halved A-IRB risk weights in response and 

proceeded to cut them even further over the next two years. By the publication of the final accord in 2004, they 

had reached dangerously low levels: Risk weights for tranches rated AAA would be just 7 percent; AA, 8 

percent; A+, 10 percent; A, 12 percent; BBB+, 35 percent; and BB, 60 percent (BCBS, 2004b). The risk weights 

for rated tranches under the standardized approach, however, remained as high as in the 1999 first draft. This 

was a startling reversal. Indeed, the inadequate treatment of securitization under Basel I had been one of the key 

motivations for updating the accord in the first place.  

 

2.2.5   Explaining the Failure of BASEL III  

Beginning in the subprime mortgage market in the US in the summer of 2007, the recent global financial crisis 

has passed the most damning verdict of all on Basel II. Whether or not they saw it as a direct contributor to the 

crisis, supervisors agreed that the accord’s basic tenets – reliance on inter- nal risk models, capital relief for the 

largest banks and minimal regulation of the trading book – were all but discredited by the turmoil. A consensus 

arose among policymakers that a new approach to capital regulation was essential to the future stability of the 

international financial system. The Financial Stability Forum (FSF), an influential group of finance ministers 

and central bankers, issued a post-mortem report on the crisis in 2008, criticizing the ‘significant weaknesses’ in 

the existing capital framework (FSF, 2008: 12). The February 2009 De Larosie`re Report, a much-anticipated 

framework for the future of European financial regulation, demanded a ‘fundamental review’ of Basel II on the 

grounds that it ‘underestimated some important risks and over-estimated banks’ ability to handle them’ (De 

Larosie`re et al., 2009: 16). These efforts culminated in a set of new and far-reaching proposals issued by the 

Basel Committee in December 2009, which soon became known as ‘Basel III’. The proposals shook the banking 

industry and heralded, in the words of Basel Committee Chairman Nout Wellink, a new era of ‘higher capital 

and liquidity requirements and less leverage in the banking system’ (Westlake, 2009).  

It is now clear that such claims were premature. In this section, the argument that many of the same factors that 

led to Basel II’s failure resurfaced to undermine its successor. Despite the immense political will behind an 

overhaul of global capital standards following the crisis, large international banks once again managed to seize 

control of the regulatory process, closing the window of opportunity for substantive reform. The first part of the 

section describes the favourable societal and institutional conditions under which Basel III was conceived and 

explains how changes to these conditions in late 2009 ensured the failure of the new accord. In the second part, 

the test of these hypotheses against events in the latest Basel process, finding compelling evidence that large 

banks enjoyed enormous success in securing their favoured outcomes.  

 

2.2.6   Why Basel III failed  

To understand how large financial institutions were able to regain control of the Basel process, we have to return 

to the origins of Basel III in late 2008. The unexpected collapse of the investment bank Lehman Brothers in 

September 2008 saw the financial crisis spill over into the real economy. With public anger at the financial 

sector mounting and banking regulation becoming an increasingly politicized issue, capital adequacy standards 

soon became the prerogative of the G-20. This was a development with significant implications from the 

perspective of my dynamic framework. On the supply side, the G-20 is a forum comprised of elected political 

leaders whose well-publicized agendas, meetings and working groups are all open to public scrutiny. On the 

demand side–and especially important in my analysis – the G-20’s agreements are subject to an effective 

ratification phase. Since any deal reached between negotiators can be scrutinized and potentially repealed by 

domestic constituents, early participation in the regulatory process is not expected to constitute a decisive 

advantage. Agreements reached by the group will be shaped not by early arrivers, but solely by the 

comparative-static supply and demand side factors identified by Mattli and Woods.  
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In line with Mattli and Woods’ expectations, the combination of extensive institutional supply and strong public 

demand for regulatory change in the wake of the crisis transformed the G-20 into an effective advocate for 

capital adequacy reform. Two months after the Lehman collapse, the group called for international standard 

setters to ‘set out strengthened capital requirements for banks’ structured credit and securitization activities’ (G-

20, 2008: 2). This prompted the Basel Committee, which had failed to make a single change to Basel II since the 

crisis broke out, to approve a set of enhancements to the accord’s trading book framework in July 2009. At the 

Pittsburgh Summit in September 2009, the G-20 extended its demands to the whole of the Basel II framework. 

Setting a deadline of end-2010, the group ordered the Committee to formulate a new set of capital rules that 

would form the centrepiece of an ‘international framework of reform’ (G-20, 2009: 8). These rules would 

include higher minimum capital requirements, an international leverage ratio, liquidity ratios and a capital 

surcharge for systemically important institutions. The BCBS duly complied, releasing in December 2009 a set of 

preliminary proposals the details of which would be filled in over the next 12 months (BCBS, 2009). In a telling 

sign of the industry’s frustration, Charles Dallara, IIF Managing Director, complained that ‘political forces are 

driving the reform agenda, and central bankers have been marginalized in their role’ (Chong, 2009).  

Fortunately for banks, the December reforms package was only the beginning of the story for Basel III. With the 

resumption of growth in advanced economies in 2010, public demand for change soon weakened. More 

importantly, rulemaking returned to the Basel Committee, ensuring that the technical specifications of the new 

accord would be worked out not in the high-profile working groups of the G-20 but in opaque subcommittees 

lacking proper standards of due process and–crucially–requiring no meaningful ratification by domestic 

stakeholders. Under these conditions, timing is expected to regain its significance in the regulatory process, 

conferring a decisive advantage on those best informed about the policy agenda.  

Once again, this advantage belonged to large financial institutions with personal links to the regulatory 

community. One of the most prominent members of the Basel Committee formulating the new accord, the New 

York Federal Reserve’s Marc Saidenberg, was Head of Regulatory Policy at Merrill Lynch and a member of the 

IIF Committee on Market Best Practices until 2008. As recently as October 2007, the same month in which 

Merrill Lynch announced a record $7.9 billion loss on subprime-related investments, Saidenberg was busy 

lobbying regulators to ‘avoid a kneejerk reaction to recent events’ (Callan, Wighton and Guha, 2007). Senior 

figures in the Basel Committee, meanwhile, moved in the opposite direction. During negotiations for Basel III, 

Roger Ferguson, former Vice-Chairman of the Federal Reserve’s Board of Governors, sat on the institute’s 

board of directors; Darryll Hendricks, formerly of the Federal Reserve Bank of New York, chaired the IIF 

Working Group on Valuation; and Patricia Jackson, formerly of the Bank of England, chaired the IIF Working 

Group on Ratings. In perhaps its greatest coup, the IIF managed to recruit Jacques de Larosie`re, author of the 

abovementioned De Larosie`re Report and former Governor of the Bank of France, to head its newly formed 

Market Monitoring Group. Despite acknowledging in the report that the crisis has shown that there should be 

more capital, and more high quality capital, in the banking system, over and above the present regulatory 

minimum levels’, De Larosie`re was quick to take up the IIF’s cause (De Larosie`re et al., 2009: 16). ‘Capital 

ratios,’ he claimed in October 2009, ‘if they are not well conceived, could substantially harm our economies. 

We see a great danger here. Regulators must not start piling new ratios on the existing ones, adding further 

requirements (leverage ratios, special ratios on large systemically important institutions, anti-cyclical capital 

buffers) to the normal–and revamped–Basel II risk-based system. Together, their impact could be lethal’ (De 

Larosie`re, 2009).  

Lall (2012) framework thus yields the prediction that large financial institutions, as the best informed about the 

Basel Committee’s agenda, would secure first-mover advantage in the negotiations for Basel III. This would 

enable them to water down the proposals to irreversible effect. Second-movers, by contrast, are expected to fail 

to secure their desired provisions, arriving too late and facing too many institutional impediments to influence 

policy outcomes.  

2.3    Minimum capital requirements, leverage ratio, liquidity ratios and capital surcharge  

How much support is there for these hypotheses. Recent developments confirm that large international banks 

both arrived first in the latest Basel process and enjoyed considerable success in watering down Basel III. Key 
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provisions of the accord were relaxed, rendered non-binding (shifted from Pillar 1 to Pillar 2) and delayed from 

their original 2012 implementation deadline as a result of industry pressure. In the rest of this subsection, while 

one examine four such provisions: higher minimum capital ratios, the international leverage ratio, minimum 

liquidity ratios and the capital surcharge on systemically important institutions. The results are summarized in 

Table 2.  

The most contested element of the reforms package was the level of overall minimum capital standards. Months 

before the deadline for public comments, large banks were already releasing estimates of the detrimental impact 

of higher requirements on consumers and the wider economy. In February 2010, JP Morgan claimed that large 

banks would see their profitability fall by nearly two-thirds under higher capital ratios, pushing up the price of 

all financial products by 33 per cent (JP Morgan Chase, 2010: 1). In early April, BNP Paribas, the largest 

French bank, suggested that the reforms would result in ‘either two guaranteed years of deep recession or four 

years of zero growth’ for Europe (Daneshkhu, 2010). According to the most widely cited estimate, produced by 

the IIF in a report released in June 2010, a 2 per cent increase in overall capital requirements would cut 

cumulative economic output by 3.1 per cent in the Eurozone, the US and Japan by 2015, wiping out more than 

nine million jobs in the process (IIF, 2010b). These calculations were not confirmed by independent analysis. 

The Basel Committee’s own impact study, conducted jointly with the Financial Stability Board (FSB) and 

released in August, found that a 2 per cent rise would reduce output by a mere 0.38 per cent over five years – 

one-eighth the size of the IIF’s estimate (BCBS and FSB, 2010: 4). Just one month after the study’s publication, 

however, the regulators decided unanimously against significantly higher requirements. With amended 

definitions of capital, the minimum Core Tier 1 capital ratio would rise from 2 per cent to 4.5 per cent, less than 

half of the equivalent ratio maintained by the largest banks before the crisis (BCBS, 2010b: 1).   

As senior economists at the Bank of England admitted subsequently: ‘In retrospect, we believe a huge mistake 

was made in letting banks come to have much less equity funding . . . than was normal in earlier times’ (Miles, 

Yang and Marcheggiano, 2011: 37). According to their analysis, ‘a far more ambitious reform would ultimately 

be desirable – a capital ratio which is at least twice as large as that agreed upon in Basel would take the banking 

sector much closer to an optimal position’ (Miles, Yang and Marcheggiano, 2011:36-37; (Masters and 

Braithwaite, 2011).  In a further concession to the banks, the new ratio would not be fully implemented until 

2019, by when, as Martin Wolf of the Financial Times put it, ‘the world will probably have seen another 

financial crisis or two’ (Wolf, 2010). It is also worth noting that while the Basel Committee sought to raise 

minimum standards, it did not question Basel II’s model-based approach to risk weighting. This is especially 

concerning given that, as Martin Hell- wig has pointed out, in the run-up to the crisis, internal ratings allowed 

large banks to claim Core Tier 1 capital ratios of 10 per cent when they held equity amounting to just 2 per cent 

of non-risk-weighted assets (Hellwig, 2010:3; (Haldane, 2011: 5).  It is no coincidence that in July 2009 – 

months before the reforms began to take shape – the IIF released a report on the future of finan- cial regulation 

demanding that any changes to capital standards be made ‘within the framework of the Basel II risk-based 

approach’ (IIF, 2009a: 26). This approach, the institute reiterated, ‘will continue to increase resilience by 

inducing ongoing improvement in risk management’ (IIF, 2009a: 9). Once again, the opposition to internal 

ratings came too late to count. In its April 2010 comments to the Basel Committee, the World Council of Credit 

Unions (WOCCU), an organization representing 54,000 non-profit credit unions, argued that ‘less reliance on 

the internal ratings-based approaches’ was needed to avoid future bailouts of major banks (WOCCU, 2010: 3). 

The Independent Community Bankers of America (ICBA), an association representing 5,000 American 

community banks, took an even stronger line: ‘The ICBA still maintains that the US agencies should re-evaluate 

[their] use of the Basel II Advanced Approach. The largest financial institutions in the United States that are 

now considered “too big to fail” should be sub- ject to a more rigorous set of leverage and risk-based capital 

requirements than other institutions and that are not determined by the institutions themselves based on internal 

risk-ratings formulas’ (ICBA, 2010: 3). The Committee received these comments almost a year after the 

decision to preserve Basel II’s -ARB approach was made.  

The second major part of Basel III to suffer heavy dilution was the international leverage ratio, a simple ratio of Tier 

1 capital to non-risk- weighted assets intended to provide a backstop against measurement error. Lobbying efforts 

against the measure were led by the IIF, which, as early as mid-2009, was warning that a ‘simple leverage ratio runs 
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the risk of undermining its own objectives’ (IIF, 2009a: 44). In September 2009, Charles Dallara went even further, 

denouncing the ratio as a ‘blunt instrument’ and calling for it to be only considered in Pillar 2 of the existing 

regulatory framework (Guha, 2009). Unfortunately, counterbalancing efforts by banks already subject to a national 

leverage ratio – such as those in Canada, Switzerland and the US – failed to materialize, largely because the Basel 

Committee’s proposal (unlike existing ratios) captured off-balance-sheet assets and did not permit the netting of 

derivatives exposures. As one credit analyst at Moody’s put it, the proposal was ‘far more draconian than the version 

currently being used in the US and Switzerland’ (Westlake, 2010). With all major banks opposed to a stringent 

leverage ratio, the Committee swiftly caved in to the industry demands. Following the IIF’s advice, the Committee 

ruled out placing the ratio in Pillar 1 in the December 2009 reform proposals, stating that it would be a 

‘supplementary measure’ until at least 2018 (BCBS, 2009: 60). In July 2010, meanwhile, the Committee announced 

that the ratio would be provisionally set at just 3 per cent, allowing banks to accumulate assets an enormous 33 times 

the value of their Tier 1 capital (BCBS, 2010a: 3).  

Efforts to introduce a liquidity coverage ratio (LCR) and net stable funding ratio (NSFR), provisions aimed at 

ensuring that banks hold enough liquid assets to meet their short- and long-term funding needs, respec- tively, 

fared little better. After failing to influence the G-20 in July 2009 with claims that liquidity buffers would be 

‘counterproductive’, the IIF stepped up its campaign against the measure following the release of the reforms 

package (IIF, 2009a: 52). In April 2010, the IIF attacked the stress scenarios used to calculate the LCR as 

‘implausible’ and ‘excessively restrictive’, arguing for ‘a more realistic approach, with the changes of as- 

sumptions that would follow from it’ (IIF, 2010a: Annex 1, 6). It also urged the Basel Committee to expand its 

‘too-restrictive’ definition of liquid as- sets under the LCR to include corporate and covered bonds. The IIF was 

equally critical of the NFSR, demanding that the ‘unrealistic’ factor used to discount retail deposits as a source 

of available funding be lowered and calling for the NFSR to be shifted to Pillar 2 because it was ‘far from 

granular enough to support a highly prescriptive regime’ (IIF, 2010a: Annex 2, 16). Remarkably, just months 

later the Committee fully embraced the IIF’s recommendations. As well as instituting less demanding stress sce- 

narios for the LCR, it permitted banks to count both corporate and covered bonds as part of their portfolio of 

liquid assets under the ratio. The BCBS backtracked even further on the NSFR, stating that the measure ‘needs 

to be modified’ and promising to issue an entirely new proposal by the end of the year (BCBS, 2010a: 6). This 

proposal, contained in the final version of Basel III released in December 2010, both reduced the NSFR’s 

discount factor for retail deposits and confirmed that the ratio would remain in Pillar 2 until at least 2018 

(BCBS, 2010c: 2, 27).  

Finally, the Basel Committee’s proposal to introduce a capital surcharge for systemically important institutions was 

also substantially diluted during negotiations for Basel III. The IIF was the first to voice its concerns about the 

proposal, warning on the eve of the Pittsburgh Summit against ‘setting up artificial categories of systemic firms’ and 

emphasizing that any measures to address systemic risk be restricted to Pillar 2 (IIF, 2009b: 5). Unsurprisingly, the 

banking industry was not united in its opposition to the measure: Smaller institutions, seeking to neutralize the capital 

advan- tage enjoyed by A-IRB banks, have strongly supported a Pillar 1 surcharge for large banks. WOCCU, in 

particular, has argued that the interconnectedness of A-IRB banks ‘demands higher, not lower, capital requirements 

for large financial institutions, as the current calibration of Basel II suggests’ (WOCCU, 2010: 2). As with the 

continued use of internal ratings, how- ever, these institutions arrived too late to influence outcomes. Before they had 

even registered their support for a Pillar 1 surcharge – the end of the comment period in April 2010 – the Basel 

Committee was already ‘deeply skeptical’ about the idea, in the words of one member, and had already begun 

developing approaches to incorporating it into Pillar II. Fears that the surcharge would be non-binding were 

confirmed in July, when the BCBS announced that it would develop a ‘guided discretion’ approach to setting capital 

requirements for systemically important institutions (BCBS, 2010a: 5). The calibration of the measure proved equally 

favourable to the largest banks. Despite suggestions by Federal Reserve economists that a robust surcharge should 

constitute up to 7 per cent of risk-weighted assets, in June 2011, the Committee opted to set it within a range of just 

1.5–3 percent (Tarullo, 2011; BCBS, 2011). Full implementation of the surcharge, meanwhile, would be delayed 

until 2019 (BCBS, 2011).  
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Oscar Jord et al (2017) reported in their on Bank Capital Redux, displays lowest capital adequacy ratio between 

1970-2008 for seventeen developed countries excluding war years and five year windows around wars. Capital 

adequacy ratio of Australia were 28% (1976), Belgium 1.6% (1984), Canada 2.4% (1980), Switzerland 4.5% 

(1998), Germany 3% (1951), Denmark 4.9% (2008), Spain 3.7% (1956), Finland 3.2% (1981), , France 2.3% 

(1951), UK 4.1% (1982), Italy 1.6% (1951), Japan 2% (1952), Netherlands 3.5% (1980), Norway 2.6% (1991), 

Portugal 3% (1978), Sweden 3.4% (1981) and the USA 5.7% (1974). Interestingly most of the innovation and 

economic developments took in these countries under such lower capital adequacy ratio.  

 

Summary  

The recent history of international banking regulation is one of failure after failure. Twice within the last 15 

years, the Basel Committee has sought to strengthen global capital standards in response to an international 

financial crisis – and twice it has failed. Why has history repeated itself.  According to the dynamic analytical 

framework it is  have presented in this paper, the answer lies in the substantial information asymmetries 

regarding the Basel Committee’s agenda, which, combined with an opaque institutional context on the supply 

side, gave large international banks the crucial first-mover advantage in successive regulatory processes. This 

allowed them to shape decisions in a way that was near impossible to reverse at later stages. Latecomers, 

whether developing country banks or community lenders, had little choice but to accept what was in effect fait 

accompli.  Given the importance of robust capital regulation for the health of the global economy, it is crucial 

that we heed the lessons of this analysis. Future efforts to revise capital adequacy standards must both observe 

basic standards of due process and minimize the information asymmetries between stakeholders at each stage of 

the regulatory process–principally, but not exclusively, by maintaining a clear distance between supervisory 

bodies and the banking industry. Though difficult to achieve in practice, if implemented faithfully these changes 

would ensure that the next time regulators set out to revise global banking rules, they achieve every one of their 

aims.  As well as offering practical lessons for policymakers, my dynamic framework suggests a new direction 

for theoreticians. Scholars in the field of IR have traditionally analysed political phenomena through the narrow 

lens of comparative statistics. The case of international banking regulation shows that this reductionist approach 

is not always helpful. Drawing out and testing the causal implications of timing and sequencing are essential to a 
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proper understanding of process-related politics. Students of global financial regulation and IR more broadly can 

reap enormous analytical gains from placing actors and events in their proper temporal context.  

 

Section III: Why do Risk Weighted Assests Differ Across Countries and What can be done  

Introduction: Strengthening capital ratios is a key priority in the aftermath of the global financial crisis. 

Increasing the quantity, quality, and transparency of capital is of paramount importance to restore the banking 

sector to health. Recent regulatory reforms have primarily focused on improving the numerator of capital ratios, 

while changes to the denominator, i.e., risk weighted assets (RWAs), have been more limited. Why look at 

RWAs now. Confidence in reported RWAs is ebbing. Market participants question the reliability and 

comparability of capital ratios, and contend that banks may not be as strong as they are portrayed by risk-based 

capital ratios. The Basel Committee recently announced it will review the measurement of RWAs and formulate 

policy responses to foster greater consistency across banks and jurisdictions. The academic literature on capital 

is vast, but the focus on RWAs is more limited. Current studies mostly emanate from market participants, who 

highlight the wide variations existing in RWAs across banks. There is no convergence in views about the 

materiality and relative importance of these differences, and thus no consensus on policy implications. This 

section aims to shed light on the scale of the RWA variation issue and identify possible policy responses. This 

section (i) discusses the importance of RWAs in the regulatory capital framework; (ii) highlights the main 

concerns and the controversy surrounding RWA calculations; (iii) identifies key drivers behind the differences 

in RWA calculations across jurisdictions and business models; and (iv) concludes with a discussion on the range 

of options that could be considered to restore confidence in banks’ RWA numbers. A comprehensive analysis of 

broader questions, such as what is the best way to measure risk or predict losses, and what is the optimal amount 

of capital that banks should hold per unit of risk, is beyond the scope of this study. A comparison of the 

respective merits of the leverage and risk-based capital ratios is also outside our discussion.  

RWAs are an Important Component of Capital Ratios. Risk-based versus unweighted capital ratios. Capital 

ratios are a key indicator of a bank’s solvency and resilience. Over time, the regulatory capital framework has 

changed significatly (see appendix I for a full discussion), but remains heavily dependent on RWAs. The Basel 

Committee’s regulatory solvency measures
 
are currently all defined in terms of risk- weighted assets (RWAs). 

However, Basel III will gradually introduce a new solvency measure, the leverage ratio, initially defined as Tier 

1 capital over total unweighted on-and off-balance sheet assets.  The denominator is still subject to the 

coexistence of various approaches under the Basel regimes. While Basel III will foster greater convergence in 

the definition and composition of the numerator of capital, the denominator is the product of a mix of Basel 

approaches.  

 

3.1    Risk Weighted Assets, Capital, and the Regulatory Framework 

RWAs are an Important Component of Capital Ratios Risk-based versus unweighted capital ratios. Capital ratios 

are a key indicator of a bank’s solvency and resilience. Over time, the regulatory capital framework has changed 

significantly (see appendix I for a full discussion), but remains heavily dependent on RWAs. The Basel 

Committee’s regulatory solvency measures are currently all defined in terms of risk- weighted assets (RWAs). 

However, Basel III will gradually introduce a new solvency measure, the leverage ratio, initially defined as Tier 

1 capital over total unweighted on-and off-balance sheet assets.  

 

Why do we need to look at RWAs  

Risk-weighted assets have at least three important functions. RWAs are an important part of both the micro- and 

macro-prudential toolkit, and can (i) provide a common measure for a bank’s risks; (ii) ensure that capital 

allocated to assets is commensurate with the risks; and (iii) potentially highlight where destabilizing asset class 

bubbles are arising.  The perceived differences in the detailed application of the Basel standards for RWAs have 

brought into question the credibility and effectiveness of the capital framework. Policy makers, banks, and 

investors all rely heavily on capital ratios to assess the strength of banks, and to provide solutions to the 

financial crisis that started in 2007 and is still plaguing some banking systems. The most recent illustration is the 

European Banking Authority stress tests, where risk-based capital requirements were temporarily raised to 

solidify European banks. Similarly, the new capital buffer for global systemically important banks (G-SIBs) is 
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based on a percentage of RWAs. However, increased reliance on capital ratios comes at a time when their 

robustness is being questioned, as various capital measures provide different and often conflicting messages 

about banks’ solvency (see III A). As doubts arise concerning the robustness of the risk assessment, questions 

are also being asked as to the accuracy of reported levels of capital.  

Capital ratios have been scrutinized for as long as they have been in existence. As early as 1999, the Basel 

Committee noted that “with increasing sophistication of the banks and the development of new innovative 

techniques in the market, the largest banks have started to find ways of avoiding the limitation which fixed 

capital requirements place on their risk- taking relative to their capital. For certain banks, this is undoubtedly 

starting to undermine the comparability and even the meaningfulness of the capital ratios maintained.”  

The focus has shifted from the numerator to the denominator. While in the run-up to the financial crisis, doubts 

were centered around the numerator, now they are squarely focused on the denominator. In fact, in recent 

months, senior regulators from several leading agencies and international organizations have publicly expressed 

their concerns about RWAs.  

Investors’ concerns are also highlighting the need to focus attention on RWAs. Investors' growing concerns 

about the reliability of the denominator of capital ratios bear similarities to their previous loss of confidence in 

the numerator in the run-up to the 2007 financial crisis. At that time, market participants moved away from 

regulatory measures and chose to focus instead on capital measures, which better reflected true loss-absorbing 

capital (e.g., Core Tier 1 in Europe and Tangible Common Equity or Tier 1 Common in the United States). 

Basel III then sought to correct the main deficiencies of the numerator, by adopting a much stricter definition of 

capital. Recent market intelligence points to an increased mistrust in the way certain banks calculate their RWAs 

(particularly the ones using the Basel II advanced IRB approach). Some investors may prefer to rely on un-

weighted capital measures (leverage ratio) to assess solvency, or to require a higher capital ratio to compensate 

for the possible understatement of RWAs. Either way, this underlines the urgency to revisit RWAs.  

This section aims to further the debate on RWAs. Starting with the premise that retaining risk-based capital ratios is our 

preferred outcome, our discussion centers around mapping out concerns and differences, and suggesting possible policy 

options to strengthen the current RWA framework and solidify market confidence.  

 

3.2     What are the key concerns about RWAS  

Some regulators, banks, and market participants have expressed doubts about the adequacy, consistency, 

transparency, and comparability of capital. Market distrust about the reliability of RWAs reported by banks 

could have a number of consequences, including: (i) market participants may re-calculate banks' capital ratios 

(most likely downwards) and disregard regulatory reported ratios; (ii) further, they could stop using risk-based 

capital ratios altogether and turn to the leverage ratio; (iii) investors may require higher capital ratios to 

compensate for the low perceived reliability of the denominator; and (iv) they could restrict lending to banks for 

which they have doubts about reported capital adequacy.  

 

Overview of Key Concerns Resulting from Current RWA Calculation Practices 

Key Concerns Possible Impact 

                                                                                                     Regulators main concerns 

Inaccurate measurement of risk, both onand off-balance 

sheet.  

Understatement of risk.  

Tail risk not captured properly, thus low probability/high 

impact events mispriced.  

Reported capital adequacy ratios can substantially 

overstate banks’ capital adequacy and send wrong signals 

about the true solvency and resilience of banks.  

Capital ratio is not a reliable indicator of stress, possibly 

delaying necessary restructuring/ recovery/resolution.  

                                                                                                     Adequacy of capital  

RWAs as a percentage of total assets have trended down in 

recent reportings despite a heightened risk environment, 

leading to concerns that low RWA calculations reflect 

insufficient capital.  

Imperfect match between risk and capital.  

Some banks are under-estimating risk.  

The lower the RWA density, the higher the scope for error 

in the calculation of capital requirements.  
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RWAs decrease due to “optimization”, “model changes”, 

“data cleaning”, “parameter updates”, etc…  

Banks with similar business models may have very 

different capital levels.  

 

                                                                                                           Pro-cyclicality  

RWAs, which rely on ratings and are mostly based on 

historical parameters, may be too low in good times & rise 

too late in bad times.  

Probability of default: “point in time” versus “through the 

cycle” affects cyclicality of capital.  

Calculation of RWA may amplify procyclicality of capital 

requirements, as banks de-leverage in a downturn to 

reduce their RWAs, or increase them in good times, 

thereby amplifying the crisis or building up an asset 

bubble  

                                                                                                    Banks’ main concerns  

Competitive advantages 

Some banks worry that the banks with the lowest RWAs 

could benefit from an undue competitive advantage (due to 

lower capital requirements), and capture market shares 

thanks to more aggressive pricing power.  

G-SIFI capital surcharge will be calculated as a percentage 

of risk-weighted assets, not of total assets, which could 

favor some banks over others in terms of additional capital. 

Least conservative banks could gain ground, which could 

threaten global financial stability.  

Based on RWAs, the G-SIFI surcharge does not 

necessarily penalize the largest banks (in terms of total 

assets).  

Uneven regulations and supervision of banks’ RWA 

practices across jurisdictions.  

Model approvals are neither uniformly robust nor 

uniformly reviewed.  

Application of Pillar II and capital buffers is variable.  

Supervisory practices vary excessively, and some banks 

get a more lenient treatment.  

                                                                                            Investors’ & Markets’ main concerns 

Comparability of capital ratios 

RWAs are subjective and vary from one bank to the next, 

and it is challenging to compare capital ratios across banks, 

both crossborder & within countries  

0  

Credibility of capital ratios  

Different methodologies may lead banks, regulators, and 

markets to distrust each others on reported RWAs  

Could lead to a confidence crisis, where markets become 

reluctant to lend to banks, ultimately resulting in a 

liquidity crisis  

Opacity and complexity of internal models 

The formula for calculating RWAs is very complex in itself 

and leaves large potential for different interpretations. 

Difficult for markets to gauge the quality of internal 

models and the robustness of methodologies used by IRB 

banks (a difficulty also faced to a certain extent by 

supervisors). 

Large cross-border banks often rely on a myriad of models, 

each measuring a small portion of the assets under specific 

rules of various jurisdictions, and it is not unusual for G-

SIFIs to employ several dozens of models simultaneously  

Markets may doubt RW based capital measure & adopt 

leverage ratio instead.  

Regulators may be tempted to over-ride internal models 

and impose minimum riskweights floors. 

Temptation to move backwards and discard Basel II for 

Basel I. 

 

Adopted: Vanessa Le Leslé and Sofiya Avramova (2012) Revisiting Risk-Weighted Assets “Why Do RWAs Differ Across 

Countries and What Can Be Done About It?” Vanessa Le Leslé and Sofiya Avramova, International Monetary Fund WP/12/90. 

 

3.2.1   Comparing Capital Ratios Globally is Difficult  

Most bank comparisons rely on capital ratios, but this paper argues that (i) capitalization varies greatly 

depending on the capital measure used (risk-based or un-weighted); (ii) similar headline capital ratios may mask 

very different risk levels, or at least different measurement approaches; and (iii) banks converge toward the 

regulatory capital ratio that is the most favorable to them. Throughout the paper, we base our discussion on a 

sample of 50 systemically important banks (SIB) based in three regions: Asia Pacific (“Asia,” colorcoded in 

yellow), Europe (“EU” color-coded in blue) and North America (“NA” in red). The sample is also broken down 

into three main (simplified) business models: retail (commercial) banks, investment banks, and universal banks. 
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The ranking of banks’ capital adequacy varies significantly, depending on whether capital ratios are risk-

weighted or not. Figure 2 compares the dispersion in capitalization levels by regions (Europe, North America, 

and Asia Pacific), based on three indicators: (i) Core Tier 14 (CT1) over RWAs; (ii) Tangible Common Equity 

(TCE) over tangible Total Assets (TA); and (iii) TCE over RWAs. All three indicators point to higher capital 

levels in Asia Pacific and North America, with wider dispersion among the European banks. The latter are 

scattered when ranked in terms of risk-based CT1 or TCE/RWAs, but migrate downwards when assessed on an 

un-weighted basis (leverage ratio), while U.S. and Asia Pacific banks stack up at the top. The better performance 

of banks in certain geographical locations under certain capital ratios is driven by a combination of factors 

discussed in section IV, and particularly: Regulatory environment, Accounting framework, Economic cycle and 

probability of default, Banks’ business models, composition of RWAs and methodology.  

Similar capital ratios may reflect a very different risk measurement. Can we even compare capital ratios? Taking 

a sub-sample of 14 banks from Europe, North America, and Asia Pacific who all reported a 9 percent Core Tier 

1 (or equivalent), 5 figure 3 illustrates that the corresponding leverage ratio and “RWA density” (measured as a 

percentage of RWAs over TAs) for these 14 banks varied significantly, both across and within regions. The 

Leverage Ratio varied between 3 percent in Europe and Asia Pacific and 7 percent in North America. Similarly, 

for RWA density, the level goes from 23 percent (Europe) to 77 percent (North America). Both charts show large 

gaps between the lowest and highest leverage ratio and RWA density reported within each region. This suggests 

that a nominal reported ratio of 9 percent Core Tier 1 may mask differences in the level of risks it supports 

across banks. It may equally show a combination of different types of assets and different risk weights.  

Linking ratings and capital measures also highlights the difficulty in relying on any single measure of 

capitalization to assess a bank’s solvency. For the broader sample of 50 banks, figure 4 shows a very wide 

dispersion of reported Core Tier 1 (or equivalent) for banks rated in the same category. For instance, AA rated 

banks (based on an average of Standard and Poor’s and Moody’s ratings) report a CT1 ratio of between 9 

percent and 21 percent. Similarly, the level of RWA density for each rating bucket displays wide ranges. This 

would tend to suggest that even if capital is an important component of the rating decision, ratings are not a 

strong indicator per se of bank solvency, as they incorporate other quantitative and qualitative parameters. For 

the narrower 14 banks sample, ratings also point to a variation in the overall quality assessment of banks.  

 

3.2.2   RWAs and Total Asset Variations across Regions and over Time  

Recently, there has been a shift in perception about how to interpret RWA density. The level of RWAs as a 

percentage of TAs (RWA density) should be viewed as good indicator of a bank’s riskiness. Typically, a high 

proportion of RWAs would tend to indicate a higher share of riskier assets, and regulators and market 

participants should prefer banks with a low RWA density. However, recently the perception has changed 

dramatically, with many viewing higher RWAs as “better” and more reliable. Higher RWA density is now 

considered as an indication of more prudent risk measurement, where banks are less likely to “optimize” the 

computation of their risk-based capital ratios.  

Total assets, risk-weighted assets and RWA density vary across jurisdictions and through time. The differences 

between the average RWA/TA ratios (“RWA density”) across regions are significant (Figure 5), prompting 

questions about consistency across the RWA methodologies used by banks in different jurisdictions, and casting 

doubts on the reliability of banks’ capital ratios. RWA density is slightly trending down over time, in Europe 

(where banks gradually transitioned to Basel II by 2007), but remains stable in the United States, where banks 

continue to report under Basel I.  
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This table documented the results of study on models of cost benefit analysis of Basel III crisis prediction 

simulation in the first part showing the methods of the research study, model type, reference country, estimates 

calibrated, bank capital, bank liquidity and main findings. This part includes 6 studies between (2008-2011) 

covering Euro Area, Japan, Hongkong, UK, and Canada. The findings suggest that increased capital ratio 

strengths banking stability resulting in reduction of credit flow increase in the interest cost ultimately leads to 

reduction in the country’s GDP. The nest part of the table demonstrates similar results on long term cost benefit 

analysis of the Basel III crisis prediction simulation analysis also show a reduction of credit flow, increase in 

interest cost and reduction in national outputs. Countries covering the samples in these studies were US based, 

Hongkong, Italy, Euro Area, and the United Kingdom.   

After a decade marked by an increase in total assets, RWA density decreased (or stopped increasing). In the run-

up to the financial crisis, many banks experienced balance sheet inflation, due to a mix of consolidation, organic 

growth and expansion, as European SIBs (which mostly follow a “universal banking model”) diversified their 

business lines and geographies. There are some indications of a recent decline in RWA density in some 

jurisdictions, but data seems inconclusive and is often inconsistent across banks. Limited information makes it 

difficult to explain why RWA density is trending down, which could be the result either of a reduction in RWA 

or of an increase in total assets (or a combination of both).The question is whetherTA and RWA are moving in 

step or diverging.  

RWAs have been declining proportionally more than total assets for some banks and jurisdictions in recent 

years. Several factors may explain this decrease in RWA density. As intended by design, the gradual shift from 

Basel I to Basel II (particularly IRB approaches) has enabled banks to benefit to some extent from lower RWAs, 

as they move their portfolios to the advanced IRB. The average RWAs could also have been driven down by 

changes in the business mix, with banks increasing at a relatively faster rate those assets that carry lower risk-

weights (as banks have a regulatory incentive to gravitate towards assets attracting less capital) and reducing 

assets attracting higher capital requirements. The point in the cycle (growth or downturn period) at which PDs 

and RWAs are calculated is also important. A deterioration in economic conditions should push the probability 

of default (PD) of assets up and lead to an increase in RWAs, which prove true for some, but not all the banks. 

The increased use of collateral (which decreases the loss given default) may have contributed to the RWA 
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density reduction. The transition from Basel I to Basel II and the business mix changes are legitimate reasons to 

support an RWA decline in recent years. However, some contend that some banks (particularly advanced IRB 

banks) may have amplified this decline by changing their RWA methodology further to obtain lower RWAs, but 

this is hard to prove based on publicly available data.  

 

Key Drivers of Differences in RWA Calculation 

A host of factors influence banks’ risk modeling choices. Some reflect true risk-taking and are bank-specific 

parameters (such as the business model or asset quality), while others are unrelated to the risks that banks incur 

(such as institutional, accounting, regulatory parameters). First, we would expect there to be differences, as 

operating environments and business models vary widely among banks. However, this study sets out to (i) to 

identify the factors to which these variations can be attributed and map out the extent of those differences, and 

(ii) differentiate between external parameters and bank-related ones. Our analysis looks into differences in 

RWAs across regions and types of banks. Overview of Factors Influencing RWAs:  Table 2 provides a simplified 

overview of the main factors behind RWA differences, which are detailed in following paragraphs.  

 
Main Factors of Differences in RWA Densities across Jurisdictions and Banks 
External Parameters: Regulatory framework Banks’ Internal Parameters 

Reporting under Basel I or Basel II regime, and for 

Basel II, under Standardized Approach (including the 

Simplified one), versus Foundation Internal Rating 

Based (IRB) or Advanced IRB approach. 

Regulatory emphasis on risk-weighted based capital 

ratios or on leverage measures (unweighted)  

Bank choice of approach under Basel II: standardized 

or IRB; combination of approaches for different 

portfolios and/or geographies  

 

Supervisory framework 

Initial validation of models. On-going supervision of 

models and RWA classification methodology.  

Imposition (or not) of minimum floors on some asset 

classes. Cross-bank surveys on methodology Intensity 

of use of Pillar 2. Understanding of broader risk 

management.  

Modeling risk. Risk management and strategy. Risk 

appetite. 

 

Accounting framework 

IFRS versus US GAAP or other local accounting 

standards  

Some banks report under both IFRS & US GAAP.  

Full or partial implementation of IFRS standards  

Legal framework 

Recovery process, through judiciary courts or through 

direct bank repossession. Access to collateral. Contract 

enforcement. 

Internal risk management and recovery procedures. 

Use of collateral.  

 

Economic cycle  

Economic growth versus downturn (mild or severe?). 

Rates of defaults by regions and countries. Rates of 

default by asset classes.  Rates of recovery.  

 

Asset mix (by geography and business lines). Lending 

and recovery practices. Internal probabilities of 

default / loss given default and expected recovery. 

Probability of default: use of “point in time” or 

“through the cycle” . 

Business model  

Constraint on bank structure (legal separation of 

activities, ring-fencing)  

Business model choice: universal bank / retail bank / 

investment bank (or combination). Asset composition 

and business mix.  

Lending, valuation and provisioning practices 
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Directed lending (from the government or related public 

bodies) or free market. Mortgages: originate and 

distribute / on- or offbalance sheet (e.g. passed over to 

GSEs).  Structure of the economy (e.g. SMEs versus 

large corporates; level of indebtedness of corporate and 

households).  

Lending practices (loans versus bonds; maturity of 

assets; quality of borrowers). Geographic footprint 

may impose local practices in addition to group ones.  

Valuation and collateralization of assets. Classification 

of assets into performing/non performing loans. 

Provisioning practices.  

Source: Vanessa Le Leslé and Sofiya Avramova (2012) Revisiting Risk-Weighted Assets “Why Do RWAs Differ Across 

Countries and What Can Be Done About It?” Vanessa Le Leslé and Sofiya Avramova, International Monetary Fund WP/12/90.  

 

3.2.3   External Parameters 

Regulatory frameworks are a key factor influencing the calculation of RWAs Banks’ RWAs are primarily driven 

by the regulatory framework prevalent in their home jurisdiction. Banks follow either the Basel I or Basel II 

framework, which differ significantly (see Appendix I). Even within Basel II, there are three possible 

approaches to choose from: Standardized Approach (SA), Foundation Internal Ratings Based Approach (F-IRB) 

and Advanced Internal Ratings Based Approach (A-IRB). Basel II imposes capital charges for operational risk, 

whereas Basel I do not.  

The majority of systemically important jurisdictions report under Basel II7 (figure 6), with the Advanced IRB 

approach the most commonly used (14 countries). In Europe, all banks were required by European legislation 

(Capital Requirements Directive, “CRD”) to implement Basel II in 2007. In Asia, countries with large financial 

sectors follow one of the Basel II approaches as well. In contrast, the US banks continue to report under Basel I, 

with the largest internationally active US banks (with total assets of over $250 billion) in a parallel-run phase, 

with a view to migrating to Basel II (and III). Reporting under Basel I or II carries important implications for the 

way assets attract risk-weights. Banks have a strong regulatory incentive to select assets that look attractive 

under their regulatory regime. European banks tend to gravitate towards assets that carry a low risk weight, 

allowing them to report strong capital ratios under the Basel II risk-weighted framework. Conversely, in the 

United States, where the emphasis beyond Basel I has long been on the leverage ratio, banks tend to focus more 

on assets that carry attractive returns, since they have a more binding leverage constraint and cannot over-

accumulate assets. As a result and as expected, RWA density is higher in Basel I countries, and trends down as 

jurisdictions report under the more sophisticated Basel II approaches.  

Banks under Basel I have much higher RWA densities than banks under Basel II FIRB and A-IRB. In fact, the 

A-IRB average RWA density is around 1.6 times lower than the Basel I average RWA density. This is consistent 

with the objective of Basel II, which was to incentivize banks to develop more advanced risk management (and 

be “rewarded” with lower RWAs and capital requirements). Typically, risk weights are expected to be the lowest 

under A-IRB, and highest under Basel I. This tiering means that, as banks migrate to a more sophisticated 

approach, their RWAs decrease and Core Tier 1 ratio increases. FIRB is in limited use, as it is mostly a stepping 

stone towards A-IRB. Most European banks adopted A-IRB, but to varying degrees (some almost exclusively, 

others still relying on a combination of approaches on different segments of their portfolios). 

Regulatory and institutional differences have fuelled a debate about the way European versus US banks measure 

risks and capital. Beyond their distinct regulatory regime, the United States and Europe also have a different 

institutional set-up. For instance, the existence in the United States of government-sponsored entities (GSEs) 

enables US banks to offload most of their mortgage books (which is not possible in Europe) and to reduce their 

total assets and RWAs. Neither regime is better or worse per se, but are the product of deeply entrenched 

political and social choices, and thus are different. Comparisons tend to raise more meaningful issues when done 

on a regional basis, among banks with similar regulatory setups as well as relatively similar business models. 

Floors have been introduced to backstop capital requirements, and should partially offset regulatory effects. To 

ensure banks do not hold insufficient regulatory capital, Basel II set a floor on the amount of capital required, as 

a percentage of what would be demanded under Basel I. The floor gradually decreased from 95 percent to 80 

percent in 2009, when it was supposed to be removed. However, the continuing effects of the financial crisis led 

the Basel Committee to extend the Basel I floor. Assuming the floor is applied, it would limit the extent to which 

observed differences can be explained by differences in regulatory regimes. A floor has also been implemented 
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as part of the EBA 2011 recapitalization exercise to mitigate against excessive ‘model optimization’ among IRB 

banks.  

However, floors cannot prevent some divergences in implementation across jurisdictions. In Europe, the floor 

required by the original CRD also expired at the end of 2009, but CRD3 reinstated it until end-2011. The CRD4 

draft proposes prolonging the Basel I floor until 2015, but national authorities would be able to waive the 

requirement under strict conditions. In the United States, Dodd-Frank Act implementation measures created a 

permanent Basel I floor on minimum risk-based capital requirements, which limits the effects of the migration 

to Basel II for large international US banks.  

 

3.2.4   The accounting framework matters  

The accounting regime influences RWA density. Most systemically important jurisdictions permit or require the 

use of International Financial Reporting Standards (IFRS) for domestic companies (figure 8a). The European 

Union has adopted virtually all IFRS standards (with some carve-outs for IAS 39 and IFRS 9), and many Asian, 

and North and South American countries have IFRS or equivalent standards in place. In the United States, US 

GAAP remains the prevalent accounting framework, but work is under way to allow greater convergence 

towards IFRS. Among the key differences between accounting standards is the netting of derivatives positions 

(authorized under US GAAP, but disallowed under IFRS). Hence, the off-balance sheet positions would appear 

more “inflated” on an IFRS basis. The biggest impact of accounting is likely to be on the denominator of the 

RWA density ratio (total assets), rather than on the numerator (RWAs). The observation that average risk weights 

for non-IFRS banks are, on average, higher than those for IFRS banks (Figure 8b) suggests that the accounting 

framework matters when comparing average RWA density.  

Economic cycle and PD assumptions are important in determining RWAs A key input in the IRB complex 

formula is the probability of default (PD). Different interpretations and calculations of the PD may result in 

drastically different outputs in the formula. Risk weights increase as the PD rises, but the relationship is not 

proportional, and a high increase in the PD will typically translate into a more moderate increase in RW. 

Barclays analysts8 show how risk weights can be derived from different levels of PDs for given Loss Given 

Default (LGD) levels. For example, assuming a 50 percent LGD, a PD of 6 basis points (bps) generates a risk 

weighting of 44 percent, whilst a PD of 18 bps generates a risk weighting of 75 percent.  

 

3.2.5   Several factors may explain variations in PD estimates, including 

Whether PDs are based on a “point-in-time” basis or use “through-the-cycle” default rates. That, in part, 

explains why some banks experienced significant RWA inflation as the recession deepened, yet others didn’t. 

PDs may also vary because of the differences in historical data used in their estimation. Figure 9 shows that 

historical rates of default in Europe over the last 15 years have been consistently below those in Asia and the 

United States. Defaults in the United States have been more elevated than in Europe for both bonds and loans. 

So, the differences in default history may have justified the use of lower risk weights by European banks in the 

past. However, Europe is likely to see an increase in defaults in coming quarters. Rating agencies differ on 

default rates, as Moody’s and S&P for instance report different default rates for the same regions. Finally, 

differences in PD estimates can also arise because of different time periods used in the estimation. For instance, 

according to S&P, the estimated default rate for U.S. mortgage loans increased from 20 basis points prior to 

2008 to 200 basis points after the crisis had been observed.  

 

3.2.6  Bank-related Parameters Business models are a key driver in the composition and level of RWAs  

Each bank has a unique business model and geographic footprint. Depending on their business mix, banks can 

be broadly categorized into three groups: (i) retail/commercial banks, (ii) universal banks, and (iii) investment 

banks. Investment banks are mostly exposed to market risk, retail banks are mostly exposed to credit risk, while 

universal banks span across all activities and are exposed to both credit and market risks. Operational risk is 

only accounted for under Basel II.  

Regional distributions show that the RWA densities of European banks tend to be lower than those of Asian and 

North American banks. Based on our sample of SIBs, within each of these regions, there are some notable (but 
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simplified) cross-country differences. In Europe, some banks from Spain, Italy, and the UK, which are more 

geared towards retail activities, have a higher RWA density than some banks based in France, Germany, and 

Switzerland, whose bank profiles are more towards universal or investment banking. In North America, US 

regional banks’ RWA density is higher than that of international banks and of regional banks in Europe and Asia 

Pacific, mainly because of their mortgage and retail focus. Large US global money center banks are below their 

regional average, while Canadian banks exhibit low RWA density, primarily because parts of the mortgage book 

are also government guaranteed. In Asia Pacific, some Australian banks, whose business profile is closer to that 

of European universal banks than to developing Asian banks, rank generally below their regional average.  

Retail banks tend to have higher RWA densities than universal banks and investment banks. The relatively lower 

RWA densities of investment banks are to be expected as these banks have large trading books, which attracted 

lower risk weights than banking book assets. This is about to change with the implementation of Basel 2.5. 

Going forward, migration of market risk towards a higher level (e.g., securitization, proprietary trading, credit 

valuation adjustment─ “CVA”) means that the RWAs of investment banks will increase. Quantitative impact 

studies from the Basel Committee have indicated that market risk should triple on average (with some banks 

experiencing over 10 times higher risk weights post Basel 2.5).  

The characteristics of banks’ portfolios heavily influence the calculation of RWAs. Collateral quality and 

quantity is an important driver of loss given default (LGD), especially as risk weights (RWs) move in line with 

LGD (the formula shows a linear relationship). Since LGDs tend to have a greater impact on RWs than PDs do, 

banks have an important incentive to extend secured (versus unsecured) loans. This may influence their business 

mix, as banks opt for mortgages and Commercial Real Estate (CRE) rather than for unsecured retail or corporate 

loans (which attract higher LGDs). Portfolio maturity also influences the ultimate RWs. Longer dated assets 

attract higher RWs than assets with a short maturity, to account for the greater uncertainty in loss prospects. 

Banks whose portfolios have a longer average maturity (e.g., large mortgage books) will see an uptick in their 

RWs. Credit risk is by far the largest component of RWAs, representing 86 percent on average for our sample 

(figure 11). Market and operational risks are broadly equal at 6.5 percent and 7.5 percent respectively, but they 

are spread differently. US banks, who do not yet report under Basel II, do not disclose any operational risk. 

Market risk is limited for most banks, but is concentrated in large global investment banks (and a few universal 

banks), mostly American and European, whose average is 17 percent. The range between maximum and 

minimum for credit risk is 38.4 percent across all business models and regions, whereas the range for market 

risk is 36.7 percent.  

 

3.2.7   Credit risk still exhibits large variations across banks and portfolios  

By design, the A-IRB formula is complex and leaves ample room for interpretation. Under IRB, the scope for 

getting very different results is real, since the formula for calculating RWAs under Basel II is highly complex, 

which increases the potential for different interpretations, and offers limited transparency. The formula relies on 

many parameters, with key inputs such as Probability of Default (PD), Loss Given Default (LGD), Exposure at 

Default (EAD) and Maturity (M). Indeed, as the Bank of England’s Haldane recently observed: “(the) number of 

risk buckets have increased from around seven under Basel I to, on a conservative estimate, over 200,000 under 

Basel II. To determine the regulatory capital ratio of this bank, the number of calculations has risen from single 

figures to over 200 million. The quant and the computer have displaced the clerk and the envelope.” Variations 

in RWAs across banks due to credit risk are quite large. The way credit risk weights are computed is essentially 

unchanged under Basel III, and will be driven by either Basel I or Basel II. Most of the criticisms are centered 

around Basel II IRB, in particular the Advanced version, where banks enjoy the most flexibility. For instance, in 

Europe, where most banks rely on A-IRB/F-IRB, investment bank analysts point out that credit risk 

measurement varies greatly. Their research (Table 3) shows that within each category of credit risk (mortgages, 

corporates, institutions, and other unsecured retail), the variations between risk weights are very significant, 

mainly due to divergences in the implementation of Basel II by domestic supervisors in a number of important 

aspects. This is the case for risk parameter floors, treatment of non-performing loans, parameters for cycle 

adjustment, and migration matrices.  
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With the exception of loans to banks, other loans show wide variations. Corporate loans display some degree of 

variation in the averages for the three regions, Europe and Asia (50 percent and 65 percent, respectively) are 

considerably below North America (85 percent), as would be expected for Basel I banks. Given the higher 

administrative costs of lending to corporates (especially SMEs), there is a significant implicit incentive to 

increase high volume standardized lending (consumer retail lending and home mortgages) and CRE lending. 

Unsecured loans have the highest risk weights in North America (up to 100 percent) and the smallest range in 

Asia. Exposures to credit cards vary greatly from bank to bank. Loans to banks show relatively similar average 

risk weights across the world, with moderate dispersion in all three regions.  

 

3.2.8   Market risk: convergence is still limited  

Basel 2.5 and III will strengthen the risk capital framework in the trading book, incremental risk and 

securitization products. According to BCBS’s quantitative impact study (QIS), trading-book market risk capital 

requirements will triple on average under Basel 2.5, with some banks even experiencing a double-digit increase. 

However, it is unclear to what extent they will reduce the gap between the existing market risk RWAs of 

European and US banks with sizeable market-related activities. Based on available public data, figure 1310 

indicates that the average increase in RWAs for Basel 2.5 and III before any mitigation actions are taken (with 

the exception of one bank, net of mitigation) is 36 percent for a sample of 14 European banks and one Asian 

bank. The dispersion ranged from 104 percent maximum to 4 percent minimum. The ultimate RWA impact is 

expected to be lower as banks implement mitigating actions.  

The inconsistency in implementation of Basel 2.5 across Europe and the United States may result in uneven risk-

weighting for market risk capital calculations.  Basel 2.5 (CRD3) has been implemented in Europe as of end-

December 2011, but is still under consultation in the United States, with implementation expected later in 2012. 

There are common elements to Basel 2.5 in the two regions (e.g., the introduction of Stressed VaR, Incremental 

Risk Charge, and the comprehensive risk measure (CRM) as the new modeling components). However, some 

factors could result in significant RWA differences. Among them are (i) differences in the regulatory intensity of 

the supervisory model approval process; (ii) definitional differences (e.g., scope of securitizations); and (iii) the 

imposition of surcharges (e.g, correlation trading portfolio is applied a 15 percent of standard charges surcharge 

to CRM in the US proposal, versus a 8 percent of standard charges floor in Europe). In addition, the use of 

external ratings varies, with Europe allowing the standard specific risk charge to be a function of the external 

rating for covered debt and securitization positions, whereas the United States is proposing certain alternatives 

to external ratings (Dodd Frank Act, section 939A).  

Business models explain remaining differences in RWAs.  Banks biased towards credit trading products will 

attract higher risk weights (due to the IRC) than banks geared towards flow forex, rates, equities or advisory 

operations (fig. 14 and 15). Similarly, banks with a higher proportion of secured financing will carry lower risk 

weights than banks heavily exposed to securitizations or to principal/proprietary trading. OTC derivatives will 

see a steep rise in overall risk weights, so banks will have an incentive to move standardized derivatives to CCP 

or to conduct secured OTC transactions.  

Certain RWA Differences May Warrant Particular Attention. A host of institutional, accounting, regulatory and 

bank-specific factors can influence the risk modeling choices of banks. Some differences are largely explained 

by observable and rational factors, but the importance of unexplained factors is still quite material. The Bank of 

England’s latest FSR argues that “evidence from the recent crisis suggests that the observed variations in RWAs 

might not entirely reflect genuine difference in risk-taking.” The UK FSA conducted a useful review of the RWA 

practices of UK banks.  

The current set-up for RWA calculation leaves considerable scope for subjectivity and interpretation.  Most 

banks rely on a combination of approaches to calculate RWAs, which inevitably brings complexity and opacity. 

Pillar 3 individual reports often refer to “model changes,” “data cleansing,” “RWA optimization,” “parameter 

update” or other techniques that could suggest that banks may be “tampering” with their RWAs in order to lower 

capital requirements. However, it is prudent to guard against any simplistic conclusion, and against inferring that 

any bank with a low RWA density is necessarily “gaming the system.”  
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Understanding why there are material differences, and whether they are legitimate is a difficult exercise.  First, 

cross-border comparisons may be of limited value, especially if banks have very different business profiles. 

Comparisons are more meaningful when targeted at banks within a relatively homogeneous region or with a 

similar business mix. Second, disclosure is very limited. Based on publicly available data, whose granularity and 

quality is variable, it is nearly impossible to assess the extent to which variations stem from genuine changes in 

banks’ asset mix and risk appetite or from a less palatable shift in risk measurement. However, some banks have 

publicly disclosed changes in their RWA methodology in 2011 that led to a reduction in their RWAs, without 

reflecting an improvement in their risk management or overall strength.  

RWA practices have recently been particularly criticised in two areas, namely the measurement of sovereign risk 

and covered bonds. Some of the key concerns regarding the latter are discussed in Box 2. A comprehensive 

discussion of sovereign risk will be available in the forthcoming Global Financial Stability Report12. The Basel 

Committee is also in the process of reviewing its RWA methodology, and senior BIS officials have called for a 

review of sovereign risk (Hannoun, 2011).  

A few “red flags” relative to risk measurement and the calculation of RWAs may be worth looking into. 

Regulators are fully aware of certain practices that may need to be investigated further, particularly when banks:  

Experience large swings of RWAs over time, even when there has been no material change in their business mix.  

Report a strong Basel III risk-weighted capital ratio, but have a weak leverage ratio (based on what banks may 

disclose during the observation period). Move from a more sophisticated approach (e.g., A-IRB) to a less 

sophisticated one to benefit from some “loopholes” (e.g., a uniform 2.5 year maturity under F-IRB or a zero 

risk-weight on sovereign risk under the Standardized approach).  “Cherry pick” the most favorable 

methodology for each type of exposure and combine several methodologies with a clear view to optimize 

capital, and not as a result of the coexistence of various operating environments in different jurisdictions. Report 

decreasing RWAs as the recession deepens (if they report under Basel II IRB). Report much lower RWAs than 

peers (i) in the same jurisdiction or (ii) peers with the same business model, suggesting that banks support 

comparable/identical risks with very different levels of capital. Cannot provide a verifiable and justifiable 

explanation for reporting significantly lower risk weights and refer to them as “methodology changes.”  

A primary objective is that the reforms should ensure a robust alignment of capital allocation and asset pricing 

with underlying risks. Reforms need to encourage banks to develop an RWA methodology that captures the 

genuine risks in their books, rather than to “optimize” their RWA and capital in a way where banks comply with 

“the letter, rather than the spirit” of regulations. Overall, the resulting framework should be one that cannot be 

easily manipulated and restores regulators’ and investors’ confidence in RWAs. The timing of the reforms needs 

to be carefully considered. A gradual review may be necessary to conduct an impact study, avoid cliff effects, 

and allow time for coordination with other regulations. In particular, a phased-in implementation of a stricter 

framework for risk-weighting sovereigns may be necessary to avoid precipitating further the withdrawal of 

banks from sovereign bonds. In addition, the existing floor should be prolonged for a longer period to allow 

banks and supervisors time to build in sufficient capacity to implement and validate internal models. Besides, as 

the Basel III leverage ratio will be implemented in 2018, there could be an effective role for Basel I floors to 

help transition to the new regime. In addition to the above considerations, the reforms should: balance objectives 

between (i) creating a more level playing field based on improved harmonization, transparency, comparability 

across banks and jurisdictions (but possibly ignoring special situations on certain asset classes or in certain 

countries which would require a different set-up); and (ii) allowing more flexibility at bank or country level in 

better calibrating RWAs. Be decided and implemented at the right level. For global systemically important banks 

(G-SIBs) spanning across multiple jurisdictions, a high degree of international cooperation would be desirable, 

and the Basel framework has always been designed with “internationally active banks” in mind. For purely 

domestic players, whose activity tends to center around traditional lending activities, beyond common basic 

rules for more consistent implementation, reforms could be more nationally or regionally focused and 

international guidance could be aimed at fostering greater convergence in methodologies. National supervisors 

do have the power to closely scrutinize a bank’s rating system, and to act where warranted. Focus first on the 

most visible deficiencies. The Basel Committee will review the measurement of RWAs in both the banking book 

and the trading book. Credit risk is a likely area for reform, and sovereign risk in particular deserves attention to 
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help restore the credibility of the Basel II standardized and IRB approaches. On market risk, Basel 2.5 and Basel 

III prompted some changes, but the variability in implementation across regions still allows large 

inconsistencies. In any case, the underlying model for computing market risk capital is being reviewed by the 

standard setters. Be assessed against capital ratios at large. The reform of RWAs aims to improve risk 

measurement and recognition, rather than to address an intrinsic increase in asset riskiness (which would be 

addressed primarily through higher provisions and other policy tools). Until now, many regulators have 

compensated for what they regarded as insufficient risk recognition through an increase in overall capital ratios. 

Going forward, if risk is better measured (and capital more commensurate), capital requirements may need to be 

reviewed, so that a tightening of the denominator does not add to a capital ratio that already factors in a “risk 

premium.”  

be coordinated with the broader regulatory agenda. Policymakers may want to avoid a piecemeal approach and 

ensure that any reform of RWAs does not conflict with other regulatory changes, with particular attention to two 

areas: (i) liquidity rules (especially for sovereign risks) and (ii) macro-prudential rules. Risk weights should be 

more dynamic to dampen asset bubbles and foster weak credit growth. Close interaction with the new counter-

cyclical buffer is needed (e.g., through imposing floors to prevent erosion through IRB models in good times 

and/or raising specific risk weights in the face of mounting risks or uncertainty).  

Running a global survey on a sample of cross-border SIBs could shed light on supervisory implementation 

practices and banks’ RWA methodologies. The Basel Committee could lead a peer review, based on submitting a 

“hypothetical portfolio,” at a minimum to FSB’s list of G-SIBs, to assess how they risk-weigh certain assets. As 

a starting point, the survey could include the asset classes easiest to compare, such as trading books and 

syndicated loans. This benchmarking exercise could enable cross-border comparisons. Modalities to do an 

international assessment of retail exposures (mortgages, unsecured loans etc.) could be discussed at a later stage, 

but at a minimum, a supervisory peer review should shed light on how exposures tightly linked to domestic 

factors are handled. The survey’s results, at individual bank level, should be disclosed in great detail among 

Basel Committee’s supervisors, while a more limited, but still granular, version could be shared with the 

markets. Enhanced supervision is essential. Pillar II offers supervisors extended powers to scrutinize risk 

weights, and they should use them. However, efficient oversight can only be achieved through an increase in 

supervisory resources at the country level. In the absence of skilled and sufficient staff, as well as a clear 

mandate and structure, a logical safeguard would be to require IRB banks to apply more conservative haircuts 

on assets, or possibly to abandon their internal models and move back to the Standardized Approach, until 

supervision is appropriate. Strengthening disclosure is a critical complement to regulatory and supervisory 

measures. Limited and inconsistent disclosure of RWA assumptions and methodologies makes it hard to 

compare banks and to distinguish between compelling business or institutional justifications and unexplained 

differences in risk assessments. Providing more granular information on a frequent basis (Table 4) would foster 

market discipline, and in the short term, could help banks to ease investor uncertainty while a fuller study is 

undertaken and policy responses are formulated. Views differ on whose judgment is the most reliable to measure 

risk-weighted assets. The two extreme (figure 17) views are that (i) banks and CRAs are best placed to measure 

risks or that (ii) regulators should determine the floors for each asset, regardless of banks’ internal risk 

assessments. This drives policy options, which range from (i) a full, unfettered modeling within banks or (ii) a 

prescriptive regulatory approach relying on floors.  

Neither moving back to Basel I or the Basel II Standardized Approach, nor allowing banks to use their models 

unchecked for RWAs carries much appeal. Workable solutions are likely to fall in-between. While a more 

standardized approach may carry the benefit of simplicity, it may not necessarily capture properly the cost of 

risk (e.g., on sovereign risk) and a “one-size-fits-all” may not lead to greater financial stability. Regulators 

already have tools (including Pillar II), which can influence the attractiveness of approaches (e.g., additional 

floors on IRB could reduce its desirability versus a revamped standardized approach). A better compromise 

could be to continue to let banks use their internal models to calculate RWAs, but regulators and supervisors 

would address possible deficiencies and contain excessive bank discretion, where necessary and under clear 

guidelines. Banks need to rely more on an economic rather than regulatory approach for measuring and 

managing risk. The Boston Consulting Group (BCG) indicates that banks’ focus is “squarely on ensuring 
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compliance [with capital requirements] rather than managing risk costs and creating economic value. Banks 

report risk metrics, for example, but have not integrated them into key business processes or used them to 

influence critical business decisions”. The BCG calls for banks to “move beyond a backward-looking 

measurement of risk and understand how their risk profiles might change under different circumstances. To this 

end, most banks will need to enhance their stress-testing, scenario-analysis, and simulation capabilities. These 

tools can help them develop a clear action plan for mitigating certain risks and optimizing the allocation of 

capital.” More broadly, the interaction between economic and regulatory capital and their prioritization in the 

allocation of capital could be enhanced. Capital adequacy assessment should rely on a combination of capital 

metrics. Risk weighted based measures should be used in tandem with capital measures relative to total assets to 

capture the riskiness of exposures, while limiting excessive leverage. The new Basel III leverage ratio serves as 

an important backstop to risk-based ratios that rely extensively on banks' models, and allows insight to be 

gained into the credibility of banks' average risk weighted assets. Linking capital ratios to the macro-prudential 

framework would be useful in addressing exuberant or constrained asset classes. In the ultimate analysis, it 

should be recognized that capital adequacy is but one, albeit key, part of a holistic approach to assessing banks’ 

financial strength. Capital requirements should not be viewed as a “one-size-fits-all” benchmark, but should 

rather be tailored to match the level of credit, market and operational risk each bank is taking. Other risks should 

also be considered, such as underwriting policies, asset classification and hedging, provisioning measures, and 

concentration risks. Beyond that, supervisors and markets need to gauge banks’ risk appetite, risk underwriting 

policy, risk controls and more generally risk management to assess whether banks are not exposed to greater 

losses than what their business profiles would suggest and capital levels would support. A full understanding of 

the balance sheet composition, its riskiness and contribution to revenues (or losses) is also important to 

understand the linkage between total and risk-weighted assets. Finally, supervisors need to step up their 

oversight of risk management, governance, strategy, and capital allocation. Overall, any meaningful progress 

will only be achieved through a combination of measures based on Pillar I, II and III, as well as on enhanced 

internal risk management within banks.  

 

3.2.9   Summary  

Perceived differences in RWAs within and across countries have led to a diminishing of trust in the reliability of 

RWAs and capital ratios, and if not addressed, could affect the credibility of the regulatory framework in 

general. This section is a first step towards shedding light on the extent and causes of RWA variability and to 

foster policy debate. The section seeks to disentangle key factors behind observed differences in RWAs, but does 

not quantify how much of the RWA variance can be explained by each factor. It concludes that a host of factors 

drive differences in RWA outputs between firms within a region and indeed across regions; many of these 

factors can be justified, but some less so. Differences in RWAs are not only the result of banks’ business model, 

risk profile, and RWA methodology (good or bad), but also the result of different supervisory practices. Aiming 

for full harmonization and convergence of RWA practices may not be achievable, and we would expect some 

differences to remain.  

 

Some Policy Options to Revisit the RWA Framework 

Policy Options Comments 

Reforming Regulations 

Introduce or increase 

minimum floors  

Floors can be introduced at different levels, within the IRB formula, on RWAs or on 

capital ratios, and their effectiveness will depend on the objectives. Increasing floors on 

the IRB approach could reduce its attractiveness (in terms of lower RW and lower 

capital requirements) versus the Standardized Approach, and encourage banks to be 

more prudent and conservative.  On PD, encourage banks to use “through the cycle” 

measures, versus “point in time” PDs, and ensure that crisis periods and fat tail risks are 

properly accounted for. On LGD, some countries may consider topping-up the 10 

percent LGD floor enshrined in Basel II based on their experience.  On M, avoid the 

catch-all 2.5 year average maturity under F-IRB, as it may not reflect the long duration 

of the mortgage books of most retail banks. On RW, introduce minimum floors 



289 

(including temporary ones) on asset classes experiencing excessive growth, or on assets 

deemed riskier (re-securitization, market risk, “high volatility CRE”, etc…). On Capital 

Ratios, provide a safeguard against an excessive decline in minimum capital 

requirements. The Basel II floor on the amount of capital required (80% of the capital 

that would be required under Basel I) could be prolonged for a longer period. 

Conversely, regulators may also continue to give preferential treatment to encourage 

certain types of lending (lower risk-weights for loans to SMEs).  

Allow for time-

varying or variable 

risk weights  

 

In conjunction with macro-prudential policies, risk weights should go up and down to 

limit or foster excessive or insufficient growth on certain assets at certain points in the 

cycle. Further, risk-weights could be used to target emerging risks in specific exposure 

classes, and could be different for the flow relative to the stock to directly influence 

lending. For IRB banks, a multiplicative scalar for the sector under consideration could 

be applied to internal model outputs.  

Allow for a variable 

scaling factor  

Risk-weights would stay constant, but Basel II’s 1.06 scaling factor could be adjusted 

upwards or downwards to divert or attract capital to certain asset classes  

Return to Basel II 

Standardized and 

abandon the IRB 

approach  

 

Advantages  Simple approach, more transparent, easy to monitor  Still allows for 

some risk-sensitivity (more than Basel I) Disadvantages  Goes against the efforts to 

promote IRB systems and to allow sophisticated banks to move away from cruder 

methodologies  Increases reliance on CRA when those are under intense scrutiny  

Differentiation is too limited in some asset classes (e.g. all mortgages are equally 

weighted)  Removes the incentive for banks to develop good risk management and to 

get exposures to assets carrying a penalizing RW, even though they are properly priced 

and entail social benefits.  Is more expensive (increases capital requirements), in 

particular on corporate and mortgage exposures  

Suppress completely 

the risk-based 

approach and rely only 

on the unweighted 

leverage ratio  

A leverage ratio is viewed as (i) being simple to compute and more objective; (ii) 

offering a safeguard against model risk and measurement errors; (iii) reducing risks of 

banks attempting to “game” the system, and (iv) putting a cap on the over-accumulation 

of “low or zero risk” assets. The argument for adjusting for asset risk is that the pool of 

assets of each individual bank may differ greatly. Risk-based capital allows to (i) 

differentiate between risky and safer assets; (ii) optimize the level of capital.  

Allow banks to rely 

purely on A-IRB and 

remove floor 

constraints  

In theory, this extreme outcome would allow all banks to rely on their own internal 

models, unfettered by floors or caps, to encourage them to develop the most efficient 

models. In practice, many contend that shareholders and bank managers do not have 

adequate incentives to ensure the sufficiency of risk weights, so unlimited discretion 

may prove unwarranted  

Enhancing supervision 

Greater use of Pillar II 

at individual banks or 

at system-wide level  

Supervisors can always rely on the broad powers conferred by Pillar II to correct RW at 

any particular institution (based on its business model, or on an excessive deviation 

from peers’ best practices , or as an add-on buffer to mitigate modeling risk  

Discretional power to 

raise floors on specific 

exposures  

Supervisors should be able to build-in additional buffers, by requiring higher risk-

weights (and more capital) on assets they deem riskier  

Increased monitoring 

and remedial powers  

Supervisors need to assess on an ongoing basis (not just in the prevalidation phase) the 

robustness of banks’ models and suggest remedial actions if necessary.  

Harmonize 

implementation of 

existing rules  

Supervisors need to ensure the existence of a rigorous risk-weighting process, based on 

appropriate, and transparent standards. Need for more international harmonization of 

supervisory practices 

Conduct an 

international survey of 

G-SIBs’ RWA 

practices 

The Basel Committee could conduct a survey based on test portfolios to compare 

standards of implementation and banks’ methodologies across jurisdictions.  
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Supervisory peer 

review and cross-

country monitoring  

 

Use validation teams working to verify the methodologies used at individual 

(international) banks and ensure their compliance with international standards. Work 

could be conducted  At the international level, possibly under the auspices of the Basel 

Committee. Horizontal reviews of individual institutions would help assess the level of 

variation across supervisory practices and help develop a more consistent 

implementation of Basel rules across jurisdictions  Alternatively, national supervisors 

could participate in joint examinations of individual banks  

Fostering greater market discipline 

Greater market 

disclosure to improve 

confidence  

Banks should disclose more granular and frequent (quarterly) information on the 

composition of their RWAs, ideally broken down by geography. They should also 

explain the methodology applied to RWA and to capital in general, and detail any 

material changes. Basel I floors should be disclosed in addition to Basel II 

requirements.  

Publication of a 

benchmark porftolio  

Based on an international benchmark and theoretical portfolio, G-SIBs could publish on 

a regular basis their methodology to measure risks.  

Improved 

communication  

Better dialogue could take place between banks and investors, and the analyst 

community at large, particularly on changes in models, exemptions, or material 

reduction in RWA levels.  

Enhanced role for 

bank auditors  

Auditors are both independent third parties and have access to confidential bank 

information. Their reports could expand on risk-taking, risk appetite and risk 

management, in a qualitative and quantitative way.  

Improving banks’ internal risk management 

Adopt a more 

“economic” approach 

for measuring capital 

and managing risk  

Would help integrate more closely business decisions with cost of risk and of capital; 

More dynamic measurement of risks than provided by ratios; Would be more efficient 

than a purely regulatory approach for RWA calculation, capital allocation and asset 

pricing.  

Develop more 

forwardlooking risk 

measurement metrics  

Banks would benefit from building up more dynamic models that reflect changes in 

their risk profile and portfolios and allow them to adapt to new conditions.  

Develop models that 

better capture tail risk  

Banks need to factor in extreme stress scenarios and have contingency plans to deal 

with them.  

Abandon IRB and 

move back to 

Standardized  

Sophisticated banks already reporting under IRB may voluntarily revert back to the 

more basic Standardized approach to show investors their commitment to transparency, 

simplicity and objectivity. The likely increase in capital requirements could be offset by 

improved investor confidence.  

Source: Vanessa Le Leslé and Sofiya Avramova (2012) Revisiting Risk-Weighted Assets “Why Do RWAs Differ Across 

Countries and What Can Be Done About It?” International Monetary Fund WP/12/90  

It may be more constructive to focus on improving the transparency and understanding of outputs, and on 

providing common guidance on methodologies, for banks and supervisors alike. The section identifies a range of 

policy options to address the RWA issue, and contends that a multipronged approach seems the most effective 

path of reform. A combination of regulatory changes to the RWA regime, enhanced supervision, increased 

market disclosure, and more robust internal risk management may help restore confidence in RWAs and 

safeguard the integrity of the capital framework. Finally, this section contends that even if RWAs are not 

perfect, retaining risk-sensitive capital ratios is still very important, and the latter can be backstopped by using 

them in tandem with unweighted capital measures. This section aims to encourage discussion and policy 

suggestions, while the Basel Committee undertakes a more extensive review of the RWA framework.  
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Section IV: Necessary Solution for Capital and Liquidity and Thinking Beyond BASEL-III 

Introduction: The consultative documents entitled “Strengthening the Resilience of the Banking Sector” 

(henceforth referred to as ‘Basel III') and “International Framework for Liquidity Risk Measurement, Standards 

and Monitoring” are a part of the Basel Committee’s ongoing work in response to the crisis. This paper reviews 

the proposal, and asks whether they provide a basis for reform that will help to avoid crises in the future.  

Sudden changes in asset quality and value can quickly wipe out bank capital. Where short-term wholesale 

liabilities fund longer-term assets, failure to roll over short-term financial paper, or a ‘run’ on deposits, can force 

de-leveraging and asset sales. Banking crises associated with such changes are often systemic in nature, arising 

from the interconnectedness of financial arrangements: banks between themselves, with derivative 

counterparties and with direct links to consumption and investment spending decisions. In history, banking 

crises have been associated with major economic disruption and recessions. It is for this reason that policy 

makers regulate the amount of capital that banks are required to hold, and require high standards of corporate 

governance, including liquidity management, accounting, audit and lending practices.  

This section first looks at the Basel system historically, and then summarises all of the key problems with it – all 

of which contributed in some part to its failure to help to avoid the recent global financial crisis. In section C the 

paper summarises the recent Basel III proposals, and section D critically analyses them. Section E sets out the 

liquidity proposals and a brief critique. Finally section F provides a summary and draws implications for the 

financial reform process. 

 

4.1    The Basel system historically  

 
 

Capital regulations under Basel I came into effect in December 1992 (after development and consultations since 

1988). The aims were: first, to require banks to maintain enough capital to absorb losses without causing 

systemic problems, and second, to level the playing field internationally (to avoid competitiveness conflicts). A 

minimum ratio of 4% for Tier 1 capital (which should mainly be equity less goodwill) to risk-weighted assets 

(RWA) and 8% for Tier 1 and Tier 2 capital [(A third tier of capital is defined in the Market Risk Amendment to 

the original accord) (certain subordinated debt etc)]. The Basel I risk weights for different loans are shown on 

the left side of Table 1.A ‘revised framework’ known as Basel II was released in June 2004 (BCBS, 2004) after 

many issues with Basel I, most notably that regulatory arbitrage was rampant (Jackson, 1999). Basel-I gave 

banks the ability to control the amount of capital they required by shifting between on-balance sheet assets with 

different weights, and by securitising assets and shifting them off balance sheet – a form of disintermediation. 

Banks quickly accumulated capital well in excess of the regulatory minimum and capital requirements, which, 

in effect, had no constraining impact on bank risk taking. 
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4.1.1  Basel I and II fail to stop global crisis 

As the centerpiece for capital regulation to avoid crises the Basel approach has failed in its 1
st 

and 2
nd 

formulations and the world is still dealing with the after effects of the greatest financial crisis since the Great 

Depression. Pillar 1 of the Basel II system defines minimum capital to buffer unexpected losses. Total RWA are 

based on a complex system of risk weighting that applies to ‘credit’, ‘market’ (MR) and ‘operational’ risk (OR), 

which are calculated separately and then added: RWA= {12.5(OR+MR) + 1.06*SUM[w(i)A(i)]}where w(i) is 

the risk weight for asset i; and A(i) is asset i; OR and MR are directly measured and grossed up by 12.5 for 8% 

equivalence; and credit risk is the sum of the various asset classes, each weighted by its appropriate risk weight. 

A scaling factor applied to this latter term, estimated to be 1.06 on the basis of QIS-3 data (but subject to 

change), was envisaged for the transition period, which was supposed to start for most countries in January 

2008. Banks were to be able to choose between: first, a simplified approach (for smaller institutions without the 

capacity to model their business in risk terms) by using the fixed weights shown in column two of Table 1; 

second, an approach based on external ratings (shown in the column three in Table 1); and third, an internal 

ratings-based (IRB) approach for sophisticated banks, driven by their own internal rating models.  

 

4.1.2   Basel II, more detailed, reduced weights  

 
 

The simplified Basel II approach is more ‘granular’ than Basel I, but retains its basic features. It is striking in 

light of the financial crisis that the simplified approach shows the Basel Committee cutting the risk weight to 

mortgages by some 30% (from 50% to 35%) and much more in the sophisticated version. The weight for 

lending between banks was only 20% under Basel 1, kept the same under the simplified Basel II, and is likely to 

be cut by 20 to 30% under the sophisticated approach.  

 

Complex modelling  

The IRB approach requires banks to specify the probability of default (PD) for each individual credit, its loss-

given-default (LGD), and the expected exposure at default (EED). This requires highly-complex modelling and 

aggregation, and offers banks with the necessary expertise the possibility of deriving more risk- sensitive 

weights. This approach requires the approval of the bank’s supervisor.  

 

4.1.3   Problems with Pillar 1  

…No concentration penalty in Pillar 1…  
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a) Portfolio invariance  

The risk weighting formulas in the Basel capital regulations are based on a specific mathematical model, 

developed by the Basel Committee, which is subject to the restriction that it be ‘portfolio invariant’; that is, the 

capital required to back loans should depend only on the risk of that loan, not on the portfolio to which it is 

added (Gordy, 2003). This is convenient for additivity and application across countries. But it has an important 

disadvantage: it does not reflect the importance of diversification as an influence on portfolio risk. Thus the 

minimum capital requirements associated with any type of loan due to credit risk simply rise linearly with the 

holding of that asset type, regardless of the size of the exposure (that is, appropriate diversification is simply 

assumed). This means that it does not penalise portfolio concentration (as might occur for example under a 

quadratic rule applied to deviations from a diversified benchmark; see below). Concentration issues are left to 

supervisors in Pillar 2.  

…No country-specific risk…  

b) Single global risk factor: For the mathematical model underlying the Basel approach (I or II), each exposure’s 

contribution to value-at-risk (VaR) is portfolio invariant only if: (a) dependence across exposures is driven by a 

single systemic risk factor– a global risk factor, since it is supposed to apply to global banks operating across 

countries; and (b) each exposure is small (Gordy, 2003). What we know of the sub-prime crisis is that it 

originated in the US housing market (regional sector risk in this framework) and exposures were quite large. Of 

the two conditions for invariance, by far the most important is the requirement of a single risk factor that applies 

to all participants. Almost prophetically, Gordy (2003) says:  

A single factor model cannot capture any clustering of firm defaults due to common sensitivity to these smaller 

scale components of the global business cycle. Holding fixed the state of the global economy, local events in, for 

example, France are permitted to contribute nothing to the default rate of French obligors. If there are indeed 

pockets of risk, then calibrating a single factor model to a broadly diversified international credit index may 

significantly understate the capital needed to support a regional or specialized lender [Gordy (2003), page 222].  

 …CDS destroys notions of ex ante risks in the specific financial institutions … 

c) Different treatment of financial ‘promises’: complete markets in credit undermine capital weighting 

approaches: The Basel risk-weighting approach in fact encourages portfolio concentrations in low-weighted 

assets like government bonds, mortgages and lending between banks – there is always an incentive to economise 

on capital and expand business into lower-weighted areas. Unfortunately, this approach evolved at the same 

time as did the market for credit default swaps (CDS). Prior to the CDS contract it was not possible to go short 

in credit, unlike in other markets. The credit markets were “incomplete”. The CDS contract created the potential 

for complete markets in credit. The banks were able to transform the buckets of risk themselves with 

derivatives, thus undermining the fundamental idea of capital weights, without having to trade as much on the 

underlying securities on primary markets (favouring assets with low-risk weights). This issue is about promises 

in the financial system. If regulations treat promises differently in different sectors, then with complete markets 

in credit, the promises will be transformed into those with the lowest capital charges.  

…Contagion and counterparty risk as hallmarks…  

d) Bank capital market activities: In many ways the main hallmarks of the global financial crisis were the 

contagion and counterparty risks. Both of these arose from banks involving themselves in capital market 

activities for which they did not carry sufficient capital. Securitisation and its warehousing on and off-balance 

sheet proved to be a major problem. In the US, Variable Interest Entities (VIEs) to which banks are linked had 

to be consolidated onto balance sheets if banks became insolvent or if liquidity of funding became problematic. 

This was completely missed in the capital regulations. Similarly, counterparty risk became a major issue with 

the failures of Lehman Brothers and AIG. In the latter case, the banks exposed relied on public compensation to 

ensure that the crisis did not make them insolvent.  

…The capital regulations are pro-cyclical...  
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e) Pro-cyclicality: The Basel system is known to be pro-cyclical. There are many reasons for this. The most 

basic reason is that judgments tend to underestimate risks in good times and overestimate them in bad times. 

More specific factors include:  Leverage ratios depend on current market values (and are therefore high in good 

times and low in bad times). If asset values do not accurately reflect future cash flows, pro-cyclicality results; 

Banks’ risk measurements tend to be point-in-time and not holistic measures over the whole cycle; Counterparty 

credit policies are easy in good times and tough in bad; and Profit recognition and compensation schemes 

encourage short-term risk taking, but are not adjusted for risk over the business cycle.  

Capital regulation under previous Basel regimes did nothing to counter this pro-cyclicality. Banks can control 

their RWA via regulatory arbitrage and by varying bank capital more directly via dividend and share buyback 

policies (high dividends and buybacks in the good times and vice versa).  

...particularly when banks estimate PD, LGD and EAD …. 

The IRB approach of the revised framework actually institutionalises this pro- cyclicality by making banks 

themselves responsible for estimating Probability of Default (PD), Loss Given Default (LGD) and Exposure at 

Default (EAD), which are all a function of the cycle, and are led by the stock market, asset values and other 

financial variables. Private bankers cannot predict future asset prices and future volatility events. The simplified 

system changed nothing relative to Basel I, and the external ratings based approach still used credit ratings, 

which are notoriously pro-cyclical.  

f) Subjective inputs. Risk inputs are subjective. Some prices are of the over-the-counter variety and are not 

observable, nor do they have appropriate histories for modelling purposes. Banks can manipulate inputs to 

reduce capital required. For these sorts of reasons, the Basel Committee envisaged that Pillar 2 would deal with 

risks not appropriately covered in Pillar 1. Kane (2006) points out that the whole process of negotiating Basel II 

in the US has been made especially difficult due to disagreements between complex financial institutions and the 

various regulatory groups. In this process, the banks are always going to seek the least burdensome system 

where any choice is involved.  

g) Unclear and inconsistent definitions. The main problems here have been the definition of capital. Regulatory 

adjustments for goodwill are not mandated to apply to common equity, but are applied to Tier 1 and/or a 

combination of Tier 1 and Tier 2. The regulatory adjustments are not applied uniformly across jurisdictions 

opening the way for further regulatory arbitrage. Banks do not provide clear and consistent data about their 

capital. This means that in a crisis the ability of banks to absorb losses is compromised and different between 

countries – exactly as seen in the crisis.  

4.2     Problems with Pillars 2 and 3  

Supervisors can’t be forward looking: Pillar 2 relates to the supervisory review process. With stress testing and 

guidance from supervisors, banks can be made to hold capital for risks not appropriately captured under Pillar 1. 

Building buffers in this way requires supervisors to be forward looking, that is, to keep up with changes in 

market structure, practices and complexity. This is inherently difficult. Supervisors may be even less likely to be 

able to predict future asset prices and volatility than private bankers. Furthermore, supervisors have smaller staff 

(per regulated entity) and are mostly less well paid. If supervisory practices lag the policy makers will be (a 

previous very senior member of the Basel Committee mentioned several times in discussions that banks are very 

effective at driving their agenda and influencing outcomes) ineffective in countering defects in Pillar 1. Pillar 2 

[a previous very senior member of the Basel Committee mentioned several times in discussions that banks are 

very effective at driving their agenda and influencing outcomes] is not likely to be effective in a forward-

looking way.  

In this respect it is worth noting (see below) that the UK Financial Services Authority (FSA), which is one of the 

best staffed and most sophisticated of supervisors, signed off on Northern Rock to be one of the first banks to go 

to the Basel II IRB approach, understanding fully that this would reduce their capital significantly, immediately 

prior to the sub-prime crisis. More recently, the Lehman use of repo 105 to disguise leverage in its accounts was 

not hidden from supervisors – it appears they did not fully appreciate what they were looking at (Sorkin, 2010).  
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Markets just aren’t efficient: Pillar 3 relies on disclosure and market discipline that will punish banks with poor risk 

management practices. Underlying this is an efficient markets notion that markets will act in a fully rational way. At 

the level of markets, the bubble at the root of the sub-prime crisis, and crises before it, suggest the systematic absence 

of informational efficiency. The whole pro-cyclicality debate concerning the Basel system is premised on the idea that 

asset prices do not reflect future cash flows accurately.  

 

4.3     ‘Basel III’ proposals for reform  

Trading book market risk changes: Basel II, to all intents and purposes, never came properly into effect. In 

July 2009 the Basel Committee already adopted changes that would boost capital held for market risk in the 

trading book portfolio (see MR in equation 1 above)–in essence applying a multiplier of 3 to VaR specific risk 

and to stressed VaR risk in the calculation (BCBS, 2009a). The quantitative impact study has shown, oddly, that 

the average capital requirement for banks in the study would rise by 11.5%, but the median would only rise by 

3.2% (BCBS, 2009b). More capital of course is to be welcomed. The consultative document issued by the Basel 

Committee in December 2009 aims to fix some of the problems noted above. This paper focuses on these new 

proposals on capital.  

 

4.3.1    To raise the quality, consistency and transparency of the capital base  

Common equity is good: Tier 1 capital will consist of going concern capital in the form of common equity 

(common shares plus retained earnings) and some equity-like debt instruments which are both subordinated and 

where dividend payments are discretionary. Criteria for Tier 2 capital will also be tightened (subordinate to 

depositors, five-year minimum maturity and no incentives to redeem). After a quantitative impact study, it is 

proposed to fix minima for common equity as a percentage of RWA, and similarly for Tier 1 capital and total 

capital. It is proposed to abolish Tier 3 capital.  

Remove... : As far as improving the definition of capital is concerned, the report stresses that equity is the best form of 

capital, as it can be used to write off losses. Not included in (to be deducted from) common equity are: ...goodwill... 

Goodwill. This can’t be used to write off losses. ...minority interest... Minority interest. That if a company takes over 

another with a majority interest and consolidates it into the balance sheet, the net income of the third
 
party minorities 

can’t be retained by the parent as common equity. ...deferred tax assets... Deferred tax assets (net of liabilities). These 

should be deducted if they depend on the future realization of profit (not including tax pre-payments and the like that 

do not depend on future profitability). ...and investments in other financial institutions….Bank investments in its own 

shares. Bank investments in other banks, financial institutions and insurance companies – all cross-share holdings 

and investments in sister companies, all holdings if a bank’s position in another institution is 10% or more, and an 

aggregation adjustment of all holdings that amount to more than 10% of common equity. The aim here is to avoid 

double counting of equity. Provisioning shortfalls. Other deductions. Such as projected cash flow hedging not 

recognised on the balance sheet that distorts common equity; defined benefit pension holdings of bank equity; some 

regulatory adjustments that are currently deducted 50% from Tier 1 and 50% from Tier 2 not addressed elsewhere.  

 

4.3.2   Enhancing risk coverage  

One major problem in the crisis was the failure of the Basel approach to capture on and off balance sheet risks 

(related Special Purpose Vehicles (SPVs) for example). Going forward, it is proposed that banks: Use “stressed” 

inputs- Must determine their capital requirement for counterparty credit risk using stressed inputs, helping to 

remove pro-cyclicality that might arise with using current volatility-based risk inputs. Must include capital 

charges (credit valuation adjustments) associated with the deterioration in the creditworthiness of a 

counterparty (as opposed to its outright default). Wrong-way risk- Implement a Pillar 1 capital charge for 

wrong-way risk (transactions with counterparties, especially financial guarantors, whose PD is positively 

correlated with the amount of exposure). This will be done by adjusting the multiplier applied to the exposure 

amount identified as wrong way risk. Correlation  multiplier- Apply a multiplier of 1.25 to the asset value 

correlation (AVC) of exposures to regulated financial firms with assets of at least $25bn, (since AVC’s were 

25% higher during the crisis for financial versus non- financial firms). This would have the effect of raising risk 

weights for such exposures. Margining periods- Will be required to apply tougher (longer) margining periods as 

a basis for determining regulatory capital when they have large and illiquid derivative exposures to a 
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counterparty. Centralised exchange incentives- Will qualify for a zero risk weight for counterparty risk exposure 

if they deal with centralised exchanges (that meet certain criteria): hence creating an incentive to use centralised 

exchanges (since higher charges will apply for bilateral OTC derivatives). The Committee is also trying to 

improve the usefulness of external ratings in the above recommendation, and so proposes to require banks to 

assess these ratings with their own internal processes. As with most other aspects of the report, the quantitative 

impact study will help to calibrate the reforms on coverage.  

 

4.3.3   Leverage ratio  

‘Backstop’ leverage ratio-The introduction of a leverage ratio is intended to help to avoid the build-up in excess 

leverage that can lead to a deleveraging ‘credit crunch’ in a crisis situation. The Committee refers to this as a 

‘backstop’ measure for the risk-based approach. It is proposing a simple leverage ratio based on Tier 1 capital, 

with a 100% treatment to all exposures net of provisions, including cash and cash-like instruments. Certain off-

balance sheet exposures will be included with a 100% credit conversion factor, and written credit protection will 

be included at its notional value. It is proposed that there be no netting of collateral held and no netting off-

balance sheet derivative exposures (more akin to IFRS treatment than to GAAP). 

 

4.3.4   Pro-cyclicality  

Forward-looking provisioning-The Basel Committee places considerable emphasis on the role of pro- cyclical 

factors in the crisis resulting from mark-to-market accounting and held to maturity loans; margining practices; 

and the build-up of leverage and its reversal amongst all financial market participants. The following ideas are 

proposed to deal with this: To dampen the cyclicality of the minimum capital requirement the Committee is 

looking to focus on longer-term calibration of the probability of default in the modelling of risk; the use of Pillar 

2 supervisory override is also being recommended when necessary. The Committee will promote forward-

looking provisioning by strongly supporting the IASB principles to base it on the ‘expected’ (rather than the 

current ‘incurred’) losses of banks’ existing portfolios. It also proposes to deduct from bank capital any shortfall 

in these provisions (i.e. to expected losses) to provide an incentive against under- provisioning. Buffers are very 

important- Very importantly, the Committee is proposing that banks hold buffers of capital above the regulatory 

minimum–large enough that they remain above the minimum in periods of significant sector-wide downturns. 

Furthermore, when the buffers are run down banks would be required to build them again by reducing 

discretionary dividend distributions, buybacks and staff bonus payments. The Committee is proposing that the 

buffer system might be used in a macro prudential framework to help restrain credit growth when it is perceived 

as excessive – the buffer would rise and fall in a countercyclical manner.  

 

4.3.5   A critical assessment of the capital proposals  

There are some very good proposals such as ... The proposals for capital reform – a new Basel III – do not 

address the fundamental problems with the risk-weighting approach, but do make some improvements with 

respect to some aspects of the capital management process under the Basel II regime. In particular: ...a leverage 

ratio... Criticism 1.5 on pro-cyclicality issues: The proposals summarised in 2.4 on Pro- cyclicality deserve 

credit for trying to deal with this difficult area. Basing PD on longer-run data to determine inputs for minimum 

capital is better than the alternative. This pre-supposes that the risk weighting/modelling framework of the Basel 

system is the best approach, which remains an open question in light of experience.  

Forward-looking provisioning based on expected losses is a useful approach based on accounting principles and 

gives firms ample scope to manage their businesses in a sensible way. The notion of using better times to build a 

buffer via restraint on dividends, share buybacks and the like is particularly welcome. This aims to ensure that in 

bad times regulatory minima for capital are not breached. 

The macro prudential recommendation on credit growth is an admirable objective but likely to perform poorly in 

practice. The reason for this is leads and lags in modelling credit, and the problem of structural change caused 

by financial innovation–often in response to the very sort of regulatory changes proposed by the Basel 

Committee. Credit lags the cycle, and the identification of a ‘bubble’, leading to provisioning to offset it, could 

easily occur at a time when the economy is beginning to turn down–exacerbating the cycle. Similarly, just as 
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securitization dampened balance sheet credit growth in the past – leading to a false signal that there was no 

leverage problem – so too might future developments in the shadow banking system lead to similar distortions 

that would be difficult for supervisors and other policy makers to identify.  

...and moving OTC derivatives on exchanges….. Criticism 1.6 on subjective inputs: all of the measures designed 

to get more OTC derivatives onto exchanges to create more reliable traded price data and improvements in 

modelling are welcome. There will always be significant subjective inputs however, and the OTC market is 

likely to remain large in the future. This is because the firm-specific requirements of non-financial and financial 

firms for tailor-made derivatives suitable to their needs but not to others are not conducive to trading on 

exchanges.  

Criticism 1.7 on Unclear and inconsistent definitions: the proposals summarised in 2.1 to ‘raise the quality 

consistency and transparency of the capital base’ are all to be welcomed. This recommendation does not appear 

to be new since one can find the recommendation to deduct goodwill from Tier 1 capital in both Basel I and 

Basel II documentation. Reinforcing this point in Basel III is important however, as goodwill can’t be included 

in capital available to absorb losses – mixing intangibles and actual capital is not admissible in any of the capital 

regimes. Exclusion of minorities [One small concern here is that in developing countries the need to deduct 

profitable foreign JV partner net income may lead to preferences for organic growth and reduce international 

capital flow and technology transfer]
 
and deferred tax assets [This makes some sense for banks likely to get into 

trouble, although it is clearly discriminatory against banks that are well run with reliable future income]
 
is also 

sensible. However, some of the most fundamental problems with Basel I and Basel II have not been dealt with. 

The following issues are discussed in turn: The model framework, Regulatory and tax arbitrage and the need for 

more capital.  

 

4.3.6   The model framework problems are not addressed  

….Addressing penalties for concentration…. The weighting system continues to suffer from the assumption of 

portfolio invariance, or linear weighting that facilitates additivity in the model (criticism 1.1). Hence it does 

little in Pillar 1 to penalise concentration in portfolios, except insofar as model multipliers depend on exposure 

size in the treatment of counterparty risk. It may be possible to deal with concentration in Pillar 1, and this 

should be explored: for example, a quadratic penalty applied to deviations from a diversified benchmark 

portfolio is a feasible way to deal with the issue – the minimum leverage ratio would apply if a firm was on 

benchmark, but it would have to add increasingly more capital the more it deviated from benchmarks. This 

would certainly help to remove the direct incentives for regulatory arbitrage caused by the Basel weights (see 

the next section).  

…A one-size-fits-all approach… The single global risk factor–one-size-fits-all–also still underpins the 

modelling process (criticism 1.2). There are different forms of risk: Credit risk arising from the global business 

cycle risk factor is suitable for treatment in the Basel analytical approach. Security’s pricing/market portfolio 

risk in global capital markets is dealt with in a complex credit risk equivalent way and also is a one-size-fits- all 

(global business cycle risk factor) approach. However, idiosyncratic credit risk associated with individual 

borrowers in different businesses and regions is not well catered for in the analytical framework – leaving Basel 

III with the same problem as Basel II: undue reliance on cumbersome supervisory override that has not worked 

well in the past.  

 

4.3.7 The problem of regulatory and tax arbitrage in ‘complete’ markets and the shifting of financial 

“promises”  

…Can we specify ex- ante risk buckets with complete markets for credit?... “Complete markets” in credit, 

particularly the possibility to go short credit, make it impossible to expect that specified ex-ante risk buckets will 

remain stable as a basis for holding capital. Differential capital weights and tax status and tax rates faced by 

investors cannot be arbitraged away by leveraged trading. They are policy parameters that provide incentives to 

minimise regulatory and tax costs. There is a massive incentive in financial markets to use “complete market” 

techniques to reconfigure credits as capital market instruments to avoid capital charges and reduce tax burdens 
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for clients, thereby maximising returns for themselves and their customers. This will continue despite the 

proposed reforms.  

a) Simple example on capital arbitrage and promise shifting ….Shifting promises.... Bank A lends $1000 to a 

BBB rated company, 100% risk weighted, by buying a bond and would have to hold $80 capital. Bank A holds a 

promise by the company to pay a coupon and redeem at maturity. Bank A buys a CDS from Bank B on the 

bond, shorting the bond, thereby passing the promise to redeem from the company to Bank B. Because B is a 

bank, which carries a 20% capital weight, Bank A reduces its required capital to 20% of $80, or $16. You would 

think that Bank B would have to carry the promise and 100% weight the exposure, but instead, it underwrites 

the risk with a reinsurance company outside of the banking system; the promise to redeem is now outside the 

banks and the BIS capital rules don’t follow it there. Bank B’s capital required for counterparty risk is only 8% 

of an amount determined as follows: the CDS spread price of say $50 (500bps), plus a regulatory surcharge 

coefficient of 1.5% of the face value of the bond (i.e. $15), all multiplied by the 50% weighting for off- balance 

sheet commitments. That is, $2.60 (i.e. 0.08*$65*0.5). So jointly the banks have managed to reduce their capital 

required from $80 to $18.60 – a 70.6% fall. In effect, in this example, the CDS contracts make it possible to 

reduce risky debt to some combination of the lower bank risk weight and a small weight that applies to moving 

the risk outside of the bank sector – so there is little point in defining an ex- ante risk bucket of company bond 

as 100% risk weighted in the first place.  

...expanding leverage…The simple transaction described above allows the banks to raise the leverage ratio from 

12.5 to 53.8. The Basel risk weighting approach has allowed banks to expand their leverage almost without limit 

for all practical purposes. There are proposals try to deal with some aspects of the problem in relation to CDS 

contracts by adjusting multipliers on exposures and on correlations between firms (see C.2). …Treating 

promises the same way, wherever they might sit…The financial system is a system of promises. A basic 

problem with the Basel system is that it cannot deliver a regulatory ideal of treating the same promises in the 

financial system in the same way wherever they are passed in the regulatory and tax arbitrage process. The same 

promises should be treated in the same way, regardless of where they sit in the financial system. In the above 

example this is problematic as shown in Table 2. Without further regulatory intervention the banks manage to 

reduce the overall capital in the banking system to $18.6, instead of $80 by passing the promise to a sector that 

lies beyond the banking regulator. The model multipliers can be adjusted somewhat so that counterparty risk is 

penalised by more, but a one-size-fits-all model adjustment will take no account of the actual situation of the re-

insurer in another jurisdiction and which possibly holds insufficient capital.  

 b) Bank, insurance companies and shadow banks. The issue of not treating promises equally is rife in the 

regulatory framework. Banks are regulated by bank regulators. Banks deal with insurance companies in various 

jurisdictions which are not regulated in the same way so financial promises can be shifted there. Some hedge 

funds issue securities in their own name and take deposits of investors and invest with leverage on behalf of 

investors–they act like capital-market-oriented banks. They are lightly regulated, but market discipline in the 

absence of implicit public guarantees gives rise to a higher cost of capital that corresponds to the risks being 

taken helping to keep the leverage ratio down to the 4-5 range. Banks, on the other hand, are highly regulated, 

and until now, this has acted as some sort of guarantee that has allowed leverage of some bank institutions in the 

30-75 range: even if the guarantee is not a formal one, the fact of being regulated acts as a ‘stamp of approval’, 

helping to reduce funding costs. It is from the regulated sector that the crisis arose. Going forward, if regulation 

business conducted in the shadow banking system. Where regulatory lines should be drawn is a very difficult 

subject on which to obtain a consensus – but one guiding principle is that similar promises should be treated in 

similar ways, wherever the promise sits.  

c) Simple example on tax arbitrage. This subsection benefits from discussions with Sam Eddins, Ironbridge 

Capital, with whom one of the current authors is working to produce a paper on likely future developments in 

the financial system. Counterparty risk arising from the use of OTC derivatives was one of the key hallmarks of 

the crisis. Regulatory arbitrage and shifting promises was an important contributor to the explosion in CDS use. 

Tax arbitrage too allows promises to be transformed with strong implications for bank on- and off-balance sheet 

activity.  
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Consider two bonds, H at a 10% coupon and L at an 8% coupon. One investor is tax exempt while the other 

investor is subject to a 50% tax rate on bond H and a 25% tax rate on bond L. The non-taxable investor can buy 

bond H with the proceeds of shorting bond L and capture 2% of the face value traded, per year, with no initial 

investment. The taxable investor can buy bond L with the proceeds of shorting bond H and capture a 1% spread 

after-tax with no investment. Both traders gain as long as the taxable investor can utilise the tax deductions. 

Neither partner needs to know that the other even exists. Price disparities signal the opportunity. The combined 

profits realised by both trading partners, after-tax, come at the expense of a reduced government tax liability. 

These sorts of transaction using CDS complete market techniques give strong incentives to banks with 

investment banking arms to create structured notes that are very interesting to investors– giving rise to returns 

and risk profiles that they might not otherwise be able to achieve. Banks arbitrage tax parameters that are never 

closed by their actions, allowing additional (theoretically, unlimited) business and revenues–but at the same time 

risking a build-up of counterparty risk and leverage. Without a properly binding constraint on the ability of 

banks to expand leverage through capital arbitrage, the incentive to build attractive businesses on the basis of 

these incentives – continually expanding counterparty risks–may once again become excessive.  

d) Summary …Shifting promises and perverse outcomes… The ability of banks to transform risk with complete 

markets in credit allows them to shift promises around according to their different regulatory and tax treatment, 

and basically avoid the proper intent of the Basel risk-weighting approach, thereby expanding leverage in a 

relatively unchecked manner. This played a huge role in the recent crisis. Basel risk weighting was associated 

with a perverse outcome in the crisis – the better the Tier 1 capital adequacy of banks of the jurisdictions shown 

in the left panel prior to the crisis, the greater were the cumulative losses of those banks during the crisis – in 

large part due to excess leverage. As the right panel shows, the raw leverage ratio has a negative relationship 

with losses in the crisis. Possible reasons for this are: Capital arbitrage under the Basel weighting of assets 

precisely permits higher leverage (economising on capital while expanding the balance sheet as shown in the 

above example), which is more risky. A low amount of capital versus the un-weighted balance sheet is 

symptomatic of a banking culture with a greater willingness to take on more risk with the taxpayer’s money – a 

culture of privatising gains and socialising losses.  

 

4.3.8   The required level of capital is not dealt with in the proposals  

One issue of nuance when interpreting the report is the notion that government support was needed in the crisis 

due to the “insufficient quality” of capital rather than the lack of it. While there have always been problems with 

quality, there simply was not enough quality capital. In some major institutions the losses incurred over the 

crisis period would have absorbed all or most of the capital that would correspond to the new focus on equity 

less goodwill.  

…How much capital is the key issue…The leverage ratio is no “backstop” Improvements in the definition of 

capital are welcome, but the amount of capital banks have is easily the most important issue in terms of 

conducting their intermediation activities with reduced risk of future crises. In the proposals, there is no Basel 

Committee view on the level at which the leverage ratio should be set, nor on how it will interact with the 

capital weighting approach. This is a major concern. The issues are left to be determined in 2010, in part by 

discussions with the banks across diverse jurisdictions with very different banking structures, and via 

quantitative impact studies involving those banks. This in itself is also a concern. Regulatory capture is always a 

risk, and banks are known currently to be lobbying very hard. Banks did not have enough capital and will 

always opt for holding as little as possible to maximise the return on equity. The main issue in the reform 

process will be to set the leverage ratio at a level to ensure banks truly have enough capital–equally across all 

jurisdictions. The leverage ratio should not be thought of as a “backstop” measure, given how ineffective the 

capital weighting approach has been.  

 

4.3.9   Risk weighting and leverage ratio approaches may not sit well together  

…If the leverage ratio is set too low it will become a maximum capital ratio …This is because, as the above 

discussion demonstrates, banks’ ability to arbitrage the capital weights to reduce capital and expand leverage is 

very extensive. If the leverage ratio is set too high (capital required too low), banks will have an incentive to 
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arbitrage the weights to ensure they do not hold any more capital than needed. This is a cost minimization 

exercise for banks that will see regulators effectively setting maximum rather than minimum capital ratios in 

Pillar 1. This process will likely be very distortionary, as it has been in the past, pushing banks towards lower-

weighted assets and shifting promises outside the banking system – with the risks of creating new bubbles 

and/or unintended shadow banking developments via the regulatory arbitrage process.  

 

4.3.10   The need to penalise regulatory arbitrage in Pillar 1  

…Penalise deviations from a benchmark asset allocation…Based on the above discussion there is a need to 

penalise regulatory arbitrage and the concentrations to which it gives rise in Pillar 1. Basic capital adequacy can 

be dealt with via a leverage ratio for on and off-balance sheet items (equally weighted). Relative risk and 

concentration issues could be dealt with by setting an ‘appropriate diversification’ portfolio benchmark 

allocation with generous ranges, allowing banks ample flexibility in their business decisions, but applying a 

quadratic minimum capital penalty for deviations from the benchmark. At the benchmark, required capital 

would be the leverage ratio requirement, but the quadratic rule would penalise deviations, requiring increasingly 

more capital the greater the deviation. This would have the following advantages: Ensuring that all banks have a 

minimum amount of capital, equal and transparent between countries. More scope for bank management to do 

their job without heavy regulatory costs. Less onerous modelling requirements. Avoiding concentration 

stemming from the Basel model framework, and the incentives for regulatory and tax arbitrage. Reducing the 

shifting of promises to less regulated sectors. Such a concentration of capital penalty in Pillar 1 would be in 

addition to any extra capital requirements implied by the pro-cyclical/capital buffer Basel III proposals. 

  

4.4     Liquidity Proposals 

4.4.1  The Liquidity Coverage Ratio-The Net Stable Funding Ratio  

This proposal focuses on asset liquidity to ensure banks always have a 30-day liquidity cover for emergency 

situations. The Basel Committee is proposing a Liquidity Coverage Ratio (LCR) defined as: LCR= (High 

Quality Assets)/(30 Day Net cash Outflows) ≥ 100% (5) where the value of assets and the outflows refer to 

those that would arise with a major financial shock, a deposit run-off and a 3-notch downgrade in the credit 

rating. High-quality assets can include those with a low correlation to risky assets, listed in active stable 

markets, with market makers and low concentration of buyers and sellers; i.e. easily convertible to cash in 

stressed markets (e.g. cash, central bank reserves, marketable claims on sovereigns, central banks, the BIS, IMF 

etc., and government debt issued in the currency of the country of operation).  

Corporate and covered bonds may be eligible – after a quantitative impact study–with an appropriate haircut. 

Cash outflows will be based on the modelling of funding run-offs: stable and less stable deposits; unsecured 

wholesale funding; and secured (collateralised) funding run-off. Further clarifications are: Derivatives pose a 

problem as downgrades require collateral to be posted–i.e. additional liquidity requirements. The Basel 

Committee proposes that, if collateral in the form of cash or high-quality debt is already posted, then no 

additional LCR is required. But if other collateral is used, a 20% collateral surcharge will apply. For structured 

products: 100% of maturing debt paper and/or 100% of the $ amount of assets that could be returned due to 

embedded options that allow for the return of assets to the entity are required in the LCR. For credit facilities 

extended, banks will need to hold 10% of the drawdown in the shock scenario for retail and non-financial 

corporate customers. For liquidity facilities to non-financial corporates 100% of the amount is required, and 

similarly for other entities like banks, securities firms, insurance companies, SPVs, sovereigns, central banks 

etc. On the cash inflow side, supervisors and banks need to ensure no concentration or dependence on a few 

sources, and on fully performing assets. No credit facilities extended to the bank can be included as inflow.  

 

4.4.2   Corporate and covered bonds  

May be eligible – after a quantitative impact study – with an appropriate haircut. Cash outflows will be based on 

the modelling of funding run-offs: stable and less stable deposits; unsecured wholesale funding; and secured 

(collateralised) funding run-off. Further clarifications are: Derivatives pose a problem as downgrades require 

collateral to be posted – i.e. additional liquidity requirements. The Basel Committee proposes that, if collateral 
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in the form of cash or high-quality debt is already posted, then no additional LCR is required. But if other 

collateral is used, a 20% collateral surcharge will apply. For structured products: 100% of maturing debt paper 

and/or 100% of the $ amount of assets that could be returned due to embedded options that allow for the return 

of assets to the entity are required in the LCR. For credit facilities extended, banks will need to hold 10% of the 

drawdown in the shock scenario for retail and non-financial corporate customers. For liquidity facilities to non-

financial corporates 100% of the amount is required, and similarly for other entities like banks, securities firms, 

insurance companies, SPVs, sovereigns, central banks etc. On the cash inflow side, supervisors and banks need 

to ensure no concentration or dependence on a few sources, and on fully performing assets. No credit facilities 

extended to the bank can be included as inflow.  

 

4.4.3   Other monitoring  

The Basel Committee is also proposing to monitor key variables of concern requiring disclosure to supervisors: 

Contractual maturity mismatch on all on- and off-balance-sheet flows mapped to various time frames – daily, 

weekly, monthly, etc. Banks have to explain how any mismatches are going to be bridged. Concentration of 

funding over different time horizons:(a) (Funding liability from significant counterparties)/(Balance sheet 

total)(b) (Funding liability from each significant product)/(Balance sheet total) (c) List of assets and liabilities 

by significant currency.A significant counterparty, product or currency means ≥ 1%of the banks total liabilities. 

These will provide a basis for discussion with supervisors and possible action. Available unencumbered assets 

which are marketable as collateral in secondary markets and/or are eligible for central bank standing facilities 

will need to be disclosed by significant currency.  

 

4.4.4   Problems with the liquidity proposals  

…Confusion about cause and effect… The liquidity proposals have some puzzling features. If banks are solvent, 

and have adequate capital, then the management of their liquidity and funding should, in principle, be left up to 

them. Maturity transformation is a key function of the banking system, and notwithstanding the crisis, banks 

should not be treated as being naïve in running their own businesses. The cause of the crisis was a solvency 

problem, after which uncertainty arose as to banks’ ability to pay which, in turn, led to a buyer’s strike affecting 

short-dated funding. While the solvency crisis and the resulting liquidity problems were historically extreme, the 

central banks were still able to play their role in alleviating pressures.  

The starting point for a liquidity framework is the role of the central bank in ensuring the stability and 

functioning of the payments system. The approach suggested in the report is to mimic the capital standards 

approach by defining an asset/liability class, assigning arbitrary weights, cumulating and constructing ratio 

constraints. Even at first glance one can see the potential for problems: …A bias towards government bonds? 

Now?... The LCR has a bias towards government bonds. While budget deficits are large and it may be handy 

from the viewpoint of interest rate risk to have captured buyers, this process will work against lending to the 

private sector–and particularly to SMEs. Furthermore, in some jurisdictions, sovereign bonds are highly risky 

and even potentially subject to default risk not captured consistently by rating agencies. A one-size-fits-all set of 

controls could, in extreme circumstances, see a liquidity rule actually contributing to solvency issues for banks. 

The NSFR is a poor measure because it depends upon the ability of firms and supervisors to be able to model 

investor behaviour that is “stable” or “unstable” in a crisis situation. …Could it encourage more risk taking.... 

The liquidity proposals require more ‘liquid’ assets to be held which, other things given, may lower returns. This 

may increase the incentive for excess risk taking in other areas. These issues of managing liquidity are best left 

to the market, with supervisors focusing on solvency issues and resolution regimes to deal efficiently with 

insolvency when it arises. The role of capital adequacy is to lend confidence to market participants that losses 

can be absorbed. Even in the case of Northern Rock, the liquidity problems began to mount when uncertainty 

about capital adequacy began to rise.  

 

Summary  

In previous studies the OECD has identified the main hallmarks of the crisis as [OECD (2009), Adrian Blundell-

Wignall et al. (2009)]:
 
Too-big-to-fail institutions that took on too much risk – a large part of these risks being 

driven by new innovations that took advantage of regulatory and tax arbitrage with no effective constraints on 
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leverage. Insolvency resulting from contagion and counterparty risk, driven mainly by the capital market (as 

opposed to traditional credit market) activities of banks, and giving rise to the need for massive taxpayer support 

and guarantees. Banks simply did not have enough capital. The lack of regulatory and supervisory integration, 

which allowed promises in the financial system to be transformed with derivatives and passed out to the less 

regulated and capitalised industries outside of banking–such as insurance and re-insurance. The same promises 

in the financial system were not treated equally. The lack of efficient resolution regimes to remove insolvent 

firms from the system. This issue, of course, is not independent of the structure of firms which might be too-big-

to-fail. Switzerland, for example, might have great difficulty resolving a UBS or a Credit Suisse–given their size 

relative to the economy. They may have less trouble resolving a failed legally separated subsidiary.  

How do the Basel III proposals bear on these issues, in the sense of helping to ensure that the chance of another 

crisis like the current one can be greatly reduced. The Basel III capital proposals have some very useful 

elements–notably the support for a leverage ratio, a capital buffer and the proposal to deal with pro- cyclicality 

through dynamic provisioning based on expected losses. Adopting the buffer capital proposal to ensure the 

leverage ratio was not compromised in crisis situations seems especially important –so that in good times, 

dividends, share buyback policies and bonuses would be restrained as necessary to build back buffers used up in 

bad times–seems very important.  

These can easily be incorporated with other reforms. However, this report also identifies some major concerns. 

Basel III does not deal with the most fundamental regulatory problem identified: that the ‘promises’ that make 

up any financial system are not treated equally–in particular banks can shift them around by transforming risk 

buckets with derivatives (particularly CDS) to minimise their capital costs – including shifting them beyond the 

jurisdiction of bank regulators–e.g. to the insurance sector in a least regulated jurisdiction. The extent of 

activities in the shadow banking system also a part of the problem related to how similar promises are treated by 

regulators. This issue has many implications for the reform process.  

For example, it is a powerful argument for making the leverage ratio the primary capital control tool (not a 

‘backstop’). There is a risk that setting the leverage ratio too low, if combined with the RWA approach, that 

regulators will be setting maximum capital requirements and cause portfolio distortions, as capital arbitrage and 

risk-bucket transformation operates to ensure that Basel III does not cause banks to hold more capital than the 

‘maximum’.  

Treating promises differently also has implications for how to think about reform of the structure of the 

supervision and regulation process. For example, would it not be better to have a single regulator for the whole 

financial system–and global coordination in this respect – to ensure that it is much more difficult to shift 

promises.  Treating promises differently will also require more substantial thinking about the shadow banking 

system: whether it should be incorporated into the regulatory framework and, if so, how. Finally, the flaws 

identified in the overall RWA framework that make it difficult to deal with concentration issues in Pillar 1, 

suggest that other framework modifications should be considered. For example, a quadratic rule applied to 

deviations from a diversified benchmark portfolio is a feasible way to deal with the issue.  

 

Section V: Are Higher Capital Requirements Worth It 

Pablo D’Erasmo (2018 Q2) is an economic advisor and economist in the Research Department of the Federal 

Reserve Bank of Philadelphia. The views expressed in this article are not necessarily those of the Federal 

Reserve. When trillions of dollars in loans and other assets went bad in the financial crisis, banks across the 

globe were unprepared to absorb the losses. The bank failures and government assistance that followed led 

policymakers in the U.S. and worldwide to tighten regulations for financial institutions. At the center of these 

new regulations are higher capital requirements. The idea is that a well- capitalized bank will be able to handle 

major write- downs of its assets without defaulting on its creditors and depositors. However, with enough 

capital, a bank may be able to handle major losses by cutting dividends, liquidating a fraction of its safe assets, 

and injecting new capital. By inducing banks to internalize their losses in this way, regulators seek to prevent 

banks from straining federal deposit insurance funds and especially to prevent government bailouts.  
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Their overarching objective, however, is to foster a more stable financial system. The nature of com- mercial 

banking is inherently unstable, as banks fund their long-term lending mostly with short-term debt in the form of 

insured deposits or by borrowing from other banks or from investors by issuing bank bonds. This high degree of 

leverage in the financial industry means that, if confidence in the financial system is shaken, as happened in 

2008, even banks that are not exposed to catastrophic losses are vulnerable to panic- selling of assets to meet 

worried depositors’ and creditors’ sudden demand for liquidity. Requiring banks to hold a larger portion of their 

liabilities in the form of equity is intended to reduce the risk that they will be forced to sell off their assets at 

fire-sale prices and trigger the sort of contagion that threat- ened the global financial system in 2008. In 

economic jargon, capital regulation is intended to reduce the moral hazard of risk-taking by financial 

institutions that operate under limited liability and deposit insurance. Moreover, bank capital acts like a buffer 

that may offset losses and save banks’ charter value.  

Not only the financial sector but also the whole economy benefits from confidence in the banking system, since 

financial turmoil often precedes deep re- cessions. Such crises are very costly. During the Great Recession, U.S. 

GDP dropped more than 5 percent from ts previous peak, 8.8 million jobs were lost, and the federal government 

spent $250 billion to stabilize banks and $82 billion to stabilize the U.S. auto industry.  

Are the new capital requirements sufficient to prevent another crisis. At what cost. The relative benefits and 

costs of higher capital requirements are the subject of ongoing debate. It is still not clear how changes in capital 

regulation affect the likelihood of a new crisis, the dynamics of the banking industry, or business cycle 

fluctuations in credit—the grease for the engine of commerce. Banks’ role in credit intermediation between 

investors and depositors helps the economy expand over the long term. And to the extent that larger banks are 

better able to increase their capital, higher minimums will reduce competition in the banking industry, which 

can result in less efficient intermediation in the form of higher borrowing costs. Moreover, precisely measuring 

the cost of a crisis is not so simple, because the size of a contraction will generally depend on the size of the 

very expansion that led to the crisis in the first place. Therefore, measuring whether imposing higher capital 

requirements would have avoided a crisis requires understanding how the economy would have behaved with 

and without the higher minimums throughout the entire boom and bust cycle and not just during the decline. 

Another reason that it is not always straightforward to measure the cost of a crisis (or the benefit of higher 

capital requirements) is that crises occur very infrequently in developed economies. Therefore, many studies use 

information on financial crises in developing economies, which are generally accompanied by currency crises 

or sovereign debt crises, which complicates comparisons. For historical databases on credit booms and crises, 

see, among many others, the studies by Moritz Schularick and Alan Taylor; Enrique Mendoza and Marcos 

Terrones; or Helios Herrera, Guillermo Ordoñez, and Christoph Trebesch.  

Regardless, as it will show, higher capital requirements have the potential to reduce bank risk-taking and 

competition in the financial sector while increasing borrowing costs, which might also translate into higher risk-

taking by borrowers. The challenge for policymakers, therefore, is to balance financial stability with efficiency. 

And the challenge for economists is to more precisely estimate the degree to which the effects of regulation will 

dampen lending and economic growth so that policymakers can weigh that tradeoff. Since the Great Recession, 

economists have been seeking better ways to measure the economic effects of higher capital requirements to 

gain a firmer understanding of what amount of bank capital is optimal.  

 

5.1     Optimal for Whom  

To maximize its profits, a bank would not typically choose the level of capital preferred by regulators, who take 

into account more than just the individual bank’s profits. So it is helpful to ask what level of capital a bank 

would choose absent capital regulation. At the most basic level, the bank will balance the costs of funding its 

loans and other investments with debt (deposits, CDs, or bonds) versus the cost of funding its activities by 

raising equity. In this sense, the tradeoffs are similar to those of any type of firm that faces limited liability, and 

traditional theories of optimal capital structure provide some guidance. On the one hand, a better-capitalized 

bank faces lower costs of financial distress and might be able to maintain a positive charter value. A bank’s 

charter value, also called its continuation value, is its ongoing worth to its shareholders as long as it remains a 

going concern. It can also be understood as the value that would be forgone if the bank were to close its doors. 
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On the other hand, debt financing has two advantages over equity financing: One, it offers banks tax benefits, as 

interest payments can be deducted and, two, it may cost the bank more to raise equity by selling shares than by 

borrowing funds. Yaron Leitner’s 2012 Business Review article on contingent bank capital provides an excellent 

explanation.  

Other factors unique to banks help explain why they tend to use debt funding more than nonfinancial firms do. 

Unlike the debt of nonfinancial firms, bank debt is used as money and, thus, is important in facilitating 

exchange. Think about writing checks on your deposit account. Producing liabilities to support exchange is as 

much a part of the business of banking as making loans. Importantly, deposit insurance reduces banks’ cost of 

funding their activities with deposits and tends to make those costs relatively insensitive to bank risk (John 

Kareken and Neil Wallace wrote the seminal paper on the link between deposit insurance, moral hazard, and 

bank regulation.  That is, as long as customers know that their accounts are federally insured, they will not 

monitor their bank as closely as they otherwise might for signs of higher bank risk-taking, allowing riskier banks 

to avoid having to attract depositors by paying higher interest rates.  

 

5.2 What level of capital do regulators prefer  

The failure of an individual bank is not necessarily a problem for its depositors or investors, since depositors’ 

losses can be covered by deposit insurance, and its bondholders are compensated via market prices that reflect 

default risk. However, the failure of a bank can have important negative implications for other banks and other 

sectors of the economy—a contagion effect. Unlike banks, regulators take into account these negative effects, or 

externalities, that a bank’s actions may have on other banks, firms, and individuals in the economy.  

While a bank thinks only about its own potential cost of financial distress, a regulator takes into account the cost 

of financial distress to all banks. According to this logic, the regulator would like banks to choose loan 

portfolios that are less risky and to hold more capital than banks would prefer. So, regulators set mini- mum 

capital ratios above the level of capital that an unregulated bank would choose on its own.  

Given these conflicting interests of banks and regulators, what levels of capital do banks currently hold? The 

average tier 1 capital ratio (mostly common equity) at the end of 2016 was 13.20 percent of risk-weighted 

assets; in the 1996–2016 period, the average risk-weighted tier 1 capital ratio was 10.09 percent—well above the 

minimum required. It is important to note that actual capital ratios far exceed what the regulations define as well 

capitalized (2 percentage points higher than the minimum), suggesting that banks have a precautionary motive. 

A bank that was adequately capitalized but not well capitalized would not be subject to regulatory scrutiny but 

would be unable to engage in certain activities, for example, taking brokered deposits or partaking in 

international activities. Although from the bank’s perspective it would rather not incur the cost of maintaining 

large amounts of capital, in practice, banks tend to hold a buffer above the mini- mum required. That way they 

avoid inadvertently letting their capital slip to a level that would trigger closer regulatory scrutiny and 

restrictions on their activities.  

Within these averages, the capital levels that large and small banks choose are quite different. The level of 

capital ratios for commercial banks is inversely related to bank size, as measured by assets. Average asset-

weighted ratios vary substantially among banks, and there is a lot of cross-sectional dispersion. For the top 35 

banks in terms of assets, the average for 1996–2016 was 8.81 percent, versus 12.90 percent for all other banks.  

This inverse relationship between capital levels and bank size can be seen both before and after the crisis.  

 

5.3    Economy Affected via Three Main Channel  

Determining optimal capital settings is relevant not just to the profitability of banks or the stability of the 

financial industry but to the whole economy’s ability to grow. In the research with Dean Corbae,  show that 

tighter capital regulations force banks to change their balance sheet composition, which alters the quantity and 

quality of credit directed to the overall economy through three main channels:  One, reduced lending: A bank 

can increase its capital ratio either by raising new equity or by slowing the growth of its assets by making fewer 

loans. If banks in general take the latter route, it can result in less lending economywide and higher prevailing 

loan interest rates, since banks would seek to offset the reduction in profitability from having smaller loan 
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portfolios by increasing their net interest margin—the difference they pocket between how much interest they 

pay out to their depositors and other funders and how much they charge their borrowers. The higher loan rates 

would discourage borrowing, thereby curbing spending and investment and ultimately economic growth.  

Two, risk-taking: The standard argument is that by increasing capital ratios, bank risk-taking is reduced 

(Frederick Furlong and Michael Keeley provide evidence that capital requirements reduce banks’ incentive to 

take risks). The intuition is simple. Since higher capital ratios imply greater losses for equity holders in the event 

of default, they reduce shareholders’ incentive to take on risk. However, imposing higher capital ratios might 

also increase bank risk-taking. Increasing capital requirements could reduce the continuation value of a bank, 

that is, its stream of future profits (Michael Koehn and Anthony Santomero, Daesik Kim and Santomero, and 

Jean Rochet show that improperly chosen risk weights may increase the riskiness of banks). The bank is forced 

to allocate more funds toward less risky assets that generally carry lower expected returns. In addition, since 

there is limited liability, the bank’s individual owners share in the high profits when risky portfolio choices pay 

off but lose only their own investments when the bank suffers large asset losses. The reduction in its charter 

value induces the bank to take on more risk (Charter value, continuation value, and franchise value are being 

used synonymously. Lawyers would say that bank stockholders are protected by limited liability). These 

offsetting effects imply that the overall effect can be ambiguous (See the works by Thomas Hellmann, Kevin 

Murdock, and Joseph Stiglitz and by Rafael Repullo for discussions of this argument). If we look more broadly, 

increasing commercial banks’ need for capital introduces a competitive advantage for bank-like institutions 

such as those in the shadow banking sector, which operates outside the purview of regulators and therefore is 

not subject to capital requirements, shifting financial activities from regulated banks to unregulated firms. This 

shift might increase risk-taking in the economy as a whole even while reducing risk-taking by banks.  

Three, competitive effects: Regulation can increase or decrease the industry’s level of competition, which can be 

measured, for example, as the share of loans extended by the biggest banks or the industry’s asset concentration. 

Higher capital requirements can affect regulated banks differently depending on their size. In the short run, 

higher capital requirements might result in a less concentrated banking industry by reducing the largest banks’ 

share of the loan market, thereby benefiting smaller banks. 

As described previously, large banks typically hold smaller cushions above the required capital level, so a higher 

capital requirement will force them to reduce their loan portfolios—especially given that, following the collapse 

of the asset-backed securities market in the financial crisis, banks now have considerably fewer opportunities to 

make loans with the intention of selling them to securitizers. In the long run, however, higher capital 

requirements may reduce competition by acting as an entry barrier for new banks. Higher capital requirements 

may also make banking less profitable by shifting the composition of banks’ balance sheets toward safer assets, 

thereby reducing the value of creating a bank. If more potential competitors are prevented from forming, higher 

capital requirements might protect existing banks by giving them more market power to raise loan rates, account 

fees, and other costs for their customers, thereby curbing overall economic growth.  

 

5.4     Estimated Costs and Benefits  

How can we quantify all these effects. Concerns about what implications higher capital requirements may have 

for the financial industry and for households and firms in general have motivated economists to seek more 

precise ways to measure the impact. As with any shift in regulatory policy, when policy- makers are armed with 

realistic estimates, they are in a better position to weigh the cost of a change against the benefit. Unfortunately, 

not all the estimates that researchers have generated so far can be easily compared. For example, some of the 

studies I discuss next estimate the rise in banks’ loan rates, while others estimate the effect on the level or 

growth rate of the gross domestic product. Taken together, though, these disparate estimates offer a general 

sense of how sizeable the impact is likely to be. I will also describe a new approach helped develop that seeks to 

quantify the effect of higher capital levels using a more realistic model of the banking landscape.  

 

5.3.1   Banks’ Funding Costs  

One way to gauge the impact of raising capital requirements is to measure the change in what it costs banks to 

fund their lending and other activities using traditional finance models of capital structure. According to Franco 
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Modigliani and Merton Miller’s celebrated theorem, a firm’s debt-equity mix does not affect its cost of capital as 

long as the mix does not affect its risk-taking and debt and equity are taxed identically. Ignoring taxes for a 

moment, Modigliani and Miller show that a rise in required capital—that is, a shift toward equity funding and 

away from debt funding—will have no effect on banks’ cost of capital. Even though equity investors require a 

higher return than debtholders do to compensate them for the higher risk of stock returns, the decrease in banks’ 

leverage reduces the return that their stock- holders require as risk compensation, leaving banks’ weighted 

average cost of capital unaffected. If one then takes into account that banks can deduct the interest and principal 

payments they make to their debtholders but not the dividends to their stock- holders, the rise in banks’ weighted 

average cost of funds is due solely to debt’s more favorable tax treatment.  

Using this approach, Anil Kashyap, Jeremy Stein, and Samuel Hanson found that a 10 percentage point increase 

in required capital ratios had a modest long-run impact on loan rates, in the range of 25 to 45 basis points. To get 

a sense of the modest nature of this impact, banks’ average loan interest margin— the difference between the 

interest rates they charge on loans and the interest they pay on deposits—since 1990 has been 4.42 percent.  

One limitation of these estimates is that they are based on linear equations, so they might accurately capture the 

change in the average ratio of banks’ capital to their total assets (7 percent in their sample) from relatively small 

changes in capital require- ments but are unsuited for evaluating the effect of large increases in regulatory 

capital ratios.  

Standard economic theory and all asset pricing models predict a positive relationship between the risk of an 

investment and its expected return: Low-risk assets should earn less, on average over the long run, than high-

risk assets. So, if a bank reduces its reliance on leverage, its shareholders should require smaller dividends to 

invest in the bank. However, Malcolm Baker and Jeffrey Wurgler note that in real-world asset markets, a bank 

that reduces its risk profile by reducing its leverage does not reduce its cost of raising equity as much as the 

simplest asset pricing models—including the model used by Kashyap and his co-authors— would predict 

(indeed, their estimates suggest it ends up costing the bank more to raise capital). They estimate that, in a 

competitive lending market, increasing capital by 10 percentage points would add 60 to 90 basis points to the 

lending spread.  

 

5.3.2  Empirical Estimates from Past Crises  

Several studies attempt to estimate the costs and benefits of changes in capital regulation by analyzing historical 

data on interest rates and economic output across countries and then projecting values for those variables based 

on changes to the current level of capital (See the works by Martin Brooke and his coauthors; Jihad Dagher and 

his coauthors; and Simon Firestone, Amy Lorenc, and Benjamin Ranish). The basic idea of this approach is to 

estimate the net effect of higher bank capital, with the costs stemming mostly from the reduction in GDP that 

results from wider lending spreads and with the benefits arising from a reduced probability of a financial crisis 

and its associated costs. To quantify how much the likelihood of a crisis changes withthe level of bank capital, 

these studies estimate how much equity banks would have needed on their books during past crisesto absorb 

enough of the observed losses so that no government recapitalization of the banks would have been necessary. 

One such study, by Jihad Dagher and his coauthors, suggests there is a limit to the amount of crisis prevention to 

be had from raising the floor on capital. They found a strong initial benefitif capital ratios were relatively low to 

start with. Raising the ratio from 15 to 23 percent rapidly decreased the probability of a crisis. But once capital 

ratios reached around 23 percent, the marginal benefit of raising them further started to shrink; nearly the same 

percentage of crises were avoided as when capital minimums were at 30 or even 40 percent.  

It is important to note that the estimated size of the marginal benefit that these studies found depended heavily 

on their assumed loss given default (LGD). When a borrower defaults, the bank typically recovers less than the 

full value of the loan; this shortfall is its LGD. Different assumptions about LGD have led other studies to 

estimate greater marginal benefits at higher capital ratios (The Federal Reserve Bank of Minneapolis estimates 

that marginal benefits are still high even beyond 23 percent capital ratios with a loss given default of 62.5 

percent). 
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Cost estimates also vary significantly across studies, but they all indicate that boosting capital might lead banks 

to charge substantially higher interest rates on loans. For example, a 2016 study by the Federal Reserve Bank of 

Minneapolis estimated that if capital ratios were increased to 23.5 percent, the level of GDP could drop 1.52 

percent annually and loan rates could increase by 60 basis points.  The studies’ estimates of the optimal ratio of 

capital—the amount that would generate the most benefit for the least cost— range from 13 percent to 25 

percent, depending largely on their underlying assumptions of LGD and of how much of the change in their 

financing costs banks pass on to their customers.  

 

5.3.3  Changes in Credit and Output: Model Estimates  

Every model of the economy has its limitations, and uncertainty comes with any estimate a model produces. 

One way that economists seek to reduce the uncertainty about the correct way to model the economy is to use a 

wide variety of models to produce a range of estimates. Using 13 different models, a report by the Bank for 

International Settlements Macroeconomic Assessment Group found that a 1 percentage point increase in 

required capital—the target ratio of tangible common equity to risk-weighted assets—would lead to a maximum 

decline in the level of GDP of about 0.19 percent relative to no change in required capital. To put this estimate in 

context, a decline in the level of economic output of this size would be equivalent to a 0.04 percentage point 

reduction in the annual GDP growth rate, which in recent years has been trending around 2 percent. Using a 

similar approach to generate a range of estimates, the Bank for International Settlements Basel Committee on 

Banking Supervision found that a 1 percentage point increase in the capital ratio regardless of the cause—higher 

regulatory minimums, higher required buffers, or changes in what qualifies as capital— would reduce the level 

of GDP by at most 0.6 percent and would widen loan spreads by 13 basis points.  

Importantly, these estimates were derived using general equilibrium models, which seek to approximate the 

economy’s dynamic nature by accounting for interconnections across all sectors of the economy and for how 

regulatory changes affect all prices and quantities. For instance, many of the models used in this study 

incorporate the effects of international spillovers. Estimates from such dynamic models are not directly 

comparable with those derived from a more empirical approach that cannot capture the general equilibrium 

effects of changes in capital ratios. This difference highlights the importance of using general equilibrium 

models as opposed to linear predictions when estimating the impact of capital requirements, as general 

equilibrium effects tend to mitigate the costs of changes in capital regulation, for a relatively modest net effect 

on output (Michael Dotsey’s Business Review article discusses how dynamic stochastic general equilibrium 

(DSGE) models are used for the analysis of monetary policy). A serious limitation of all the foregoing 

approaches is that they do not tell us anything about how higher capital requirements might change risk-taking, 

competition, or the efficiency of inter-mediation in the banking industry. What effects do we estimate if we take 

into account these real world channels.  
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This table captures the results of six studies on estimates for for lending reductions due to one percentage point 

in capital requirements between 2009 and 2014. The results indicated that lending reduction was recorded in 

each study ranging from 1.2-4.6%. The sample companies were 15 from the UK, and France during 1996-2010 

period, and period accumulated in months ranged from 3-48 months respectively. 

   

5.3.4   The Three Channels at Work  

The literature on the interaction between the banking sector and the overall economy has advanced considerably 

in the last 10 years. However, most of the analysis is based on models that assume a perfectly competitive 

financial sector, which allows for a very limited role for changes in the degree of competition and bank risk-

taking. In reality, though, the data show that the banking sector is highly concentrated—the top 10 banks’ asset 

market share has more than doubled in the past 20 years—and that bank risk-taking was a significant driver of 

the financial crisis. In order to study whether incorporating these features is quantitatively relevant, Corbae 

developed a model that features a realistic competitive structure that incorporates all three channels through 

which higher capital requirements might affect the economy: higher borrowing costs, risk-taking, and 

competitive effects. 

In 2008, Skander Van den Heuvel initiated the literature of general equilibrium models looking at optimal capital 

requirements in a perfectly competitive environment. Other structural models include the modelsof Repullo and 

Javier Suarez and of Gianni De Nicolò, Andrea Gamba, and Marcella Lucchetta, as well as the general 

equilibrium models of Juliane Begenau and Thiên Nguyenresearch with Dean Corbae for a comprehensive 

review of the literature. In the framework, as in real life, many banks compete in an environment in which a few 

large banks dominate the industry and have market power, while many small banks act as price takers. In 

addition, new banks form when they expect to make a profit, and unprofitable banks go out of business under 

limited liability (in economics terms, bank entry and exit are endogenous). As in the real world, banks in the 

model allocate their funds across different asset classes such as loans, securities, and cash, and finance their 

investments with deposits and other short-term borrowing.  

The model generates several predictions that are in line with the data: Small banks operate with higher capital 

ratios than large banks do, and default frequency, loan returns, and markups are countercyclical; that is, they 

increase in bad times and decline in good times. One of the drivers of the observed differences in capital ratios is 

that small banks’ source of short-term funding is more volatile. The study estimate that deposits at small banks 

fluctuates considerably more than at large banks, prompting small banks to maintain larger buffers.  The 

framework shows that higher capital requirements alter the mix of bank sizes present in the industry, resulting in 

a much more concentrated loan market. This new mix in turn amplifies the effect of the change in policy. While 

banks of all sizes hold more capital, large banks grow larger, putting pressure on small banks to merge or close. 

As large banks’ market power increases, they extract higher profits by raising loan rates, which tightens credit 

and depresses the economy’s output. In addition, far fewer fail even as they take more risks, since their charter 

value is higher under the tighter requirements. With this effect on industry concentration, an increase in required 

capital from 4 percent to 8.5 percent widens the lending spread by 18 basis points and reduces the value of loans 

outstanding about 0.65 percent. These effects result in a decline in GDP of 0.46 percent in the long run. Short-

run effects are likely smaller, since the amplification occurs gradually.  

Summary:  The studies have been reviewed suggest that for every 1 percent increase in capital minimums, 

lending rates will rise by 5 to 15 basis points and economic output will fall 0.15 percent to 0.6 percent. Despite 

this variation, it is reasonable to expect that increases in borrowing costs of this magnitude may curtail lending 

enough to create a lasting drag on overall economic activity. Less clear is what harm would ensure from another 

financial crisis without more well-capitalized banks. Indeed, if the risk-weighted capital ratio had been 6 

percent—in line with the new minimum—the International Monetary Fund estimates that large U.S. banks 

would have had enough capital to cover their losses at the peak of the 2008–2009 crisis. That would have 

avoided a financial sector meltdown and the severely depressed economic activity and large-scale government 

intervention that followed.  
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5.3.5   Benefits and Costs of Higher Capital Requirements for Banks  

William R. Cline (2016) Benefits and Costs of Higher Capital Requirements for Banks Peterson Institute for 

International Economics (WP 16-6 ), provided new estimates of the likely economic losses from banking crises. 

It also provides new estimates ofthe economic cost of increasing bank capital requirements, based on the 

author’s earlier estimate (Cline 2015) of the empirical magnitude of the Modigliani-Miller effect in which 

higher capital reduces unit cost of equity capital. The study applies previous official estimates (BCBS 2010a) of 

the impact of higher capital on the probability of banking crises to derive a benefits curve for additional capital, 

which is highly nonlinear. The benefit and cost curves are examined to identify the socially optimal level of 

bank capital. This optimum is estimated at about 7 percent of total assets, with a more cautious alternative (75th 

percentile) at about 8 percent, corresponding to about 12 and 14 percent of risk-weighted assets, respectively. 

These levels are, respectively, about one-fourth to one-half higher than the Basel III capital requirements for the 

large global systemically important banks (G-SIBs).  

This section seeks to contribute to the literature on optimal capital requirements for banks. Some prominent 

analysts have argued that extremely large increases in bank capital are desirable, because according to the 

Modigliani-Miller (1958) theorem, the mix between debt and equity should have no impact on the firm, and 

hence higher capital requirements would be costless to the economy while sharply reducing the risk of banking 

crises (Admati and Hellwig 2013). However, I show in Cline (2015) that for US banks, less than half of the 

Modigliani-Miller offset of lower equity unit cost attributable to less risk from less leverage is attained in 

practice. Because higher capital requirements would thus increase bank lending rates, raise the cost of capital to 

the economy, and reduce investment and output as a consequence, a key challenge for regulatory policy is to 

identify the optimal level of capital requirements.  

Higher bank capital requirements reduce the probability of banking crises. Combining this reduction with 

estimates of the economic cost of banking crises provides a basis for calculating the “benefit” 

of higher capital requirements. This benefit is the expected damage avoided by reducing the risk of occurrence 

of a banking crisis. This paper first quantifies expected costs and frequency of banking crises, paying special 

attention to avoiding overstatement of recession losses if the economy has an unsustainable positive output gap 

prior to the crisis, as well as to finite life of losses considered to persist after the first few years of a crisis. The 

“benefits” section of the paper then continues with calibration of a “benefits curve” relating damages avoided to 

the level of bank capital, based on the most important official survey of the influence of bank capital on the 

likelihood of banking crises (BCBS 2010a).  

The analysis then turns to the cost curve relating economic costs to the level of the capital requirement. This 

relationship turns out to be an upward-sloping straight line. The cost line is steeper if the Modigliani-Miller 

offset is lower, the excess unit cost of equity versus debt is higher, there is spillover to nonbank finance, the 

capital share in output is higher, and the elasticity of substitution between capital and labor is higher. The 

optimal level of capital will then be the amount at which the slope of the benefits curve equals the slope of the 

(straight-line) cost curve. Requiring still higher amounts of capital will not provide sufficient further reduction 

in expected damages from banking crises to warrant the additional loss of output caused by less capital 

formation. The calibrations explore a range of alternative parameter estimates to obtain a sense of the sensitivity 

of this optimal capital ratio, in addition to arriving at a central estimate.  
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5.4    The Long-Term Losses  

In most of the banking crises, output does not fully return to its trendline by the end of the fifth year (Blanchard, 

Cerutti, and Summers (2015) that in two-thirds of recessions in advanced economies in the past 50 years, output 

after the recession is below the prerecession trend). A crucial question is then how to treat ongoing losses in 

later years. The approach here is to apply a finite life-span of the “missing” capital stock and worker skills 

caused by the crisis, rather than interpreting the loss as persisting over an infinite horizon. In contrast, simply 

capitalizing the gap between output and trend still present in year 5 (or another year chosen as marking the end 

of the crisis) by dividing by the discount rate would implicitly assume that the extra capital equipment that 

would have been created during the crisis under normal circumstances would have had an infinite life. The 

approach here is to identify a lifetime “M” of the relevant productive capacity, and to apply straight-line 

depreciation. The present value of losses subsequent to year 5 (“LT” for long-term), discounted back to values 

of the base year preceding the crisis, is calculated.  

 

5.4.1  Estimates of Losses from Banking Crises  

By now a relatively standard set of episodes is recognized as banking crises (see BCBS 2010a, 39; Reinhart and 

Rogoff 2008; Laeven and Valencia 2012). For several decades after the Great Depression, banking crises were 

essentially absent in industrial countries. Even so, US and other industrial-country banks barely avoided a crisis from 

large exposure to Latin America in the region’s sovereign debt crisis of the early 1980s, in part thanks to concerted 

lending and official sector support of adjustment programs (Cline 1984, chapter 2). Failure of one large US bank 

(Continental Illinois) in 1984 did not metastasize into a banking sector crisis, as the Federal Deposit Insurance 

Corporation guaranteed all depositors and creditors and the failure stemmed from bank-specific rather than systemic 

shocks. Then by the late 1980s crises began to arise, notably in the savings and loan banks in the United States. The 

early 1990s witnessed banking crises in Nordic economies (Finland, Norway, and Sweden), and by 1997 Japan 

experienced a crisis that had built up in the aftermath of the collapse of the bubble economy in the late 1980s. The 

“mother of all postwar banking crises,” however, has turned out to be that associated with the Great Recession. In 

2007–08, 16 industrial countries experienced banking crises, accounting for about two-thirds of all the banking crisis 

episodes among industrial countries in the past three decades.   

This study finds that long-term damage of a banking crisis amounts to 64 percent of base-year potential GDP and that 

in the past three decades the annual probability of such a crisis was about 21⁄2 percent. The probability of a banking 

crisis can be reduced by requiring banks to hold more capital. The response of crisis probability is highly nonlinear, 

such that the most impact in reducing chances of a crisis comes from the initial increases in capital above pre-Basel 

III levels. After taking account of the additional cost to the economy from imposing higher capital requirements 

(thereby raising lending rates and curbing new investment and future output levels), it is found that the optimal ratio 

for tangible common equity is about 6.6 percent of total assets and a conservative estimate at the 75th percentile is 

about 7.9 percent. These benchmarks would correspond to 11.7 and 14.1 percent of risk-weighted assets, respectively. 

On this basis, the Basel III benchmarks are below optimal capital requirements, at only 7 percent of RWA (9.5 percent 
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for G-SIBs). Further international banking reform could usefully consider phasing in capital requirements on the 

order of one-fourth to one-half higher than the Basel III requirements.  

 

5.4.2 The impact of bank capital, bank liquidity and credit risk on profitability in postcrisis period 

Faisal Abbas, Shahid Iqbal and Bilal Aziz (2019)) in their study on The impact of bank capital, bank liquidity 

and credit risk on profitability in postcrisis period: A comparative study of US and Asia found that bank capital 

and credit risk influence profitability in Asian developed economies similar to in the USA com- mercial banks, 

whereas the impact of liquidity on the profitability of the USA large commercial banks is negative and positive 

on Asian developed economies com- mercial banks in the postcrisis era. The findings indicate that a 6% increase 

in capital leads to a 1% increase in profit, a 3.5% increase in liquidity leads to a 1% increase in profit. 

Specifically, larger banks generate 1% profit against a 1% increase in liquid assets. Medium size banks make 

1% profit against a 3% increase in liquid assets, and small size banks produce 1% profit against a 7% increase in 

liquid assets. The findings show that liquidity influences profitability more intensively than capital, whereas the 

sign of coefficients is similar for large, small and medium-size banks. The results of this paper indicate that 

liquidity and bank capital have a positive impact on profitability, while credit risk has a negative influence on 

the profitability of banks. The findings of the simultaneous equations model indicate that bank capital has a 

positive impact on profitability in large and medium banks, whereas the profitability of banks influences the 

bank capital positively in case of large banks and negatively in case of medium banks.  

The purpose of this section is to explore the influence and intensity of bank capital, bank liquidity level and credit risk 

on the profitability of commercial banks in the postcrisis period between 2011 and 2017 in Asian developed 

economies. The data were collected from the world renowned and most reliable database of Bank scope to minimize 

the bias of sources. Primarily, system dynamic panel data estimators under the condition of Two-Step method of 

GMM is used. Secondly, the simultaneous equations model under the setting of two-stage least squares is used for 

robustness purpose. Notably, these results are without the intervention of monetary factors and economic conditions, 

which are held constant. The results show that the impact of bank capital and credit risk is similar in developed 

economies of Asia and in large commercial banks of the USA in the postcrisis period in the short run, as other things 

held constant. However, the impact of credit risk on profit is greater in the USA than in the commercial banks in 

Asian developed economies. The reason for the difference in credit risk is that Asian banks use a tight credit policy 

and manage loans more efficiently as compared to US banks. There may be a difference of results in the USA and 

Asian banks due to the volume of loans and the poor management of monitoring and screening of borrowers. The use 

of liquidity in Asian developed economies is different from the USA. The impact of liquidity in Asian banks is 

positive whereas the impact of liquidity on profit- ability is negative in the case of USA commercial banks in the 

postcrisis period. The negative relationship indicates that holding of liquidity reduces profit in the USA whereas the 

availability of liquidity leads to an increase in profit in Asian developed economies commercial banks. According to 

Robust standard errors, a 6% rise in capital increases only 1% of bank profitability from the base point of 100. 

Whereas the other factors remain unchanged. According to Robust standard errors, a 3.5% rise in liquid assets 

increases only 1% of bank profitability from the base point of 100, whereas the other factors remain unchanged. 

These findings are based on a similar denominator of dependent and independent variables, named an average of total 

assets. The impact of liquidity on profitability is positive in large size, medium size, and small size banks, but the 

intensity is different to generate profit against liquid assets. Large banks generate profit in equal proportion from 

liquid assets. Medium banks generate 1% profit against 3% liquid assets, and small banks generate 1% profit against 

7% liquid assets. In response to research questions, liquidity influences profitability more intensive than capital. 

Whereas the sign of coefficients is similar for large, small and medium-size banks. These results hold a theoretical 

rationale as large banks can utilize their liquid assets in more diversified manners, while the medium size banks can 

utilize their liquid assets more effectively but not greater than large ones. Small banks have limited access to capital 

markets for their short-term funding, and they have to hold a higher amount of liquid assets as compared to large and 

medium-size banks.  

The impact of credit risk as measured by loans loss provisions scaled by bank average risk loans is negative on 

the profitability of commercial banks in Asian developed economies. The credit risk negatively and significantly 

impacts the profitability of large size commercial banks and medium banks, but the impact is insignificant for 
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return on average assets and returns on average earning assets in smaller banks. The findings are consistent with 

the results of GMM two-step estimators, and they also provide additional insights of causality between bank 

capital and bank profitability.  

The impact of bank capital is positive on the profitability of large as well as medium banks in the postcrisis 

period. The profitability also affects bank capital in large banks positively whereas negatively in medium size 

banks. Theoretically, large banks profitability becomes part of capital in the form of retained earnings. It means 

that large banks avoid distributing their profit as dividends to shareholders, which increases the proportion of 

capital against risky assets. On the other hand, medium size banks distribute their retained earnings in greater 

proportion to share- holders in the form of dividends, which reduces the capital against risky assets. The credit 

risk negatively influences the profitability of large banks as well as medium banks, and the results are consistent 

with GMM two-step estimators. The findings of simultaneous equations model are consistent and robust with 

the findings of GMM two-step estimators regarding the impact of higher bank capital to the loan, interest and at 

the end the GDP growth.  

The first half of table below produce a previous literature index on the linkage between bank capital and 

performance on eighteen studies covering Bangladesh, Middle East, USA, Asia, Zimbabowe, Africa, Japan, 

European Union, and Canadian banks of the period 1982-2015. The results of these studies showed the 

significance of bank capital on profitability and performance of the banks. The second part of the table presented 

on the studies showing potential relationship between bank capital and risk. This part includes the studies carries 

on twentyone countries which includes are from the Middle East, USA, Taiwan, Malaysia, Eurpean Union, 

Pakistan, China, Japan, Canada, and Switzerland. The period ranging from 1982-2013 by applying different 

research techniques and models these research studies were conducted. The findings of these studies recorded 

the relationship between bank capital and risk factors identified the impact of higher capital percentage have 

positive results on the bank stability and negative impact on the credit growth for fueling the smooth running 

economic machine, increase in the cost of bank interest, and a reduction of GDP growth in the national 

economy.      
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5.4.3   The Benefits and Cost of Bank Capital  

It is important to interpret carefully how our empirical findings relate to actual capital regulation. First, our 

results relate to levels of bank capital rather than minimum capital requirements. Banks tend to maintain buffers 

over minimum capital requirements, and can draw on those buffers in stressed periods. Thus capital 

requirements can be below the range identified in our analysis. Second, while this paper focuses exclusively on 

bank capital as a means to absorb losses, other bail-in-able instruments can contribute to loss-absorption 

capacity. Then, from a regulatory standpoint, appropriate capital requirements may be below our estimated 

capital range. Recent proposals related to the total loss-absorbing capacity (TLAC) suggest complementing bank 

capital with other explicitly bail-in-able instruments, such as junior bonds not held by other banks or systemic 

institutions (FSB 2014). The relative benefits and costs of bail-in-able instruments compared with bank equity in 

providing loss absorption capacity are subject to debate (see Zhou and others 2012; and Flannery 2014 for a 

discussion, Estimates by the FSB micro/macro impact group in the context of the Quantitative Impact Study of 

the TLAC proposals point to a modest increase in lending spreads resulting from the new TLAC regulations, 

ranging from 6 to 20 basis points, depending on the different proposals on the final TLAC requirements). This 

section abstracts from the issue of which instruments can provide the loss-absorption capacity. Although 

focusing on bank capital is the most conservative approach, the results may be reinterpreted as applying to other 

TLAC instruments.  

Higher bank capital requirements have several benefits from a financial stability perspective, but might also 

impose certain costs on banks and society. In an idealized Modigliani-Miller (1958; henceforth MM) world 

without tax deductibility of interest rate costs, bankruptcy costs, or agency problems, bank leverage does not 

affect social welfare (or bank profits). In this world, capital requirements are at the same time costless and 

irrelevant. In practice, however, several frictions imply that the MM paradigm does not apply (at least to banks), 

and that capital may affect the way banks behave and their profitability. In particular, asymmetric information 

entails significant agency problems, and externalities magnify the social cost of bank failure. Then, capital can 

play an important role in aligning banks’ incentives with social welfare.  

 

 
 

This table makes a comparison of results on the impact higher capital requirements on the interest rate by 

presenting the results of nine research studies starting by authors, types of study, country data covered, and 

impact of one percent increase of capital on loan rates/loan rate spreads. Out of nine studies two are from USA, 

one is USA plus EU, and five are global. The results five global studies impact ranges from 12.2 bps to 15.5bps 

for four, and one 60 bps (USA) and 65 bps (EU). The USA ranges 2.5bps to 4.5 bps to 19.0 bps-23.4 bps and for 

EU 14.3 bps -18.8 bps and for Japan are 8.4 bps.  
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5.4.4   Benefits  

First, capital serves as a buffer that absorbs losses and reduces the probability of bank failure. This protects bank 

creditors and, in systems with explicit or implicit public guarantees, taxpayers. Second, capital has a 

preventative role by improving incentives for better risk management. When asymmetric information prevents 

creditors from pricing bank risk taking at the margin, banks operating under the protection of limited liability 

will tend to take excessive risks. Capital can limit these excesses by increasing shareholders’ “skin in the 

game”: the amount of equity at risk in the event of bank failure (Myers and Majluf 1984; Marcus 1984; Keeley 

1990; Esty 1998; Matutes and Vives 2000; Hellmann, Murdock, and Stiglitz 2000; Repullo 2004). This includes 

the role of bank capital in helping minimize market discipline distortions associated with deposit insurance and 

implicit government “too-big-to-fail” guarantees. Some have argued that how bank ownership is distributed 

matters. When bank equity is held by outside investors with high risk preferences or concentrated ownership, it 

may increase bank risk taking (Laeven and Levine 2009). Indeed, passive outside investors are likely to have a 

limited disciplining role. Some have argued that how bank ownership is distributed matters. When bank equity 

is held by outside investors with high risk preferences or concentrated ownership, it may increase bank risk 

taking (Laeven and Levine 2009). Indeed, passive outside investors are likely to have a limited disciplining role.  

Market forces push banks to maintain some positive level of capital. For example, higher capital helps banks 

attract funds (Holmstrom and Tirole 1997), maintain long-term customer relationships (Allen, Carletti, and 

Marquez, 2011), and carry risks essential to lending (Calem and Rob 1999; Perotti, Ratnovski, and Vlahu 2011). 

However, it is widely accepted that these forces are not sufficient to ensure that the market equilibrium bank 

capital levels deliver a welfare-maximizing allocation. Put differently, due to frictions, the private return to 

capital is lower than the social return. Thus, banks will tend to hold less capital than what is socially optimal. 

This provides a rationale for regulation aimed at increasing bank capital relative to the laissez-faire equilibrium 

(this typically comes in the form of risk-weighted minimum capital requirements and more recently of caps on 

leverage ratios).  

 

5.4.5   Costs  

In analyzing the costs of bank capital it is important to distinguish between the transition impact and steady-state 

impact of higher capital requirements. The costs associated with the transition to heightened capital 

requirements are not relevant at the steady state. These are costs stemming from raising new external equity or 

reducing the growth of assets. Equity issuance is subject to nonnegligible underwriting fees, usually of 5–7 

percent. Also, there are signaling costs: issuing equity may require substantial discounts when incumbent 

investors and managers have information about the firm that new equity investors do not have (Myers and 

Majluf 1984). Therefore, one would expect that any rapid increase in mandatory capital ratios would take place 

at least partially through an adjustment of bank assets, with potentially large negative effects on credit and 

macroeconomic performance. In principle, these transition costs could be mitigated by giving banks time to 

adjust their balance sheets gradually. This might enable banks to increase capital using retained earnings or 

external capital issuance timed to beneficial market conditions. In practice, however, this may prove difficult to 

the extent that market pressures might force banks to adjust rapidly to the new capital standards.  

The steady-state costs of higher capital requirements are those that occur after a permanent change in the 

funding mix of banks is completed. Some of the costs associated with a heavier reliance on equity are similar for 

banks and nonfinancial firms. For example, in many jurisdictions, debt has a more favorable tax treatment than 

equity (De Mooji 2011). Aside from tax issues, equity can be more costly if, due to various frictions, a decrease 

in leverage does not lower the required return on equity. In addition, some of the costs associated with more 

equity are specific to the banking system. The most notable cost stems from the fact that deposits and other debt 

liabilities often benefit from subsidized safety net protections, including deposit insurance and too-big-to-fail 

subsidies that benefit bank debt more than bank equity (Kane 1989). Junior debt-holders and uninsured 

depositors suffered minimal losses during the recent crisis, especially when compared with shareholders. As a 

result, banks’ overall costs of funding may increase with greater equity finance. While it is important to 

recognize that this increase is primarily a private cost to banks, it might have welfare implications if it affects 

the cost and availability of bank credit (and, with distortionary taxation, expected bail-outs).  
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Other notable costs stem from the fact that, whereas for a nonfinancial firm leverage is a funding decision, for a 

bank its debt is also an output. The literature suggests that some economic agents, so-called cash investors, value 

bank debt for its high (often immediate, for deposits) liquidity and safety. When banks replace debt with equity, 

this destroys some economic value intrinsic to bank debt (Song and Thakor 2007; DeAngelo and Stulz 2013). Of 

course, banks need to maintain some equity to ensure that their debt is safe and liquid in most states of the world 

(Hellwig 2014). But equity above that would crowd out socially valuable bank debt. This reduces the cash 

investors’ surplus, along with bank profits, and can harm bank borrowers through a higher cost of credit.  

The existing literature has put forward several reasons why some investors value liquid and nominally safe 

assets such as bank debt. The hypotheses include liquidity insurance and convenience (Bryant 1980; Diamond 

and Dybvig 1983; Gorton and Pennacchi 1990; Caballero and Krishnamurthy 2008), agency costs in the money 

management of corporations and sovereigns that make them eschew any investment risk (Caballero and 

Krishnamurthy 2009), or the usefulness of risk-insensitive claims as a transactions medium (Dang and others 

2014). Empirical studies document the demand for safe and liquid assets (Gorton, Lewellen, and Metrick 2012), 

confirming the presence of cash investors in financial markets. The hypothesis of investors’ preference for safe 

and liquid assets is also often used in the analysis of shadow banking; see Claessens and others (2013); 

Gennaioli, Shleifer, and Vishny (2012, 2013).  Greenwood, Hanson, and Stein (2010) and Krishnamurthy and 

Vissing-Jorgensen (2012) estimate the risk- adjusted premium of Treasuries over other bonds to be negative 50 

to 70 basis points; this can also be taken as an estimate of the funding cost advantage inherent in safe and liquid 

bank debt.  Finally, a related but separate issue is the role short-term debt can play in disciplining banks 

(Calomiris and Kahn 1991; Diamond and Rajan 2000; Kashyap, Rajan, and Stein 2008). This relates more to the 

composition of bank debt than bank leverage per se. The argument is that without demandable debt that gives 

creditors the ability to “run” on weak banks, banks would engage in riskier behavior. However, the crisis raised 

questions related to the role that short-term debt can play in protecting financial stability: it provided little 

discipline before the crisis, but contributed to extreme, across-the-board runs once the crisis hit (Krishnamurthy 

2010; Huang and Ratnovski 2011; Gorton and Metrick 2012). Moreover, it is unclear why market discipline 

cannot be provided by only small amounts of short-term bank debt.  

 

5.5    Systemic Implications  

The analysis of the costs and benefits of bank capital acquires additional dimensions when the focus shifts from 

the stability of individual institutions to that of the financial system as a whole.  Individual bank distress may 

propagate to other banks through direct interbank exposures, fire sales, and contagious panics (Allen and Gale 

2000; Gale and Özgür 2005; Admati and others 2010; Admati and Hellwig 2014). Then, a bank’s higher 

capitalization, by reducing the probability of its distress, helps avoid the associated systemic spillovers.  

Moreover, competitive pressures may act as a systemic multiplier of the beneficial effects of individual banks’ 

capital. Weak or “zombie” banks taking excessive risks (including by reducing lending standards and 

intermediation margins) may force healthy ones to engage in similar practices to protect their market share. And, 

to the extent that bank shareholders and creditors cannot fully evaluate a bank’s risk-adjusted performance, 

similar pressures will bear as bank managers at healthy banks attempt to match the riskier banks’ profitability 

(Caballero, Hoshi, and Kashyap 2008).  

The level and distribution of capital across a banking system may also matter. Sufficient aggregate capital may 

enable strong banks to acquire weak institutions (Acharya, Engle, and Richardson 2012). However, in the 

presence of externalities and informational asymmetries that prevent the reallocation of credit, the distribution of 

capital across banks can be critical. For instance, healthy banks may curtail lending if they expect 

macroeconomic conditions to be negatively affected by the reduction in credit supply due to weakness at other 

banks. Then, a relatively poorer real-sector performance resulting from the contraction in aggregate credit would 

confirm their expectations and validate their strategy (Bebchuk and Goldstein 2011). Related, the risk of 

contagion associated with weakness at a systemic bank may reduce the incentives for acting prudently at other 

banks (Dell’Ariccia and Ratnovski 2013).  
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On the cost side, higher bank capital requirements may affect the allocation of activities across different 

financial intermediaries. In particular, “too high” capital requirements may trigger a migration of activities from 

banks to less-regulated parts of the financial system and thus increase systemic risk (Goodhart 2010; Martin and 

Parigi 2013; and Plantin 2014). Another argument against “too high” bank capital is that while higher capital 

requirements reduce bank risk, they may at the same time increase borrowers’ risk. This may occur when high 

capital requirements dampen interbank competition, increasing the cost of credit and inducting risk shifting by 

bank borrowers (Hakenes and Schnabel 2011; Boyd and De Nicolo 2005). Or it may occur when high capital 

makes banks tolerant of risky lending, and firms take risk without the fear of being denied credit (Gornall and 

Strebulaev 2013).  

Therefore, overall, although it is important that banks have sufficient capital, excessively high requirements can 

also be costly. Thus, there is likely an interior optimum as to the desirable bank capital ratios. The next section 

outlines exercises that aim to gauge where that interior optimum might be, by looking at how much bank capital 

would have been sufficient to prevent a wide range of past banking crises.  

 

5.5.1   How Costly are Higher Capital Requirements 

The benefits of higher bank capital in terms of increased financial stability and reduced expected crisis-

associated fiscal outlays. Yet, we said nothing about the effects that this higher capital (if imposed through 

regulatory requirements) would have on the availability and cost of bank credit, and, ultimately, on 

macroeconomic performance. We explore these issues in this section.  

As discussed in the theory section, it is useful to separate the transitional effects of an increase in capital 

requirements from the steady-state consequences. In that context, as discussed below, evidence of high 

transitional costs stands in stark contrast with extremely low estimates of the steady-state effects of higher 

capital ratios.  

The literature on the steady-state costs of capital is relatively thin, reflecting the difficulty in estimating such 

costs. In particular, because of relatively stable capital regulation over the past few decades, there is a dearth of 

data that could help identify the exogenous effect of a change in capital requirements. Most studies have relied 

on calibrated general equilibrium models or exploited the cross-sectional and time series variability of bank 

capital within a given regulatory framework. However, since this variability reflects banks’ endogenous choices 

(how much capital to hold in excess of regulatory minima) rather than regulatory changes, we can expect the 

impact of a regulatory mandated increase in capital to be larger than the estimates obtained in such studies.  

A larger literature (generally employing tighter identification strategies than the literature on steady-state costs) 

documents the transitional costs of changes in bank capital. This literature often exploits bank-level shocks to 

capital—resulting either from losses or idiosyncratic (bank- level) regulatory actions—to identify the exogenous 

effects of tighter capital regulation on the availability and cost of bank credit. The problem with these estimates 

is that they rely on sudden changes in bank capital, events that mostly characterize banks that are in some state 

of distress. Many of the challenges associated with raising capital under these circumstances are not relevant for 

evaluating the effects of gradual changes in capital regulation that would affect an entire banking system. For 

instance, in the short term, distressed banks may be more likely to meet tighter regulatory requirements by 

reducing the asset side of their portfolios more than they would if they were fully sound and could raise capital 

gradually over time. Similarly, the stigma attached to a bank trying to raise capital in isolation is unlikely to 

apply in a context of system- wide regulatory reform. It follows that estimates based on short-lived bank-level 

shocks are likely to overestimate the steady-state costs of higher capital requirements. The literature also does 

not provide a guide as to how these transition costs vary depending on macroeconomic conditions and between 

rapidly growing emerging markets and advanced economies.  
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This table summarizes empirical studies on the finance -growth linkage at the firm and industry level. It shows 

the result of seven studies at the firm and industry level on the relevant issues with author name, dependable and 

independent variables, control variables, panel data, and the result of the studies. The results show that the 

interaction variable, is positively significant in all specifications, suggesting that firms dependent on external 

finance grow if the financial system is developed better results for the growth of number of firms than for 

growth of the size of firms. The firms in the countries with developed financial system grow faster. Countries 

with high accounting standards and ownership concentration have high growth of firms that depends on external 

financing. A larger proportion firms obtain external financing in a legal environment conducive to finance, the 

relative size of banking to activity not important in general, but firms requiring long term finance benefits from 

strong securities market. Financial development and investor protection supportive to industry growth, financial 

structure do not explain industry growth patterns. Financial development explains number of firms not their size. 

All financial variables are positively significant. Concentration in the banking sector depresses growth across 

the sectors, promotes the access of young enterprises to credit. Performance and profitability indicators do not 

correlate with financing.  Financial structure depends on country characteristics. 

5.5.2   How much Bank Capital is enough  

The analysis in Section II suggests that bank capital levels position a banking system on a trade-off between 

financial stability and the cost of financial intermediation. Implicit in this trade-off is the notion that there exists 

an “optimal” level of capital that maximizes some aggregate welfare function with output growth and volatility 

as ultimate arguments and bank stability and the cost and availability of credit as intermediate ones.  In practice, 

however, estimating the optimal level of bank capital is likely an impossible task ex ante. It requires defining a 

social welfare function and estimating the effect of bank capital on the cost and availability of credit, the 

probability and severity of banking crises, and the impact of credit availability and banking crises on output and 

output volatility. Such an exercise would require several simplifying and perhaps undesirable assumptions, and 

its results would necessarily be too model, bank, and sample-specific to provide convincing policy guidance.  

Against this background, this section focuses on the less ambitious task of estimating what capital buffers would 

have been sufficient to fully absorb bank losses during past banking crises and to avoid public recaps. We 

abstract from the potential role that other bail-in-able securities can have in absorbing losses. Hence, as 

discussed before, the findings in this section may be reinterpreted through the lenses of TLAC. Further, the 

analysis does not consider explicitly the costs of bank capital, including its impact on bank lending; these are 
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reviewed in Section IV. We also do not consider the effects of higher bank capital on the incentives of bank 

shareholders and managers (Laeven and Ratnovski 2014). To the extent that higher capital reduces banks’ risk- 

taking incentives, the benefits of bank capital would be higher compared with those identified by our analysis. 

Put differently, our estimates of the marginal benefits of bank capital are conservative because they do not 

incorporate possible incentives effects. 

 With these caveats in mind, we find that, in advanced economies, the marginal benefits of increasing bank 

capital decline substantially after it reaches 15–23 percent of risk-weighted assets (depending on the underlying 

assumptions). That is, a loss-absorption capacity of 15–23 percent of risk-weighted assets (RWA) would have 

been sufficient in a large proportion of banking crises, but extreme left-tail crises would have required 

substantially higher levels. As already noted, these estimates abstract from the disciplining role higher capital 

may offer in preventing crises through “skin-in-the game” effects. Accordingly, the “true” bank capital 

necessary to fully absorb losses could be somewhat lower.  

 

5.5.3  Sufficient Levels of Capital in Past Banking Crises  

The first approach considers the capacity of banks to absorb loan losses. We consider loan losses in past banking 

crises and ask how much capital banks would have needed to absorb loan losses and maintain positive equity, 

hence avoiding losses creditors (Ratnovski 2013). We continue to abstract from the loss-absorption capacity 

provided by other bail-in-able liabilities. We also abstract, in this exercise, from potential differences in 

accounting and prudential requirements regarding nonperforming loan (NPL) ratios across countries and over 

time, an issue that is hard to circumvent.  

We proceed in four steps. First, we compile data on NPL ratios during banking crises. Figure 2 shows peak NPL 

ratios during crises: panel A for crises in countries in the Organization for Economic Co-operation and 

Development (OECD) only, panel B for all banking crises since 1970, both based on data from Laeven and 

Valencia (2013). Laeven and Valencia (2013) define a banking crisis as an event that meets two conditions: 1) 

significant signs of financial distress in the banking system (as indicated by significant bank runs, losses in the 

banking system, or bank liquidations); and 2) significant banking policy intervention measures in response to 

significant losses in the banking system. Second, we convert NPLs into loan losses. To obtain loan losses, the 

NPL ratio needs to be adjusted for loss given default (LGD). Unfortunately, there is little cross-country data on 

loss given default. As a proxy, we use estimates for the United States suggesting that the mean loss given default 

over 1970–2003 varied between 50 percent on average in normal times and up to 75 percent in downturns 

(Schuermann 2004; Shibut and Singer 2014; Johnston Ross and Shibut 2015). Part of these losses can be 

absorbed by prior provisioning. In the United States, loan loss provisioning averaged about 1.5 percent 

historically. In Spain, dynamic provisioning achieved similar buffers prior to the 2008 financial crisis (Saurina 

2009). Therefore, loan loss reserves of about 1.5 percent seem a reasonable assumption. Table 2, baseline 

column, illustrates our calculation of the capital necessary to cover a given share of NPLs in total bank assets. 

There, a hypothetical 18 percent NPL ratio corresponds to 9 percent loan losses, and loan losses net of 

provisions of 7.5 percent of total assets. These estimates are based on losses on loans, not on the rest of bank 

balance sheet. “The rest” today represents about 50 percent of assets of an average large bank, half in trading 

assets and securities and half in cash and interbank claims (King 2010). Trading securities can experience larger 

losses, while cash and interbank claims are safer than loans during crises. One could refine the estimate of 

capital needs by detailing bank asset structure with associated crisis losses and risk weights using country-

specific information. Third, we compute capital ratios that would enable banks to absorb the estimated losses 

and remain in positive equity. For this, we take bank capital equivalent to loan losses net of provisions and add 

an additional 1 percent of capital as a margin of safety. An additional justification for the margin of safety is that 

losses may be asymmetrically distributed among banks, so some banks may have higher losses than suggested 

by average NPL numbers. 

William R. Cline (2016) study converted resulting unweighted capital needs into risk-weighted capital by 

applying a 1.75 ratio of total assets to risk-weighted assets, corresponding to the average such ratio for U.S. 

banks (Le Lesle and Avramova 2012). In the baseline example of Table 2, to cover with a margin of safety of 

7.5 percent loan losses net of provisions, a bank needs an 8.5 percent leverage ratio, corresponding to an 
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approximately 15 percent risk-weighted capital ratio. Overall, the baseline formula that converts loan losses in a 

banking crisis into the risk-weighted capital ratios needed to absorb them is the following: Bank capital = (NPL 

* LGD–Provisions + 1 percent) * (Total assets / RWA)  

Finally, we use the distribution of NPL ratios in past banking crises to map a given bank capital ratio into the 

share of banking crises in which it could fully absorb losses. Figure 3 reports the share of advanced economy 

banking crises in which banks would have maintained positive equity as a function of hypothetical bank risk-

weighted capital ratios. We plot the function for the mean value LGD (50 percent) and LGD during crises (75 

percent). Note that the 75 percent LGD is a high estimate; it reflects loans that defaulted and were written off 

during crises; allowing a longer workout period lowers LGD even in crisis times (Johnston Ross and Shibut 

2015).  

 

5.5.4  Capital Sufficient to Avoid Public Recapitalizations of Banks  

The next approach considers how much capital banks would have needed to avoid public recapitalizations 

during past crises. The working assumption is that, historically, postcrisis bank recapitalizations brought banks 

to the minimum level of capital needed to restore viability. If this assumption is correct, and if prior to the crisis 

banks had had capital equivalent to the sum of actual precrisis capital and the postcrisis public capital injection, 

then, other things remaining equal, no public recapitalizations would have been required. It is under these 

simplifying assumptions that we reach our empirical measure of the level of bank capital sufficient to avoid 

recapitalizations. William R. Cline (2016) study combined data from Bank scope on average capital ratios in 

2007 for countries whose banking systems experienced a crisis over the period 2007–13 with data from Laeven 

and Valencia (2013) on the fiscal outlays associated with bank recapitalizations (with both variables being 

expressed as percentages of total risk-weighted assets of the banking system in each country).  

 

5.6     How Costly are Higher Capital Requirements  

In the previous section, we explored the benefits of higher bank capital in terms of increased financial stability 

and reduced expected crisis-associated fiscal outlays. Yet, we said nothing about the effects that this higher 

capital (if imposed through regulatory requirements) would have on the availability and cost of bank credit, and, 

ultimately, on macroeconomic performance. We explore these issues in this section.  

As discussed in the theory section, it is useful to separate the transitional effects of an increase in capital 

requirements from the steady-state consequences. In that context, as discussed below, evidence of high 

transitional costs stands in stark contrast with extremely low estimates of the steady-state effects of higher 

capital ratios.  

The literature on the steady-state costs of capital is relatively thin, reflecting the difficulty in estimating such 

costs. In particular, because of relatively stable capital regulation over the past few decades, there is a dearth of 

data that could help identify the exogenous effect of a change in capital requirements. Most studies have relied 

on calibrated general equilibrium models or exploited the cross-sectional and time series variability of bank 

capital within a given regulatory framework. However, since this variability reflects banks’ endogenous choices 

(how much capital to hold in excess of regulatory minima) rather than regulatory changes, we can expect the 

impact of a regulatory mandated increase in capital to be larger than the estimates obtained in such studies. 

 A larger literature (generally employing tighter identification strategies than the literature on steady-state costs) 

documents the transitional costs of changes in bank capital. This literature often exploits bank-level shocks to 

capital—resulting either from losses or idiosyncratic (bank- level) regulatory actions—to identify the exogenous 

effects of tighter capital regulation on the availability and cost of bank credit. The problem with these estimates 

is that they rely on sudden changes in bank capital, events that mostly characterize banks that are in some state 

of distress. Many of the challenges associated with raising capital under these circumstances are not relevant for 

evaluating the effects of gradual changes in capital regulation that would affect an entire banking system. For 

instance, in the short term, distressed banks may be more likely to meet tighter regulatory requirements by 

reducing the asset side of their portfolios more than they would if they were fully sound and could raise capital 

gradually over time. Similarly, the stigma attached to a bank trying to raise capital in isolation is unlikely to 
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apply in a context of system- wide regulatory reform. It follows that estimates based on short-lived bank-level 

shocks are likely to overestimate the steady-state costs of higher capital requirements. The literature also does 

not provide a guide as to how these transition costs vary depending on macroeconomic conditions and between 

rapidly growing emerging markets and advanced economies.  

 

 
 

The figure demonstrated by the Federal Reserve Bank of Phildephia Research department in their study (2018) 

reported that every 1% increase in Capital Adequacy Ratio impact in long run lending rates increases 5-15% and 

decrease in economic out put 0.15-0.6%. 

 

5.6.1   Steady-State Cost of Capital  

As a first pass, raw evidence from U.S. data suggests only a very weak relationship between bank capital and 

lending rates. Panel regressions employing loan-level data from a large set of U.S. banks for the 1996–2011 

period show that a 1 percentage point higher Tier 1 capital ratio is associated with loan rates that are 2.5 basis 

points higher (Table 3). These regressions, however, do not identify the direction of causality in this relationship. 

More important, the results are largely determined by relatively small variations in bank capital not associated 

with regulatory actions. Put differently, they reflect the effects of banks optimizing their balance sheet structure 

within set regulatory parameters, rather than those of a discrete shift in regulation.  

The key question, however, is to what extent a policy-imposed increase in the capital requirement would 

increase the total funding costs of banks. If capital is indeed more costly than debt, then an increased reliance on 

capital would increase the overall cost of funding. However, this ignores the key premise of MM, who show that 

under a set of ideal assumptions, an increase in a firm’s capital reduces its riskiness and thus its cost of 

borrowing. Under MM’s assumptions, this effect fully offsets any potential increase in the total funding cost 

from a shift in funding structure, making an increase in capital essentially costless to banks and inconsequential 
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to lending rates. Therefore, the extent of the MM offset—that is, the degree to which MM holds—is a crucial 

question.  

A number of studies attempted to shed light on the degree of MM offset, using modeling, calibration, and 

empirical methods. Overall, and despite variation in data and methods used to estimate the impact of higher 

capital on lending rates, the literature finds extremely small effects. The impact of a 1 percentage point increase 

in capital requirements on lending rates ranges from merely 2 basis points to 20 basis points (Table 4A). For 

instance, Basel Committee on Banking and Supervision (2010) uses bank data from 13 OECD countries and 

assumes that the MM theorem does not apply. It finds that a 1 percentage point increase in capital requirement 

could lead to an increase in lending spreads by about 13 basis points. Kashyap, Stein, and Hanson (2010) use 

data for the U.S. and find that the MM theorem describes well the empirical relation between banks’ leverage 

and the return on equity. Based on additional frictions, particularly the ones related to the difference in tax 

treatment between debt and equity, they find that a 10-percentage point increase in the capital requirement could 

lead to an increase in lending spreads by about 25–45 basis points. Baker and Wurgler (2013) also examine data 

from the United States but reach a different conclusion. They find that the reduction in risk in better capitalized 

banks is not associated with a reduction in the cost of equity. Nevertheless, their findings suggest a small impact 

on lending costs from a 10-percentage point increase in the capital requirement, in the range of 60–90 basis 

points. See also Corbae and D’Erasmo (2014) and Carlson, Shan, and Warusawitharana (2013).  

The small magnitude of these estimates is consistent with prima facie historical evidence, showing that spreads 

between the reference and lending rates were not higher in periods when banks were much more highly 

capitalized (see Miles, Yang, and Marcheggiano 2012 for evidence from the United Kingdom and United 

States).  

Based on these estimates, it would be relatively easy to argue for even higher bank capital ratios than the 15–23 

percent range suggested in the previous section. However, three issues need to be taken into account. First, as 

discussed earlier, most of these estimates rely on relatively small variations in bank capital in excess of 

regulatory minima. To the extent that these reflect endogenously determined optimal liability structures, one can 

expect the impact of exogenous changes in regulation to be much larger. Second, the costs of bank capital may 

increase nonlinearly in the level of capital. This calls for caution in extrapolating observed low costs of capital 

into the costs of capital at substantially higher levels. Finally, it is also important to acknowledge the presence of 

some hard-to-measure unintended effects of higher bank capital requirements that could have important welfare 

implications, such as the role of bank debt as a safe asset for the economy, and the potential migration of lending 

to the shadow banking sector. These are issues related to the general equilibrium effects that will be discussed 

further.  

 

5.6.2  Estimate of the Steady-State Impact of Higher Capital Requirements on the Cost of Bank Credit 

This table describe the results of thirteen empirical studies on the Benefits and cost of Bank capital (Jihadet al 

(2016). This index on earlier researches documented by the authors, research papers, data and methodology, and 

findings on the impact of cost of increasing capital. These studies include thirteen and country USA-six, UK-

two, OECD-two, Swiss-two, and Canada-one. Period of data covered 1971-2011 applied varies from study to 

study. Findings of all these studies recorded increase in cost of credit for every percentage of capital increase, 

reduction in credit growth and reduction in GDP growth.  
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5.6.3   Macroeconomic Effects of Tightening Bank Capital Requirements  

Among the most prominent measures are bank capital-based policy instruments, such as risk-weighted capital 

ratios, leverage ratio caps, or countercyclical capital buffers. These policy tools aim at increasing the resilience 

of the financial sector to shocks. Policy tools might also be activated to have a dampening effect on credit 

dynamics during buoyant times. However, experience with capital-based macroprudential policies is limited, 

especially concerning the transmission of these policy instruments to the real economy. Identifying the 

macroeconomic effects of a tightening in bank capital regulation is not trivial. Bank capital is a highly 

endogenous variable that fluctuates due to a plethora of causes. To identify the effects of bank capital regulation 

in a way that is useful for policy one needs to separate movements in bank capital due to changes in regulation 

from all its other potential drivers, such as banks’ endogenous reaction to macroeconomic shocks. Sandra 

Eickmeier
 

Benedikt Kolb Esteban Prieto
 

(2018) in their study Macroeconomic Effects of Bank Capital 

Requirement Tightenings introduced a narrative index of regulatory bank capital requirement tightening over 

1979-2008 to examine those costs. The intention was to explore, does Bank capital regulations are intended to 

enhance financial stability (and economic growth) in the long run, but may, in the short run, involve costs for the 

real economy. Their results suggest that after a tightening in regulatory capital requirements banks reduce 

business and real estate loan volumes and increase lending spreads. These negative loan supply effects trigger a 

temporary decline in investment, consumption, housing activity and production. Non-financial corporations 

compensate the decline in bank lending by is- suing corporate bonds and commercial paper. Negative wealth 

effects and an increase in the unemployment rate after the capital requirement changes matter for consumption 

dynamics as well. Monetary policy cushions the negative effects. We also assess second moment effects of 

capital requirement tightenings. Sandra Eickmeier et al
 
(2018) study also showed that reduce financial and 

macroeconomic volatility, but increase inequality (at least in the medium run). Identifying the macroeconomic 

effects of a tightening in bank capital regulation is not trivial. Bank capital is a highly endogenous variable that 

fluctuates due to a plethora of causes. To identify the effects of bank capital regulation in a way that is useful for 

policy one needs to separate movements in bank capital due to changes in regulation from all its other potential 

drivers, such as banks’ endogenous reaction to macroeconomic shocks.  

Proposing a narrative approach in the spirit of Romer and Romer (2010) and Fieldhouse, Mertens, and Ravn 

(2017) to identify exogenous changes in the ag- gregate bank capital ratio. Specifically, we create a narrative 
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index of tightenings in US capital requirements for 1979-2008, based on detailed readings of legisla- tive 

documents. We identify six events which fall into this time span: three in the early/mid-1980s, when the US 

supervisory authorities introduced numerical capital requirements, and three in the early-1990s in relation to the 

first Basel Accord and a strengthening of regulators’ resolution powers. (In the robustness analysis we extend 

our sample to 2016 and include Basel II.5 and Basel III.) In all cases a large share of US banks raised their 

capital ratios simultaneously and significantly, as documented in academic publications. The stated purpose of 

the regulations and their often lengthy introduction processes make clear that they were set up to address 

fundamental weaknesses in the banking system, rather than as immediate stabilization policies. Thus, we take 

(and test) them to be exogenous to the state of the financial cycle and of the business cycle.  

Introducing the constructed exogenous capital requirement index (CRI) into local projections, as proposed by 

Jorda` (2005), to assess the dynamic responses of key macroeconomic and financial variables to these capital 

requirement tightening events. Our main results are as follows. A tightening in capital requirements leads to a 

delayed but permanent increase in the aggregate bank capital ratio. The sluggish adjustment in the capital ratio 

reflects that regulatory changes of bank capitalization usually come with a phase-in period. Banks first reduce 

their assets and then increase capital. The events have significantly negative effects on bank loans and 

production, which last about two years. These results are robust against a battery of sensitivity checks including 

changing the sample period, the CRI, or the model specification.  

Through close inspection, the transmission mechanism. Business and real es- tate loan volumes decline, and 

lending spreads tend to increase. Negative loan supply effects induced by the regulation trigger a temporary 

decline in investment, consumption and housing starts. Negative wealth effects and an increase in the 

unemployment rate after the capital requirement changes matter for consumption dynamics as well. Non-

financial corporations com- pensate the decline in bank lending by issuing corporate bonds and commer- cial 

paper, preventing a larger drop in investment. Using a counterfactual experiment we show that monetary policy, 

with some delay, cushions nega- tive effects of capital requirement tightenings on the economy.  

Comparing the effects of negative loan supply changes induced by a tightening in capital requirements with 

those triggered by a “financial (or credit spread) shock” commonly considered in the literature: a change in the 

excess bond premium (EBP). An increase in the EBP has longer- lasting effects on the economy than capital 

regulation. Reasons may be that business loans decline more persistently and the monetary policy rate drops less 

strongly after the EBP increase. Other differences are that real estate loans and the house price are barely 

affected by the EBP change, and lending spread reactions are more front-loaded.  

The costs caused by the capital regulation need to be seen alongside ef- fects of capital requirement tightenings 

on second moments. Financial and macroeconomic volatility declines, as the investment mix shifts away from 

short- towards long-term and as banks lower their leverage ratio. (By con- trast, volatility rises after an increase 

in the EBP.) Moreover, income and expenditure inequality rises in the medium run, as a result of the increase in 

the unemployment rate, which mostly affects poor households negatively, and a rise in (precautionary) savings, 

which prevents richer households’ ex- penditures to decline. Hence, second moment effects of capital 

requirement tightenings are mixed.  

So far, the debate on macroprudential policies has been informed mostly by findings from empirical micro 

econometric studies and structural models. The for- mer type of studies assesses the effects of changes in 

banking regulation on credit supply at disaggregated (bank or loan) levels (see, among many others, Miles, 

Yang, and Marcheggiano, 2013, Aiyar, Calomiris, and Wieladek, 2014, Buch and Goldberg, 2015 and Jim ́enez, 

Ongena, Peydr o, and Saurina, 2017). Those studies often find large short-run effects of capital requirement 

changes on bank lend- ing. They provide a high level of econometric credibility, but leave open questions about 

the transmission to the real economy and whether changes in credit supply are permanent or transitory and 

disregard general equilibrium effects.  

Inference on the macroeconomic effects of macroprudential bank capital policies to date stems almost 

exclusively from DSGE models [Gerali, Neri, Sessa, and Signoretti (2010), Darracq Pari`es, Sørensen, and 

Rodriguez-Palenzuela (2011), Quint and Rabanal (2014), or Clerc, Derviz, Mendicino, Moyen, Nikolov, 

Stracca, Suarez, and Vardoulakis (2015)].  Progress has been made in incorporating features of the financial 



324 

sector into these models to make them suitable for the analysis of macroprudential policy issues. Yet, findings 

often remain highly sensitive to the specific friction included, shock considered or cali- bration chosen. It is 

therefore often difficult to draw clear policy conclusions from these models. Lind ́e, Smets, and Wouters (2016) 

provide a thoughtful discussion about the challenges and shortcomings of current macroeconomic models.  

Progress has been made in incorporating features of the financial sector into these models to make them suitable for 

the analysis of macroprudential policy issues. Yet, findings often remain highly sensitive to the specific friction 

included, shock considered or cali- bration chosen. It is therefore often difficult to draw clear policy conclusions from 

these models. Lind ́e, Smets, and Wouters (2016) provide a thoughtful discussion about the challenges and 

shortcomings of current macroeconomic models. There is one other paper investigating dynamic effects of capital 

requirements on the macroeconomy. Meeks (2017) studies the effects of changes in micro prudential capital 

requirements for the UK. For identification he derives timing restrictions from institutional arrangements. Like us, he 

finds a temporary contraction of economic activity. We inspect the transmission mechanism in more detail com- pared 

to Meeks (2017). Sandra Eickmeier
 
Benedikt Kolb

 
Esteban Prieto

 
(2018) study claimed main contribution of their 

paper, to the best of their knowledge - the first to assess the dynamic macroeconomic effects of changes in aggregate 

regulatory capital requirements. Berrospide and Edge (2010) investigate the effect of variations in bank capital on 

lending, but do not distinguish regulatory from non-regulatory movements in bank capital. They build and use a 

narrative regulation index, which follows an established tradition in analyzing policy changes. 

 

5.6.4    Main results on Aggregate effects of a tightening in capital requirements  

Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014) analyze the transmission of a 

regulatory tightening of bank capital re- quirements to key macroeconomic and lending variables. Industrial 

production falls with a delay and temporarily (Figure 3). The maximum decrease of almost 3% is reached after a 

bit more than a year. Also looking at the reaction of GDP (interpolated from quarterly to monthly) to the changes 

in capital requirements. It observes  a similar shape as for the impulse response function of industrial 

production. In terms of magnitudes, GDP declines by a maximum of 0.8%.  

The PCE deflator does not change significantly, which is why we do not show its responses here and in the 

remainder of the paper [Abbate, Eickmeier, and Prieto (2016)]. The Federal Funds rate is lowered significantly 

after about a year, probably as a reaction to the decrease in production, and then returns to baseline. Sandra 

Eickmeier
 
Benedikt Kolb

 
Esteban Prieto

 
(2018) examined more formally below to what extent monetary policy 

has smoothed out negative economic effects of the capital requirement changes. The decline of production 

seems due to a fall in loans, which resembles the fall in bank assets. The minimum effect of about -4% is 

reached after almost 20 months. Finally, the BAA spread increases after about a year and remains significantly 

above zero for another year. The rising spread and the declining volume suggest that negative credit supply 

effects, which involve both the quantity and the price of credit, dominate after the shock.  

Responses of production, loans or spreads relative to the response of the (non- regulatory) capital ratio seem 

very large compared to other studies which analyze the impact of capital requirement changes (e.g. Meeks, 

2017, Macroeconomic Assessment Group, 2010, or Table 4B in Dagher, Dell’Ariccia, Laeven, Ratnovski, and 

Tong, 2016, for an overview of the effects from previous studies). Various factors may be able to explain these 

differences in magnitudes. First, if  CRI is an accurate measure of capital requirement regulation, we should see 

relatively large effects compared to those implied by measures which contain more noise. In fact, studies using 

narrative shock measures typically find relatively large eco- nomic effects of those shocks (Cloyne and 

Hu r̈tgen, 2014), which summarizes the effects of monetary policy shocks from previous studies). Second, even 

though micro econometric studies detect relatively large effects on loans, com- pared, e.g., to Macroeconomic 

Assessment Group (2010), those studies still yield partial equilibrium effects. By contrast, our effects should 

contain (at least implic- itly) all channels through which capital regulation affects the economy. Third, our shock 

likely includes anticipation effects. Once the rules become effective, banks have time to adjust their capital 

ratios, and this is known by the agents. From the empirical macroeconomic literature we know that anticipated 

shocks have relatively large effects (Barsky and Sims, 2011 and D’Amico and King, 2015), who focus on 

technology news vs. technology shocks and monetary policy shocks, respectively, and Schmitt-Groh ́e and 

Uribe, (2012), who assess a variety of antici- pated versus unanticipated macroeconomic shocks). Other studies 
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consider effects of direct changes in the capital ratio, which leaves no role for expectations. Explor- ing the role 

of anticipated versus fully unanticipated shocks is not feasible in the current setup. In the robustness analysis 

below we will, however, further analyze the role of announcement effects by considering CRIs built based on 

the proposed and final rules. Fourth, the level of our (non-regulatory) capital ratio on average over the six events 

is much smaller (at 6.9%) than the levels of ratios considered in other studies. In Macroeconomic Assessment 

Group (2010) and Aiyar, Calomiris, and Wieladek (2014), for example, banks depart from a (regulatory) capital 

ratio of about 11%. Effects on loans relative to effects on relative changes in the bank capital ratio (i.e. changes 

in the ratio relative to the level of the ratio) in our analysis are still larger than corresponding figures in 

Macroeconomic Assessment Group (2010), but broadly comparable to those published in Aiyar, Calomiris, and 

Wieladek (2014). It goes beyond our study to ultimately determine which of the four explanations best explains 

magnitude differentials, but this could be explored in future research.  

We have argued (and tested) that our CRI is exogenous to financial markets and the macroeconomy. Yet, can we 

be sure that our shocks are indeed pure capital regulation shocks and that they not are contaminated by other 

shocks and, if so, that this explains the large magnitudes? In the robustness section below, we control for various 

other shocks (which might be expected to primarily move loans or economic activity rather than the capital 

ratio), such as other financial, monetary policy, fiscal or oil price shocks. We anticipate here that none of those 

changes to the model changes our key findings. We cannot fully exclude that other regulatory changes which 

may have also triggered real effects coincide with our events. However, while later regulations such as Basel II.5 

and Basel III consisted of bundles of several measures, also targeting liquidity and various sources of risk, the 

initial regulatory capital requirement changes in our baseline CRI predominantly or solely aimed at enforcing 

higher capital ratios (see e.g. Tarullo, 2008, and the motivation for the regulatory changes given in Appendix A).  

 

5.6.5    Findings of analyses  

In this section we first analyze the transmission mechanism in some detail. This includes the role of monetary 

policy in cushioning the effects of capital regulation on the economy. We then compare the effects of our CRI 

shocks with those of a change in the EBP, another type of credit supply shocks. Finally, we analyze the effects of 

capital requirement tightenings on second moments (volatility and inequality).  

 

Transmission mechanism  

5.6.6   Loans and spreads 

we first analyze the responses of C&I and real estate loan volumes to the CRI shock. The responses of the loan 

sub-aggregates might help understand which type of borrower is affected most in terms of a reduction in credit 

supply: entrepreneurs or real estate loan holders. Banks reduce both types of loans. The maximum decline for 

both loan categories is at -5%, and the drop is more persistent for real estate loans. We also looked at the 

reaction of consumer loans, but, to not overload the paper, we do not present results here. Consumer loans 

decline, but the drop is only very short lived and marginally significant. One reason may be that, after a capital 

requirement tightening, banks shift lending from riskier business loans to safer consumer loans. [(den Haan, 

Sumner, and Yamashiro (2007)] for another view.) Moreover, credit cards account for about 40% in the 

consumer loan aggregate (between 2000 and 2008) and likely evolve in a fundamentally different way 

aftershocks than personal loans. We also look at not only the real estate loan aggregate, but also non- residential 

mortgage credit and residential mortgage credit separately (which, unlike real estate loans, also include nonbank 

credit). Those series are taken from the US Financial Accounts and were interpolated from quarterly to monthly. 

Non-residential mortgage credit decline by up to 15%, residential mortgage credit by up to -2.5%. The reaction 

of the former loans is very long lasting. The latter loans remain significant for about 2 years.  

Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014)  next show responses of the C&I loan 

rate spread, defined as the bank prime loan rate minus the 2-year Treasury bill rate; and the mortgage rate 

spread, defined as the 30-year mortgage rate minus the 10-year Treasury constant maturity rate. Both spreads 

rise with a delay and temporarily (as was the case for the BAA spread); the mortgage loan spread response is 

barely significant. Both the personal loan spread, defined as the finance rate on personal loans minus the 2-year 

Treasury bill rate, and the new car loan spread, defined as the finance rate on consumer installment loans for 
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new cars minus the 3-year Treasury bill rate, increase notably and temporarily after a delay, but, as for the 

aggregate of consumer loans, we do not show spread reactions here.  

  

5.6.7   Non-financial corporations  

The next aim at understanding how the worsening of business loan supply conditions translates into investment 

by non-financial corporations. Figure 6 shows that (fixed private non-residential) investment exhibits a hump-

shaped decline; the trough of -5% is reached after 20 months. Confidence bands are wide, suggesting 

considerable estimation uncertainty for investment. Non-financial corporations compensate the decline in C&I 

loans by increasing commercial paper and corporate bond issuance. Through this mechanism, investment is 

prevented to decline even more. This mirrors the finding by Eickmeier and Hofmann (2013) that after a 

monetary policy tightening shock nonfinancial corporates issue more corporate bonds, compensating the decline 

in mortgage debt, also Kashyap, Stein, and Wilcox (1993) for an argument why reverse movements in bank 

loans and commercial paper signal loan supply effects.  

 

5.6.8    Households  

To provide impulse responses of personal consumption expenditures, housing starts (as a monthly measure of 

activity on the housing market), asset prices and the unemployment rate. Consumption declines temporarily after 

the regulatory event. The trough is at about -1%. Housing starts decrease as well, up to -10%, and the negative 

response remains significant for about a year. The consumption and housing start responses can be explained by 

banks lowering household loan supply. In addition, we find a wealth channel to be effective. House and stock 

prices (in real terms) decline persistently. Another negative influence on consumption and housing starts may be 

the increase in the unemployment rate (and the resulting decline in labor income, shown below).  

The role of monetary policy after capital requirement tightenings - a counterfactual experiment We have seen 

before that the central bank lowers the monetary policy rate after a capital requirement tightening. This suggests 

that monetary policy, to some extent, cushions the negative effects of the regulation on credit markets and the 

real economy. In order to tentatively quantify these effects we carry out a counterfactual experiment. We assess 

how selected variables would have reacted had there been no response of monetary policy to the regulatory 

event. The counterfactual experiment is carried out as follows. On augment out baseline model with 

contemporaneous and lagged (updated) Romer-Romer monetary policy shocks [(Romer and Romer, 2004, 

Coibion, Gorodnichenko, Kueng, and Silvia, (2017)]. Impulse responses to monetary policy shocks are obtained 

as coefficients of the contemporaneous Romer- Romer measure in local projection regressions. We then feed 

into our baseline model monetary policy shocks to offset the response of the Federal Funds rate to the CRI 

increase.  

Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014)  shows impulse responses of selected 

variables to changes in the CRI from our baseline (black solid lines and shaded areas) together with point 

estimates of the counterfactual impulse responses (red dashed lines). The first finding is that the monetary policy 

reaction enables banks to faster adjust their capital ratio to higher values by stabilizing the economy. This is 

consistent with the empirical study by Buch, Eickmeier, and Prieto (2014) who find an increase in banks’ capital 

ratio after an unexpected monetary policy easing. It is also in line with DSGE models which take into account 

loan defaults [(Hristov and Hu ̈lsewig, 2017 or Zhang, 2009)]. Expansionary (monetary policy) shocks increase 

bank profits not only by increasing credit demand, but also by reducing loan defaults. Hence bank capital 

increases by more than bank assets and the bank capital ratio rises.  

In this way, monetary policy supports macropruden- tial policy. Second, monetary policy cushions negative 

effects on loan supply, real variables and the house price of changes in the CRI. It is effective with a delay, 

because it reacts with a delay to changes in the CRI and has delayed effects on the economy. Hence, monetary 

policy importantly helps preventing negative ef- fects to become long lasting. One implication is that if 

monetary policy reacted earlier by lowering the interest rate in response to the regulatory event, it might be able 

to even cushion short-run effects more. We emphasize that this holds for exogenous requirement events as those 

looked at here. Our study entails no di- rect implication for countercyclical macroprudential policies (and its 
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interaction with monetary policy), which are designed to curb credit and asset price booms to prevent bubbles 

and subsequent major financial stabilities.  

To sum up, both business and real estate loan segments are affected by the capital requirement changes. Effects 

typically run through both loan volumes and loan rates. Non-financial corporations smooth the decline in lending by 

issuing corporate bonds and commercial paper. Households adjust their consumption and housing starts shortly after 

the event, not only as a consequence of the drop in loan supply but also because of negative housing wealth effects 

and the rise in the unemployment rate. Moreover, monetary policy cushions negative effects of capital requirement 

tightenings on the economy. Comparison with another financial shock How do effects of a regulatory shock compare 

with effects of another, not policy- induced, financial (or credit supply) shock. To the best of our knowledge the only 

financial shock measure that is available on a monthly basis and over our sample period is the excess bond premium 

(EBP). The EBP is also often used in time series analyses as a measure of financial shocks [(Gilchrist and Zakrajˇsek, 

2012, Abbate, Eickmeier, and Prieto, 2016, Furlanetto, Ravazzolo, and Sarferaz, forthcoming, and Caldara, Gilchrist, 

and Zakrajˇsek, 2016)].  The EBP is cleaned from borrowers’ default risk, possibly arising from macroeconomic 

influences, but not from regulatory changes. We found earlier that when we control for the EBP our baseline results 

do not change and that the EBP does not systematically react to changes in the CRI. We can therefore safely conclude 

that there is no overlap between the two.  

To add the EBP to our baseline model and adopt a specification similar to one for the model adopted by 

Gilchrist and Zakrajˇsek (2012). We include the EBP contemporanously and with 2 lags. The set of controls are 

our CRI, the baseline model’s controls as well as the term spread. Augmenting the number of lags for the EBP 

and/or the other explanatory variables from 2 to 6 (mirroring Gilchrist and Zakrajˇsek, 2012 who use 2 lags in 

their quarterly VAR model) did not alter our key findings.  Olivier Coibion, Yuriy Gorodnichenko, Lorenz 

Kueng, John Silvia, (2014) shows  impulses  responses to a change in the EBP by 1 percentage point (black line 

and shaded areas), together with the point estimates for the baseline model (blue dotted line). There are some 

notable differences between the effects of CRI and EBP changes. An increase in the EBP leads to a decline in 

the capital ratio as a consequence of the resulting recession. It also has longer-lasting effects on the economy 

than capital regulation. Reasons may be that business loans decline more persistently and the monetary policy 

rate drops less strongly after the EBP increase. Another difference is that real estate loans and the house price 

are barely affected by the EBP change. Note that consumption also moves strongly and persistently after the 

change in the EBP, despite the lack of reactivity of housing loans, the house price and consumer loans (not 

shown). This might be explained by the increase in the unemployment rate, as well as by a decline in labor 

income and stock market wealth (not shown). The latter two fall more strongly after the EBP than after the CRI 

shock. Finally lending spread reactions are more front-loaded, which is not surprising given that the EBP has 

been constructed from corporate bond spreads.  

 

5.6.9   Effects of capital requirement tightenings on selected second moments  

Finally illustrate in this section that there are also short-run beneficial effects of capital requirement tightenings, 

which need to be pitted against the shortrun costs. We look at effects of CRI changes on selected second 

moments. There is a growing consensus that policy makers need to keep an eye on them, as their dynamics may 

influence original policy goals or trade-offs.  The debate among academics and in policy circles on second 

moment effects of monetary and macroprudential policies and to what extent second moments can and need to 

be taken into account by those policies has intensified over the last decade [Coibion, Gorodnichenko, Kueng, 

and Silvia (2017)] and references to other literature and to speeches by monetary policy makers therein on 

monetary policy and inequality. There exists a huge literature on monetary policy and financial stability, [ the 

speech by Mester (2016), the article by Adrian and Liang (2018), just to mention two recent contributions. A 

recent special issue on macroprudential policy and inequality (Koedijk, Loungani, and Monnin, 2017) and 

references therein.  

 

5.6.10   Effects on financial and macroeconomic volatility   

While banking regulation intends to enhance financial stability in the long run, it is an open question what it 

does to it in the short run. We start this section by showing impulse response functions of stock market volatility, 
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defined as the logarithm of the VIX, extended with realized stock market volatility before 1990, and 

macroeconomic uncertainty, taken from Jurado, Ludvigson, and Ng (2015).  Also inserted separately financial 

and real uncertainty, taken from Ludvigson, Ma, and Ng (2015), but results are very similar to the result for 

macroeconomic uncertainty and are, hence, not presented here. Both measures tend to decline, which suggests 

that tighter capital requirements have stabilizing effects on financial markets and the real economy also in the 

short run. This is all the more remarkable, as the shock is contractionary (i.e. lowers real activity). The construct 

impulse responses of the volatility measures to an increase in the EBP and find them to temporarily rise. This 

latter result is in line with Caldara, Gilchrist, and Zakrajˇsek (2016) who find, using their baseline identification 

scheme, that uncertainty temporarily rises after an increase in the EBP.  

This finding is interesting in the light of Adrian (2017) who illustrates that an easing of financial conditions 

lowers GDP volatility in the short run (over the first 5 quarters) and then increases it (and vice versa for a 

worsening of financial conditions). Using somewhat different volatility measures, we find this confirmed after 

the EBP change but not after a change in our regulatory policy. Hence, the evolution of volatility seems to be 

dependent on the driver. How can our finding, i.e. a decline in volatility after the regulatory events, be 

explained. One possible explanation might be linked to the effects on the bank capital ratio (or its inverse, the 

leverage ratio). As emphasized in Brunnermeier and Sannikov (2014), shocks (“exogenous risk” in their model) 

which increase (lower) financial intermediaries’ leverage (i.e. “endogenous risk”), raise (reduce) 

macroeconomic volatility. The differential effect on leverage of the CRI and the EBP shocks (Figure 9) may be 

able to explain the differential effect on volatility.   

But there might be a second explanation. This finding is interesting in the light of 11 show impulse responses of 

private spending aggregates to capital requirement tightenings. Long-term investments, captured by durable 

consumption, residential investment, and nonresidential investment in structures as well as in equipment, do not 

decrease significantly or even increase after a while. By contrast, non-durable and service consumption as well 

as investment in intellectual property products (which corresponds to shorter-term investment) decline 

significantly. Longer-term investment is less volatile than short-term investment, and the shift in the invest- 

ment mix may be able to explain our finding of a decline in volatility after the CRI increase (Aghion, Angeletos, 

Banerjee, and Manova, 2010). In stark contrast to this result, all spending aggregates decline after an increase in 

the EBP. One possible explanation for the change in the spending mix is that agents anticipate a more stable 

financial and macroeconomic environment after capital requirement tightenings. This is consistent with Park, 

Ruiz, and Tressel (2015) (and references therein) who argue that the mix of short- vs. long-term credit (which 

finances short vs. long-term investment) depends, among others, on the stability of macroeconomic conditions 

and on the institutional framework.  

Another explanation is the stronger monetary policy easing after the CRI increase compared to the EBP 

increase, together with greater monetary policy rate sensitivity of longer-term spending aggregates. Tenreyro 

and Thwaites (2016) and Coibion, Gorodnichenko, Kueng, and Silvia (2017) detect larger effects of monetary 

policy shocks on durable consumption (and in the case of the former study also on housing investment) than on 

nondurable and service consumption. Hof- mann and Peersman (2017) find monetary policy shocks to have 

larger effects on residential than nonresidential investment. To conclude, it is found that after capital 

requirement tightenings a decline in volatility, which may be due either to lower banks’ leverage ratio or to a 

shift in the investment mix from short- towards less volatile long-term investments. It would be interesting to 

explore the two explanations in future research.  

 

5.6.11   Effects on inequality  

Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014)   then assess the effects of capital 

requirement tightenings on inequality (using data provided by Lorenz Kueng from the Consumer and 

Expenditure Survey since 1980). Figure 12 shows median impulse responses to an increase in the CRI in 

comparison to an increase in the EBP of percentiles 5-95 for income (after taxes), consumption and expenditures 

on average over the first year and years 1-2, 2-3 and 3-4.  
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Impulse responses of variables which capture relevant channels, i.e. the personal savings rate, household net 

worth to income and different types of income to the shocks. One key finding is that after a capital requirement 

tightening income declines relatively strongly for the low income households. For consumption and 

expenditures, we find that the spending responses of households from low to middle- consumption/expenditure 

groups is weaker and for longer horizons even positive, but negative for low and middle-expenditure groups and 

middle-consumption groups. Results are quite different for the EBP shock. After that shock, income and 

expenditures by households from higher percentiles decline more strongly than those from lower percentiles, 

consistent with Mumtaz and Theodoridis (2017) who focus on the effects of adverse financial shocks (captured 

either by an increase in the EBP or in corporate bond spreads or a worsening of financial conditions) from the 

US on consumption and income inequality in the UK. Hence, while inequality seems to rise - at least in the 

medium run after the capital requirement tightening, it declines after the increase in the EBP.  

What explains Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014)  findings. First, the 

unemployment rate rises more after the capital requirement tightening than after the EBP increase [(Olivier 

Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014)], and this typically mostly affects poor 

households. Second, the personal savings rate rises (with a delay) after the CRI increase and declines after the 

EBP increase. A possible explanation is that the behaviour of the savings rate is driven by precautionary 

motives, as volatility (which can be seen as a proxy for income uncertainty) declines after the CRI change, but 

rises after the EBP change [(Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014)]. The 

timing of the decline in the savings rate after the capital require- ment tightening seems to coincide with the 

increase in bank capital. As savers tend to be the higher income/expenditure households, this may explain the 

increase in consumption and expenditures at longer horizons for those households. Third, the wealth to income 

ratio declines much more after the increase in the EBP than after the banking regulation. This may further 

explain why higher income/expenditure households consume less after the change in the EBP, as there is more 

need to save from personal income than after the capital requirement tightening. Fourth, after both impulses, the 

“income composition channel” seems to be effective. Financial income and business income (which tend to be 

received by higher income/expenditure households) drop more strongly than wages and salaries. Moreover, 

possibly as a result of the rising unemployment rate transfer income rises. This channel should contribute to 

lower income inequality, which is clearly visible after the EBP shock. By contrast the unemployment rate 

dynamics seem to matter more after the CRI change. Overall, we conclude that capital requirements lower 

financial and macroeconomic instability. Inequality tends to rise, especially in the medium run, as the strong 

increase in the unemployment rate worsens poor household’s income situation and as richer households increase 

their expenditures as a response to a decline in income uncertainty. Hence, second moment effects of capital 

requirement tightenings are mixed.  

Recent popular demonstrations such as the Occupy Wall Street movement have made it clear that the high levels 

of inequality in the US remain a pressing concern for many. While protesters have primarily focused their ire on 

private financial institutions, the Federal Reserve has also been one of their primary targets. The prevalence of 

“End the Fed” posters at these events surely reflects, at least in part, the influence of Ron Paul and Austrian 

economists who argue that the Fed has played a key role in driving up the relative income shares of the rich 

through expansionary monetary policies. But this view is not restricted to Ron Paul acolytes. As the quote above 

from Acemoglu and Johnson (2012) illustrates, the notion that expansionary monetary policy primarily benefits 

financiers and their high-income clients has become quite prevalent. For example, Mark Spitznagel, a prominent 

hedge fund manager, recently published an opinion piece in the Wall Street Journal titled “How the Fed Favors 

the 1%” (Spitznagel 2012). 

 

5.6.12   Possible channels linking monetary policy and inequality 

Proponents of this view focus on two channels through which monetary policy affects inequality.Heterogeneity 

in income sources. While most households rely predominantly on labour incomes, for others financial income, 

business income, or transfers may be more important. If expansionary policy raises profits by more than wages, 

wealth will tend to be reallocated toward the already wealthy. Financial market segmentation.  Money supply 

changes are implemented through financial intermediaries. Increases in the money supply will therefore generate 
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extra income, at least in the short run, for financiers and their high-income clients. However, there are in 

principle a number of other channels through which monetary policy could also affect inequality. Portfolio 

effects. If some households hold portfolios which are less protected against inflation than others, then inflation 

will cause wealth redistribution. For example, low-income households typically hold a disproportionate share of 

their assets in the form of currency. 

Heterogeneity in labour income responses. Low-income groups tend to experience larger drops in labour income 

and higher unemployment during business cycles than high-income groups.Borrowers versus savers. Higher 

interest rates, or lower inflation, benefit high net worth households (savers) at the expense of low net worth 

households (borrowers). While the portfolio channel goes in the same direction as those emphasised by the 

Austrian economists, the other two channels point to effects of monetary policy that go precisely in the opposite 

direction: contractionary (rather than expansionary) monetary policy will tend to increase inequality. 

 

5.6.13   What does monetary policy actually do to inequality  

In light of these different channels, the effect of monetary policy on economic inequality is a priori ambiguous. 

In a recent working paper (Coibion et al. 2012), we study how inequality responds to monetary policy shocks 

and which channels drive these dynamic responses. Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John 

Silvia, (2014) measures of inequality come from detailed household-level data from the Consumer Expenditures 

Survey (CEX) since 1980. While the survey does not include the very upper end of the income distribution (i.e. 

the top 1%), which has played a considerable role in income inequality dynamics since 1980, the detailed micro-

data do allow us to consider a wide range of inequality measures including labour income, total income, and 

consumption. In addition, the Consumer Survey is available at a higher frequency than other sources. Using 

these measures of inequality, we document that monetary policy shocks have statistically significant effects on 

inequality: A contractionary monetary policy shock raises inequality across households. The impulse responses 

(and one standard deviation confidence intervals) for total income and total household expenditures, where 

inequality is measured using the cross-sectional standard deviation of logged levels, to a contractionary 

monetary policy shock. These results are robust to the time sample, econometric approach, and the treatment of 

household observables and hours worked. Thus, the empirical evidence points toward monetary policy actions 

affecting inequality in the direction opposite to the one suggested by Ron Paul and the Austrian economists. 

 

5.6.14   Why does economic inequality rise after contractionary monetary policy 

Because of the detailed micro-level data in the Consumer Expenditures Survey, we can also assess some of the 

channels underlying the response of inequality to monetary policy shocks. For example, Olivier Coibion, Yuriy 

Gorodnichenko, Lorenz Kueng, John Silvia, (2014) plots the responses of different percentiles of the labour 

earnings distribution to contractionary monetary policy shocks. Monetary policy shocks are followed by higher 

earnings at the upper end of the distribution but lower earnings for those at the bottom. Thus, there appears to be 

strong heterogeneity in the responses of labour earnings faced by different households. Strikingly, the long-run 

responses of labour earnings and consumption (not shown) for each percentile line up almost one-for-one, 

pointing to a close link between earnings and consumption inequality in response to economic shocks. Thus, 

heterogeneity in labour income responses appears to be a significant channel through which monetary policy 

affects inequality. 

Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014) also plots responses of total income, 

defined as labour income and all other sources of income, after a contractionary monetary policy shock. While 

the responses of total income at the upper end of the distribution are almost identical to those for labour 

earnings, those at the 10th and 25th percentiles are shifted up significantly. This reflects the fact that lower 

quintiles receive a much larger share of their income from transfers (food stamps, Social Security, 

unemployment benefits, etc.) and that transfers tend to rise (albeit with a delay) after contractionary shocks, 

thereby offsetting lost labour income. Hence, transfers appear to be quite effective at insulating the incomes of 

many households in the bottom of the income distribution from the effects of policy shocks. As a result, the 

dynamics of total income inequality primarily reflect fluctuations in the incomes of households at the upper end 
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of the distribution. This illustrates that the income composition channel, particularly for low-income households, 

is also a key mechanism underlying the effects of monetary policy on income inequality. 

Because the Consumer Expenditures Survey does not include reliable measures of household wealth, it is more 

difficult to assess those channels that operate through redistributive wealth effects rather than income. For 

example, in the absence of consistent measures of the size of household currency holdings or financial market 

access, we cannot directly quantify the portfolio or financial market segmentation channels. Nonetheless, to the 

extent that both channels imply that contractionary monetary policy shocks should lower consumption 

inequality, the fact that our baseline results go in precisely the opposite direction suggests that these channels, if 

present, must be small relative to others. However, in the case of the redistributive channel involving borrowers 

and savers, we can provide some suggestive evidence of wealth transfers by identifying high and low net worth 

households as in Doepke and Schneider (2006), namely that high net worth households are older, own their 

homes, and receive financial income while low net worth households are younger, have fixed-rate mortgages 

and receive no financial income. As illustrated in Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John 

Silvia, (2014), while the responses of total income for the two groups are statistically indistinguishable, 

consumption rises significantly more for high net worth households than low net worth household after 

contractionary monetary policy shocks, consistent with monetary policy causing wealth redistributions between 

savers and borrowers.  

While there are several conflicting channels through which monetary policy may affect the allocation of wealth, 

income, and consumption, our results suggest that, at least in the US between 1980 and 2008, contractionary 

monetary policy actions tended to raise economic inequality or, equivalently, expansionary monetary policy 

lowered economic inequality. To the extent that distributional considerations may have first-order welfare 

effects, our results illustrate the need for models with heterogeneity across households which are suitable for 

monetary policy analysis. In particular, the sensitivity of inequality measures to monetary policy actions points 

to even larger costs of the zero-bound on interest rates than is commonly identified in representative agent 

models. Nominal interest rates hitting the zero-bound in times when the central bank’s systematic response to 

economic conditions calls for negative rates is conceptually similar to the economy being subject to a prolonged 

period of contractionary monetary policy shocks. Given that such shocks appear to increase income and 

consumption inequality, our results suggest that current monetary policy models may significantly understate the 

welfare costs of zero-bound episodes.  

 

Summary  

In this subsection, we aim to fill a gap in the literature on the potential side effects of macroprudential capital 

requirement policies. So far, inference is drawn mainly from either microeconometric empirical studies largely 

neglecting dynamic, general equilibrium and anticipation effects, or from structural models depending heavily 

on the frictions and shocks included as well as the calibration used. We propose a novel indicator of aggregate 

regulatory capital requirement tightenings for the US from 1979 to 2008. The indicator includes six episodes of 

exogenous bank capital tightenings. We provide ample evidence that it successfully disentangles regulation-

induced from other developments. This evidence is based on narratives, statistical (exogeneity) tests, careful 

account of controls in our regressions, and the behavior of key indicators capturing credit supply, bank capital, 

volatility etc. after the events, also in comparison to another financial shock. Using local projections of changes 

in this capital requirement indicator on various macroeconomic and financial variables, we conclude that 

aggregate capital requirement tightenings lead to temporary credit crunches and contractions in economic 

activity. This results lends support to the assertion of Hanson, Kashyap, and Stein (2011), Admati and Hellwig 

(2013) and Admati, DeMarzo, Hellwig, and Pfleiderer (2013) that higher capital requirements are not associated 

with substantial medium to long-run costs for the economy. Specifically, we find that business and real estate 

loan volumes decline, and lending spreads tend to increase. Negative loan supply effects trigger a temporary 

decline in investment, consumption and production. Non-financial corporations compensate the decline in bank 

lending by issuing corporate bonds and commercial paper, preventing a larger drop in investment. Negative 

wealth effects and a rise in the unemployment rate after the capital requirement changes matter for consumption 

dynamics as well. Monetary policy cushions negative effects on the real economy of regulatory changes. We 
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also show that capital requirement tightenings alter second moments, as they enhance financial and 

macroeconomic stability in the short run and raise inequality in the medium run.  

What are implications for policy makers. First, transitory negative effects of capital requirement tightenings on 

real activity and bank loans, relative to the ef- fects on the bank capital ratio, are found to be larger than what 

previous studies report. We cannot ultimately determine why this is the case. However, to accurately assess the 

side effects of regulation it seems important to take into account general equilibrium and anticipation effects as 

well as to construct accurate macro- prudential policy measures. Second, monetary policy can support 

macroprudential policy by lowering the policy rate in a timely manner. This cushions negative effects of 

(exogenous) capital requirement tightenings on real activity and loan markets and at the same time helps banks 

adjust their capital ratios more quickly. Third, capital regulation does not put an additional strain on other 

policies through increasing financial and macroeconomic volatility. However, inequality rises in the medium 

run, and this worsens the environment in which other policies operate. 

 

 5.7     Costs of Transitioning to Higher Capital  

A relatively large literature relies on episodes of shocks to bank capital to identify the exogenous effects of an 

increase in capital requirements on the supply of credit. Overall, these studies find evidence of large costs 

associated with transitioning to a regime with higher capital requirements (Table 4B). This stands in stark 

contrast with the estimates of small steady-state costs reported above. A 1 percentage point negative shock to 

capital (or increased capital requirement) is associated with a 5–8 percentage point contraction in lending 

volumes over the short term (see, for instance, Peek and Rosengren 2000; Brun, Fraisse, and Thesmar 2013; 

Aiyar, Calomiris, and Wieladek 2014; Eber and Minoiu 2015). 

Peek and Rosengren (2000) examine the changes in lending by Japanese branches and subsidiaries in the United 

States when the capital ratios of their parent banks fell below the 8 percent Basel I minimum following the 

Japanese stock market crash. Aiyar, Calomiris, and Wieladek (2014) exploit a policy experiment in the United 

Kingdom, between 1998 and 2007, which led the Financial Services Authority to vary individual banks’ capital 

requirement. Brun, Fraisse, and Thesmar (2013) exploit the transition from Basel I to Basel II in France between 

2006 and 2012. Eber and Minoiu (2015) analyze the impact of the phase-in of Europe’s Single Supervisory 

Mechanism on bank balance sheets. They exploit a discontinuity in the assignment mechanism to show that, in 

anticipation of stress tests and stricter regulation, banks reduced leverage by shrinking assets (both loans and 

securities) and reducing reliance on market-based debt, rather than by increasing capital.  

 

5.7.1   Transitional Impact of Higher Capital Requirements on the Cost and Volume of Bank Credit  

But there is also evidence that costs tend to be lower if one allows banks to adjust to the new regime more 

gradually. For instance, calibrated models for several OECD countries suggest that, on average, over eight years, 

a transition to a 1 percentage point higher capital requirement is associated with a 17 basis points increase in 

lending, a 1.5 percent decline in lending volume, and a 0.16 percent drop in GDP compared with the baseline 

(Macroeconomic Assessment Group 2010). Similar to the case of steady-state costs, one should exercise caution 

in taking these estimates at face value, even when trying to evaluate the transitory cost of regulatory reform. The 

use of bank-level idiosyncratic responses provides a robust identification strategy for the exogenous effects of 

shocks to capital requirements for a specific bank. However, these estimates are hardly indicative of the costs 

associated with regulatory reforms. First, they generally rely on “natural experiments” conducted in the context 

of some degree of bank distress (that is, large losses or discretionary regulatory interventions). Effects would 

likely be smaller for healthy banks with access to equity markets. Second, as discussed above, the stigma 

associated with any individual bank attempting to raise equity is likely maximized under the circumstances 

considered by these studies. Again, this effect would likely be absent in the context of a system-wide regulatory 

reform.  

Consistent with these considerations, an analysis of the increase in capital requirements in the wake of the global 

financial crisis suggests that the effects of tighter regulation on intermediation margins and the overall supply of 

bank credit have been limited (Cecchetti 2014). For instance, average risk-weighted capital ratios at large banks 
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in the United States and Europe increased by almost 5 percentage points between 2004 and 2014. But credit-to-

GDP ratios and intermediation margins remained virtually unchanged.  

Jihad Dagher et al (2020) in their recent study ‘Bank Capital: A seawall Approach’ published in the International 

Journal of Central Banking has produced another index empirical study on the estimate of Steady-State and 

Transitional-State effects of higher capital requirements on the cost of bank credit has presented nine reference 

of empirical studies for steady state with data methodology, country, period of empirical estimation and findings. 

Country wise empirical included the USA-seven, UK-one, and international-one. The period of data covered 

1988-2015 (8 studies) and one study covered 1892-2014 period. The results of these studies reveal that 

increased capital requirement reduces credit growth, increases cost of credit, and reduces GDP growth. The 

similar results also reveal from the study on the transition effects of higher capital reqirements on the cost of 

bank credit.    

 
 

5.7.2   Insights from General Equilibrium Models  

It is useful to compare the 15–23 percent bank capital ratio discussed in Sections III.A and B with results from 

calibrated dynamic general equilibrium models. The general equilibrium literature that attempts to quantify the 

impact of bank capital on social welfare is thin but growing. Papers typically nest some of the opposing 

channels discussed in Section II in a dynamic general equilibrium model. A common trade-off in these models is 

that capital reduces bank risk taking and the risk of crises, and hence consumption volatility, but, by crowding 

out deposits, imposes costs in the form of reduced credit and output due to the liquidity preferences of cash 

investors.  

Overall, this literature suggests that optimal bank capital can range from 8 to 20 percent (Van den Heuvel 2008; 

Nguyen 2013; Begneau 2014; Martinez-Miera and Suarez 2014; Mendicino and others 2015). The calibrated 

welfare effects of varying bank capital within that range in terms of higher lending rates and lost consumption 

are relatively small. The relatively wide range of the estimates for the optimal level of capital reflects the many 

degrees of freedom in model design and parameter calibration. For example, Begneau (2014) considers the 
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possibility of substitution between bank funding and direct lending (which can point to the effects of migration 

of activities to shadow banking) and the effect where an increase in bank capital reduces the quantity of bank 

liquidity provision but increases its quality (making bank deposits safer and cheaper). Martinez-Miera and 

Suarez (2014) consider “last bank standing” effects: the benefits that well-capitalized banks derive from being 

able to survive a systemic shock and earn scarcity rents.  

The 15–23 percent capital ratio suggested in Sections III. A and B is near the top of the range of optimal bank 

capital levels identified in general equilibrium models. But it is consistent with their predictions.  

 

Michael Thiel (2001) the director General for Economic and Financial Affairs, Finance and Economic Growth-

Review of theory and available evidence by Economic Affairs Paper produced a table on the recent empirical 

studies on Finance-Growth linkage at the aggregate level literature. The table contained the name of authors, 

financial variables used, dependent variables, panel of data, estimation technique, and finally presented 

summary results of the empirical studies. A total nine studies were captured between 1997-2001. The financial 

variables included , total lending by non-bank public per capita, ratio of financial institution assets to output, 

ratio of sum of financial institution assets, corporate stocks, and corporate bonds to total financial assets, 

capitalization, stock turnover, value traded on stock markets, stock return volatility of, bank loans to private 

enterprise, international capital market integration. Size and efficiency of the financial sector derived from assts 

and liabilities, turnover, interest cost and margin. Liquid liabilities and credit to non-financial sector of banking 

sector, stock market capitalization, all in relation to GDP. Legal origin indicators as instrument to extract 

extrogenus component of financial intermediation. The legal variables to extract exogenous component of 

financial development.  Stock market capitalization, turnover, number of listed companies, and M3, M3-M1, 

total credit to all in relation to GDP. The dependent variables include GDP per capita , total investment per 

capita of Sweden 1830-1990 panel  and estimation technique applied- cointegration analysis. The findings reveal 

choice of time period and of control variables crucially affects the results. Findings of all nine studies are 

documented in the table. This might be useful for the researchers to work out  a methodology in the coming 

future.  

 

Summary  

This section explored how different levels of bank capital would have fared in past banking crises. Using 

alternative approaches, it finds that, for advanced economies, the marginal benefits of higher bank capitalization 

in terms of absorbing losses in banking crises are substantial at first, but decline rapidly once capitalization 
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reaches 15–23 percent of risk-weighted assets. The reason is that protection against extreme crises requires 

substantially more loss absorption capacity, but at the same time, such crises are rare. The 15–23 percent 

estimate should be seen as a useful thought experiment with a conservative bend. In particular, the estimate does 

not take into account the potential reduction in risk taking induced by higher capital through “skin-in-the game” 

effects. Notably, the paper focuses exclusively on capital, and abstracts from the loss- absorption capacity that 

other bail-in-able securities may provide. Hence, these findings can be reinterpreted in terms of TLAC.  

The 15–23 percent range is very similar to the 16–18 percent range for TLAC proposed by the FSB for global 

systemic banks. It is also consistent with the recent Federal Reserve’s proposal of a TLAC amount of the greater 

of 18 percent of risk-weighted assets and 9.5 percent of total leverage exposure for global systemically 

important banks (Board of Governors of the Federal Reserve System, 2015).  

Results are more nuanced for emerging markets and low-income countries. On the one hand, banking crises in 

these countries have historically been associated with greater bank losses. On the other, because banking 

systems in these countries tend to be smaller than in advanced economies, losses in excess of capital will likely 

represent a smaller share of GDP and thus might have more limited macroeconomic effects. In this context, the 

relative role of greater loss absorption capacity and improvement in governance and institutions aimed at 

reducing losses in crises should be the subject of future research.  

The section also reviewed empirical evidence on the costs of higher bank capital. Existing studies suggest that 

the costs of transitioning to higher bank capital might be substantial. When faced with the need to adjust their 

capital ratios quickly, banks are likely to constrain the supply of credit (as was likely the case in Europe 

already). Transition costs might be lower when capital adjustment is staggered or takes place in the upswing of 

the credit cycle. In contrast, the evidence overwhelmingly suggests that the steady-state (long-term) social costs 

of higher bank capital requirements, within our estimated range, are likely to be small. 

 The estimated loss absorption needs can be refined to allow for heterogeneity across banks and over time. 

Banks that are not systemically important (those that can be allowed to fail without major spillover effects) 

could be allowed to hold lower capital and loss-absorption capacity. Similarly, most banking crises follow 

periods of rapid credit growth, suggesting a role for countercyclical buffers (Borio 2014; Claessens 2014).  

 

Overall, our analysis leads to the following tentative conclusions 

First, bank capital in the 15–23 percent range would have avoided creditor losses in the vast majority of past 

banking crises, at least in advanced economies. Increases in capacity to absorb losses beyond this are likely to 

provide limited benefits. Hence, given the uncertainty surrounding the long-term welfare costs of bank capital 

(and other bail-in-able instruments), a loss absorption capacity in the 15–23 percent range appears appropriate 

for banks in advanced economies. Again, translating these findings into regulatory recommendation requires 

taking into account that banks tend to hold capital in excess of regulatory minima and that other bail-in-able 

instruments may contribute to loss-absorption capacity. Thus, appropriate capital requirements may be well 

below this range. Second, since the costs of transitioning to higher capital might be substantial, any new 

regulatory minima should be imposed gradually over a relatively long period of time. Also, supervisors should 

encourage banks to increase capital ratios by raising equity (through new issuance or retained earnings) rather 

than shrinking assets, so as to avoid reduced credit availability. Third, tighter capital and loss absorption 

standards should be complemented by improvements in institutional settings (in regulation, supervision, 

resolution, and governance) in order to reduce possible losses in banking crises, especially in emerging markets. 

Fourth, higher capital requirements may provide stronger incentives for regulatory arbitrage and increase the 

risk of activities migrating to unregulated or less regulated financial intermediaries (such as insurance 

companies or broker-dealers). In that context, it is essential that tighter capital and loss absorption requirements 

are complemented with measures that widen the perimeter of prudential and macroprudential regulation. 

Finally, there is more to crisis prevention than improved capital buffers. This section focuses on bank capital 

and loss absorption capacity, but several other regulatory steps can enhance financial stability. These include but 

are not limited to better standards for the quality of bank capital as well as—on the liquidity of assets—an 

improved approach to supervision including clearer mandates for regulators, a prudential regime that 



336 

discourages regulatory arbitrage and incentives for excessive risk taking, and more efficient resolution 

mechanisms. 

  
Section VI: Macroeconomic Effects of Tightening Bank Capital Requirement 

Among the most prominent measures are bank capital-based policy instruments, such as risk-weighted capital 

ratios, leverage ratio caps, or countercyclical capital buffers. These policy tools aim at increasing the resilience 

of the financial sector to shocks. Policy tools might also be activated to have a dampening effect on credit 

dynamics during buoyant times. However, experience with capital-based macroprudential policies is limited, 

especially concerning the transmission of these policy instruments to the real economy. Identifying the 

macroeconomic effects of a tightening in bank capital regulation is not trivial. Bank capital is a highly 

endogenous variable that fluctuates due to a plethora of causes. To identify the effects of bank capital regulation 

in a way that is useful for policy one needs to separate movements in bank capital due to changes in regulation 

from all its other potential drivers, such as banks’ endogenous reaction to macroeconomic shocks. Sandra 

Eickmeier
 

Benedikt Kolb
 

Esteban Prieto
 

(2018) in their study Macroeconomic Effects of Bank Capital 

Requirement Tightenings introduced a narrative index of regulatory bank capital requirement tightenings over 

1979-2008 to examine those costs. The intention was to explore, does Bank capital regulations are intended to 

enhance financial stability (and economic growth) in the long run, but may, in the short run, involve costs for the 

real economy. Their results suggest that after a tightening in regulatory capital requirements banks reduce 

business and real estate loan volumes and increase lending spreads. These negative loan supply effects trigger a 

temporary decline in investment, consumption, housing activity and production. Non-financial corporations 

compensate the decline in bank lending by is- suing corporate bonds and commercial paper. Negative wealth 

effects and an increase in the unemployment rate after the capital requirement changes matter for consumption 

dynamics as well. Monetary policy cushions the negative effects. We also assess second moment effects of 

capital requirement tightening. Sandra Eickmeier et al
 
(2018) study also showed that reduce financial and 

macroeconomic volatility, but increase inequality (at least in the medium run). Identifying the macroeconomic 

effects of a tightening in bank capital regulation is not trivial. Bank capital is a highly endogenous variable that 

fluctuates due to a plethora of causes. To identify the effects of bank capital regulation in a way that is useful for 

policy one needs to separate movements in bank capital due to changes in regulation from all its other potential 

drivers, such as banks’ endogenous reaction to macroeconomic shocks.  

Proposing a narrative approach in the spirit of Romer and Romer (2010) and Fieldhouse, Mertens, and Ravn 

(2017) to identify exogenous changes in the aggregate bank capital ratio. Specifically, we create a narrative 

index of tightenings in US capital requirements for 1979-2008, based on detailed readings of legisla- tive 

documents. We identify six events which fall into this time span: three in the early/mid-1980s, when the US 

supervisory authorities introduced numerical capital requirements, and three in the early-1990s in relation to the 

first Basel Accord and a strengthening of regulators’ resolution powers. (In the robustness analysis we extend 

our sample to 2016 and include Basel II.5 and Basel III). In all cases a large share of US banks raised their 

capital ratios simultaneously and significantly, as documented in academic publications. The stated purpose of 

the regulations and their often-lengthy introduction processes make clear that they were set up to address 

fundamental weaknesses in the banking system, rather than as immediate stabilization policies. Thus, we take 

(and test) them to be exogenous to the state of the financial cycle and of the business cycle.  

Introducing the constructed exogenous capital requirement index (CRI) into local projections, as proposed by 

Jorda` (2005), to assess the dynamic responses of key macroeconomic and financial variables to these capital 

requirements tightening events. Our main results are as follows. A tightening in capital requirements leads to a 

delayed but permanent increase in the aggregate bank capital ratio. The sluggish adjustment in the capital ratio 

reflects that regulatory changes of bank capitalization usually come with a phase-in period. Banks first reduce 

their assets and then increase capital. The events have significantly negative effects on bank loans and 

production, which last about two years. These results are robust against a battery of sensitivity checks including 

changing the sample period, the CRI, or the model specification.  

Through close inspection, the transmission mechanism. Business and real es- tate loan volumes decline, and 

lending spreads tend to increase. Negative loan supply effects induced by the regulation trigger a temporary 
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decline in investment, consumption and housing starts. Negative wealth effects and an increase in the 

unemployment rate after the capital requirement changes matter for consumption dynamics as well. Non-

financial corporations compensate the decline in bank lending by issuing corporate bonds and commer- cial 

paper, preventing a larger drop in investment. Using a counterfactual experiment we show that monetary policy, 

with some delay, cushions nega- tive effects of capital requirement tightenings on the economy.  

Comparing the effects of negative loan supply changes induced by a tightening in capital requirements with 

those triggered by a “financial (or credit spread) shock” commonly considered in the literature: a change in the 

excess bond premium (EBP). An increase in the EBP has longer- lasting effects on the economy than capital 

regulation. Reasons may be that business loans decline more persistently and the monetary policy rate drops less 

strongly after the EBP increase. Other differences are that real estate loans and the house price are barely 

affected by the EBP change, and lending spread reactions are more front-loaded.  

The costs caused by the capital regulation need to be seen alongside ef- fects of capital requirement tightenings 

on second moments. Financial and macroeconomic volatility declines, as the investment mix shifts away from 

short-towards long-term and as banks lower their leverage ratio. (By contrast, volatility rises after an increase in 

the EBP.) Moreover, income and expenditure inequality rises in the medium run, as a result of the increase in 

the unemployment rate, which mostly affects poor households negatively, and a rise in (precautionary) savings, 

which prevents richer households’ expenditures to decline. Hence, second moment effects of capital requirement 

tightenings are mixed.  

So far, the debate on macroprudential policies has been informed mostly by findings from empirical 

microeconometric studies and structural models. The former type of studies assesses the effects of changes in 

banking regulation on credit supply at disaggregated (bank or loan) levels (see, among many others, Miles, 

Yang, and Marcheggiano, 2013, Aiyar, Calomiris, and Wieladek, 2014, Buch and Goldberg, 2015 and Jim ́enez, 

Ongena, Peydr ́o, and Saurina, 2017). Those studies often find large short-run effects of capital requirement 

changes on bank lending. They provide a high level of econometric credibility, but leave open questions about 

the transmission to the real economy and whether changes in credit supply are permanent or transitory and 

disregard general equilibrium effects.  

Inference on the macroeconomic effects of macroprudential bank capital policies to date stems almost 

exclusively from DSGE models [Gerali, Neri, Sessa, and Signoretti (2010), Darracq Pari`es, Sørensen, and 

Rodriguez-Palenzuela (2011), Quint and Rabanal (2014), or Clerc, Derviz, Mendicino, Moyen, Nikolov, 

Stracca, Suarez, and Vardoulakis (2015)].  Progress has been made in incorporating features of the financial 

sector into these models to make them suitable for the analysis of macroprudential policy issues. Yet, findings 

often remain highly sensitive to the specific friction included, shock considered or calibration chosen. It is 

therefore often difficult to draw clear policy conclusions from these models. Lind ́e, Smets, and Wouters (2016) 

provide a thoughtful discussion about the challenges and shortcomings of current macroeconomic models.  

Progress has been made in incorporating features of the financial sector into these models to make them suitable 

for the analysis of macroprudential policy issues. Yet, findings often remain highly sensitive to the specific 

friction included, shock considered or calibration chosen. It is therefore often difficult to draw clear policy 

conclusions from these models. Lind ́e, Smets, and Wouters (2016) provide a thoughtful discussion about the 

challenges and shortcomings of current macroeconomic models. There is one other paper investigating dynamic 

effects of capital requirements on the macroeconomy. Meeks (2017) studies the effects of changes in 

microprudential capital requirements for the UK. For identification he derives timing restrictions from 

institutional arrangements. Like us, he finds a temporary contraction of economic activity. We inspect the 

transmission mechanism in more detail compared to Meeks (2017). Sandra Eickmeier
 -

Benedikt Kolb
-
Esteban 

Prieto
 
(2018) study claimed main contribution of their paper, to the best of their knowledge - the first to assess 

the dynamic macroeconomic effects of changes in aggregate regulatory capital requirements. Berrospide and 

Edge (2010) investigate the effect of variations in bank capital on lending, but do not distinguish regulatory 

from non-regulatory movements in bank capital. They build and use a narrative regulation index, which follows 

an established tradition in analyzing policy changes. 
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6.1    Main results on Aggregate effects of a tightening in capital requirements  

Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014) analyze the transmission of a 

regulatory tightening of bank capital requirements to key macroeconomic and lending variables. Industrial 

production falls with a delay and temporarily. The maximum decrease of almost 3% is reached after a bit more 

than a year. Also looking at the reaction of GDP (interpolated from quarterly to monthly) to the changes in 

capital requirements. It observes a similar shape as for the impulse response function of industrial production. In 

terms of magnitudes, GDP declines by a maximum of 0.8%.  

 The PCE deflator does not change significantly, which is why we do not show its responses here and in the 

remainder of the paper [Abbate, Eickmeier, and Prieto (2016)]. The Federal Funds rate is lowered significantly 

after about a year, probably as a reaction to the decrease in production, and then returns to baseline. We will 

examine more formally below to what ex- tent monetary policy has smoothed out negative economic effects of 

the capital requirement changes. The decline of production seems due to a fall in loans, which resembles the fall 

in bank assets. The minimum effect of about -4% is reached after almost 20 months. Finally, the BAA spread 

increases after about a year and remains significantly above zero for another year. The rising spread and the 

declining volume suggest that negative credit supply effects, which involve both the quantity and the price of 

credit, dominate after the shock.  

Responses of production, loans or spreads relative to the response of the (non- regulatory) capital ratio seem 

very large compared to other studies which analyze the impact of capital requirement changes (e.g. Meeks, 

2017, Macroeconomic Assessment Group, 2010, or Table 4B in Dagher, Dell’Ariccia, Laeven, Ratnovski, and 

Tong, 2016, for an overview of the effects from previous studies). Various factors may be able to explain these 

differences in magnitudes. First, if our CRI is an accurate measure of capital requirement regulation, we should 

see relatively large effects compared to those implied by measures which contain more noise. In fact, studies 

using narrative shock measures typically find relatively large eco- nomic effects of those shocks (Cloyne and 

Hu r̈tgen, 2014), which summarizes the effects of monetary policy shocks from previous studies). Second, even 

though microeconometric studies detect relatively large effects on loans, com- pared, e.g., to Macroeconomic 

Assessment Group (2010), those studies still yield partial equilibrium effects. By contrast, our effects should 

contain (at least implic- itly) all channels through which capital regulation affects the economy. Third, our shock 

likely includes anticipation effects. Once the rules become effective, banks have time to adjust their capital 

ratios, and this is known by the agents. From the empirical macroeconomic literature, we know that anticipated 

shocks have rela- tively large effects (Barsky and Sims, 2011 and D’Amico and King, 2015), who focus on 

technology news vs. technology shocks and monetary policy shocks, respectively, and Schmitt-Groh ́e and 

Uribe, (2012), who assess a variety of anticipated versus unanticipated macroeconomic shocks). Other studies 

consider effects of direct changes in the capital ratio, which leaves no role for expectations. Explor- ing the role 

of anticipated versus fully unanticipated shocks is not feasible in the current setup. In the robustness analysis 

below we will, however, further analyze the role of announcement effects by considering CRIs built based on 

the proposed and final rules. Fourth, the level of our (non-regulatory) capital ratio on average over the six events 

is much smaller (at 6.9%) than the levels of ratios considered in other studies. In Macroeconomic Assessment 

Group (2010) and Aiyar, Calomiris, and Wieladek (2014), for example, banks depart from a (regulatory) capital 

ratio of about 11%. Effects on loans relative to effects on relative changes in the bank capital ratio (i.e. changes 

in the ratio relative to the level of the ratio) in our analysis are still larger than corresponding figures in 

Macroeconomic Assessment Group (2010), but broadly comparable to those published in Aiyar, Calomiris, and 

Wieladek (2014). It goes beyond our study to ultimately determine which of the four explanations best explains 

magnitude differentials, but this could be explored in future research.  

We have argued (and tested) that our CRI is exogenous to financial markets and the macroeconomy. Yet, can we 

be sure that our shocks are indeed pure capital regulation shocks and that they not are contaminated by other 

shocks and, if so, that this explains the large magnitudes? In the robustness section below, we control for various 

other shocks (which might be expected to primarily move loans or economic activity rather than the capital 

ratio), such as other financial, monetary policy, fiscal or oil price shocks. We anticipate here that none of those 

changes to the model changes our key findings. We cannot fully exclude that other regulatory changes which 

may have also triggered real effects coincide with our events. However, while later regulations such as Basel II.5 
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and Basel III consisted of bundles of several measures, also targeting liquidity and various sources of risk, the 

initial regulatory capital requirement changes in our baseline CRI predominantly or solely aimed at enforcing 

higher capital ratios (see e.g. Tarullo, 2008, and the motivation for the regulatory changes given in Appendix A).  

 

6.1.1   Findings of analyses  

In this section we first analyze the transmission mechanism in some detail. This includes the role of monetary 

policy in cushioning the effects of capital regulation on the economy. We then compare the effects of our CRI 

shocks with those of a change in the EBP, another type of credit supply shocks. Finally, we analyze the effects of 

capital requirement tightenings on second moments (volatility and inequality).  

6.1.2    Loans and spreads  

The first analyze the responses of C&I and real estate loan volumes to the CRI shock. The responses of the loan 

sub-aggregates might help understand which type of borrower is affected most in terms of a reduction in credit 

supply: entrepreneurs or real estate loan holders. Banks reduce both types of loans. The maximum decline for 

both loan categories is at -5%, and the drop is more persistent for real estate loans. We also looked at the 

reaction of consumer loans, but, to not overload the paper, we do not present results here. Consumer loans 

decline, but the drop is only very short lived and marginally significant. One reason may be that, after a capital 

requirement tightening, banks shift lending from riskier business loans to safer consumer loans. [(den Haan, 

Sumner, and Yamashiro (2007)] for another view.) Moreover, credit cards account for about 40% in the 

consumer loan aggregate (between 2000 and 2008) and likely evolve in a fundamentally different way after 

shocks than personal loans. We also look at not only the real estate loan aggregate, but also non- residential 

mortgage credit and residential mortgage credit separately (which, unlike real estate loans, also include nonbank 

credit). Those series are taken from the US Financial Accounts and were interpolated from quarterly to monthly. 

Non-residential mortgage credit declines by up to -15%, residential mortgage credit by up to -2.5%. The reaction 

of the former loans is very long lasting. The latter loans remain significant for about 2 years.  

Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014)  next show responses of the C&I loan 

rate spread, defined as the bank prime loan rate minus the 2-year Treasury bill rate; and the mortgage rate 

spread, defined as the 30-year mortgage rate minus the 10-year Treasury constant maturity rate. Both spreads 

rise with a delay and temporarily (as was the case for the BAA spread); the mortgage loan spread response is 

barely significant. Both the personal loan spread, defined as the finance rate on personal loans minus the 2-year 

Treasury bill rate, and the new car loan spread, defined as the finance rate on consumer install- ment loans for 

new cars minus the 3-year Treasury bill rate, increase notably and temporarily after a delay, but, as for the 

aggregate of consumer loans, we do not show spread reactions here. 

  

6.2     Non-financial corporations  

The next aim at understanding how the worsening of business loan supply conditions translates into investment 

by non-financial corporations. Figure 6 shows that (fixed private non-residential) investment exhibits a hump-

shaped decline; the trough of -5% is reached after 20 months. Confidence bands are wide, suggesting 

considerable estimation uncertainty for investment. Non-financial corporations compensate the decline in C&I 

loans by increasing commercial paper and corporate bond issuance. Through this mechanism, investment is 

prevented to decline even more.This mirrors the finding by Eickmeier and Hofmann (2013) that after a 

monetary policy tightening shock nonfinancial corporates issue more corporate bonds, compensating the decline 

in mortgage debt, also Kashyap, Stein, and Wilcox (1993) for an argument why reverse movements in bank 

loans and commercial paper signal loan supply effects.  

 

6.3    Households  

To provide impulse responses of personal consumption expenditures, housing starts (as a monthly measure of 

activity on the housing market), asset prices and the unemployment rate. Consumption declines temporarily after 

the regulatory event. The trough is at about -1%. Housing starts decrease as well, up to -10%, and the negative 

response remains significant for about a year. The consumption and housing start responses can be explained by 

banks lowering household loan supply. In addition, we find a wealth channel to be effective. House and stock 
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prices (in real terms) decline persistently. Another negative influence on consumption and housing starts may be 

the increase in the unemployment rate (and the resulting decline in labor income, shown below).  

The role of monetary policy after capital requirement tightenings-a counterfactual experiment. We have seen 

before that the central bank lowers the monetary policy rate after a capital requirement tightening. This suggests 

that monetary policy, to some extent, cushions the negative effects of the regulation on credit markets and the 

real economy. In order to tentatively quantify these effects we carry out a counterfactual experiment. We assess 

how selected variables would have reacted had there been no response of monetary policy to the regulatory 

event. The counterfactual experiment is carried out as follows. We augment out baseline model with 

contemporaneous and lagged (updated) Romer-Romer monetary policy shocks [(Romer and Romer, 2004, 

Coibion, Gorodnichenko, Kueng, and Silvia, (2017)]. Impulse responses to monetary policy shocks are obtained 

as coefficients of the contemporaneous Romer- Romer measure in local projection regressions. We then feed 

into our baseline model monetary policy shocks to offset the response of the Federal Funds rate to the CRI 

increase.  

Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014) shows impulse responses of selected 

variables to changes in the CRI from our baseline (black solid lines and shaded areas) together with point 

estimates of the counterfactual impulse responses (red dashed lines). The first finding is that the monetary policy 

reaction enables banks to faster adjust their capital ratio to higher values by stabilizing the economy. This is 

consistent with the empirical study by Buch, Eickmeier, and Prieto (2014) who find an increase in banks’ capital 

ratio after an unexpected monetary policy easing. It is also in line with DSGE models which take into account 

loan defaults [(Hristov and Hu ̈lsewig, 2017 or Zhang, 2009)]. Expansionary (monetary policy) shocks increase 

bank profits not only by increasing credit demand, but also by reducing loan defaults. Hence bank capital 

increases by more than bank assets and the bank capital ratio rises.  

In this way, monetary policy supports macropruden- tial policy. Second, monetary policy cushions negative 

effects on loan supply, real variables and the house price of changes in the CRI. It is effective with a delay, 

because it reacts with a delay to changes in the CRI and has delayed effects on the economy. Hence, monetary 

policy importantly helps preventing negative ef- fects to become long lasting. One implication is that if 

monetary policy reacted earlier by lowering the interest rate in response to the regulatory event, it might be able 

to even cushion short-run effects more. We emphasize that this holds for exogenous requirement events as those 

looked at here. Our study entails no di- rect implication for countercyclical macroprudential policies (and its 

interaction with monetary policy), which are designed to curb credit and asset price booms to prevent bubbles 

and subsequent major financial stabilities.  

To sum up, both business and real estate loan segments are affected by the capital requirement changes. Effects 

typically run through both loan volumes and loan rates. Non-financial corporations smooth the decline in 

lending by issuing corporate bonds and commercial paper. Households adjust their consumption and housing 

starts shortly after the event, not only as a consequence of the drop in loan supply but also because of negative 

housing wealth effects and the rise in the unemployment rate. Moreover, monetary policy cushions negative 

effects of capital requirement tightenings on the economy.  

Comparison with another financial shock How do effects of a regulatory shock compare with effects of another, 

not policy- induced, financial (or credit supply) shock. To the best of our knowledge the only financial shock 

measure that is available on a monthly basis and over our sample period is the excess bond premium (EBP). The 

EBP is also often used in time series analyses as a measure of financial shocks [(Gilchrist and Zakrajˇsek, 2012, 

Abbate, Eickmeier, and Prieto, 2016, Furlanetto, Ravazzolo, and Sarferaz, forthcoming, and Caldara, Gilchrist, 

and Zakrajˇsek, 2016)].  The EBP is cleaned from borrowers’ default risk, possibly arising from macroeconomic 

influences, but not from regulatory changes. We found earlier that when we control for the EBP our baseline 

results do not change and that the EBP does not systematically react to changes in the CRI. We can therefore 

safely conclude that there is no overlap between the two.  

To add the EBP to our baseline model and adopt a specification similar to one for the model adopted by 

Gilchrist and Zakrajˇsek (2012). We include the EBP contemporanously and with 2 lags. The set of controls are 

our CRI, the baseline model’s controls as well as the term spread. Augmenting the number of lags for the EBP 
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and/or the other explanatory variables from 2 to 6 (mirroring Gilchrist and Zakrajˇsek, 2012 who use 2 lags in 

their quarterly VAR model) did not alter our key findings.  Olivier Coibion, Yuriy Gorodnichenko, Lorenz 

Kueng, John Silvia, (2014) shows  impulses  responses to a change in the EBP by 1 percentage point (black line 

and shaded areas), together with the point estimates for the baseline model (blue dotted line).  

There are some notable differences between the effects of CRI and EBP changes. An increase in the EBP leads 

to a decline in the capital ratio as a consequence of the resulting recession. It also has longer-lasting effects on 

the economy than capital regulation. Reasons may be that business loans decline more persistently and the 

monetary policy rate drops less strongly after the EBP increase. Another difference is that real estate loans and 

the house price are barely affected by the EBP change. Note that consumption also moves strongly and 

persistently after the change in the EBP, despite the lack of reactivity of housing loans, the house price and 

consumer loans (not shown). This might be explained by the increase in the unemployment rate, as well as by a 

decline in labor income and stock market wealth (not shown). The latter two fall more strongly after the EBP 

than after the CRI shock. Finally lending spread reactions are more front-loaded, which is not surprising given 

that the EBP has been constructed from corporate bond spreads.  

 

6.4    Effects of capital requirement tightenings on selected second moments  

Finally illustrate in this section that there are also short-run beneficial effects of capital requirement tightenings, 

which need to be pitted against the shortrun costs. We look at effects of CRI changes on selected second 

moments. There is a growing consensus that policy makers need to keep an eye on them, as their dynamics may 

influence original policy goals or trade-offs.  The debate among academics and in policy circles on second 

moment effects of monetary and macroprudential policies and to what extent second moments can and need to 

be taken into account by those policies has intensified over the last decade [Coibion, Gorodnichenko, Kueng, 

and Silvia (2017)] and references to other literature and to speeches by monetary policy makers therein on 

monetary policy and inequality. There exists a huge literature on monetary policy and financial stability, [the 

speech by Mester (2016), the article by Adrian and Liang (2018), just to mention two recent contributions. A 

recent special issue on macroprudential policy and inequality (Koedijk, Loungani, and Monnin, 2017) and 

references therein.  

 

6.5    Effects on financial and macroeconomic volatility   

While banking regulation intends to enhance financial stability in the long run, it is an open question what it 

does to it in the short run. We start this section by showing impulse response functions of stock market volatility, 

defined as the logarithm of the VIX, extended with realized stock market volatility before 1990, and 

macroeconomic uncertainty, taken from Jurado, Ludvigson, and Ng (2015).  Also inserted separately financial 

and real uncertainty, taken from Ludvigson, Ma, and Ng (2015), but results are very similar to the result for 

macroeconomic uncertainty and are, hence, not presented here. Both measures tend to decline, which suggests 

that tighter capital requirements have stabilizing effects on financial markets and the real economy also in the 

short run. This is all the more remarkable, as the shock is contractionary (i.e. lowers real activity). The construct 

impulse responses of the volatility measures to an increase in the EBP and find them to temporarily rise. This 

latter result is in line with Caldara, Gilchrist, and Zakrajˇsek (2016) who find, using their baseline identification 

scheme, that uncertainty temporarily rises after an increase in the EBP.  

This finding is interesting in the light of Adrian (2017) who illustrates that an easing of financial conditions 

lowers GDP volatility in the short run (over the first 5 quarters) and then increases it (and vice versa for a 

worsening of financial conditions). Using somewhat different volatility measures, we find this confirmed after 

the EBP change but not after a change in our regulatory policy. Hence, the evolution of volatility seems to be 

dependent on the driver. How can our finding, i.e. a decline in volatility after the regulatory events, be 

explained. One possible explanation might be linked to the effects on the bank capital ratio (or its inverse, the 

leverage ratio). As emphasized in Brunnermeier and Sannikov (2014), shocks (“exogenous risk” in their model) 

which increase (lower) financial intermediaries’ leverage (i.e. “endogenous risk”), raise (reduce) 

macroeconomic volatility. The differential effect on leverage of the CRI and the EBP shocks (Figure 9) may be 

able to explain the differential effect on volatility.   
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But there might be a second explanation. This finding is interesting in the light of 11 show impulse responses of 

private spending aggregates to capital requirement tightenings. Long-term investments, captured by durable 

consumption, residential investment, and nonresidential investment in structures as well as in equipment, do not 

decrease significantly or even increase after a while. By contrast, non-durable and service consumption as well 

as investment in intellectual property products (which corresponds to shorter-term investment) decline 

significantly. Longer-term investment is less volatile than short-term investment, and the shift in the invest- 

ment mix may be able to explain our finding of a decline in volatility after the CRI increase (Aghion, Angeletos, 

Banerjee, and Manova, 2010). In stark contrast to this result, all spending aggregates decline after an increase in 

the EBP. One possible explanation for the change in the spending mix is that agents anticipate a more stable 

financial and macroeconomic environment after capital requirement tightenings. This is consistent with Park, 

Ruiz, and Tressel (2015) (and references therein) who argue that the mix of short- vs. long-term credit (which 

finances short- vs. long-term investment) depends, among others, on the stability of macroeconomic conditions 

and on the institutional framework.  

Another explanation is the stronger monetary policy easing after the CRI increase compared to the EBP 

increase, together with greater monetary policy rate sensitivity of longer-term spending aggregates. Tenreyro 

and Thwaites (2016) and Coibion, Gorodnichenko, Kueng, and Silvia (2017) detect larger effects of monetary 

policy shocks on durable consumption (and in the case of the former study also on housing investment) than on 

nondurable and service consumption. Hof- mann and Peersman (2017) find monetary policy shocks to have 

larger effects on residential than nonresidential investment. To conclude, it is found that after capital 

requirement tightenings a decline in volatility, which may be due either to lower banks’ leverage ratio or to a 

shift in the investment mix from short- towards less volatile long-term investments. It would be interesting to 

explore the two explanations in future research.  

 

6.6    Effects on inequality  

Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014)   then assess the effects of capital 

requirement tightenings on inequality (using data provided by Lorenz Kueng from the Consumer and 

Expenditure Survey since 1980). Figure 12 shows median impulse responses to an increase in the CRI in 

comparison to an increase in the EBP of percentiles 5-95 for income (after taxes), consumption and expenditures 

on average over the first year and years 1-2, 2-3 and 3-4.  

Impulse responses of variables which capture relevant channels, i.e. the personal savings rate, household net 

worth to income and different types of income to the shocks. One key finding is that after a capital requirement 

tightening income declines relatively strongly for the low income households. For consumption and expendi- 

tures, we find that the spending responses of households from low to middle- consumption/expenditure groups is 

weaker and for longer horizons even posi- tive, but negative for low and middle-expenditure groups and middle-

consumption groups. Results are quite different for the EBP shock. After that shock, income and expenditures 

by households from higher percentiles decline more strongly than those from lower percentiles, consistent with 

Mumtaz and Theodoridis (2017) who focus on the effects of adverse financial shocks (captured either by an 

increase in the EBP or in corporate bond spreads or a worsening of financial conditions) from the US on 

consumption and income inequality in the UK. Hence, while inequality seems to rise at least in the medium run 

- after the capital requirement tightening, it declines after the increase in the EBP.  

What explains Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014) findings. First, the 

unemployment rate rises more after the capital requirement tightening than after the EBP increase [(Olivier 

Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014)], and this typically mostly affects poor 

households. Second, the personal savings rate rises (with a delay) after the CRI increase and declines after the 

EBP increase. A possible explanation is that the behaviour of the savings rate is driven by precautionary 

motives, as volatility (which can be seen as a proxy for income uncertainty) declines after the CRI change, but 

rises after the EBP change [(Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014)]. The 

timing of the decline in the savings rate after the capital requirement tightening seems to coincide with the 

increase in bank capital. As savers tend to be the higher income/expenditure households, this may explain the in- 

crease in consumption and expenditures at longer horizons for those households. Third, the wealth to income 
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ratio declines much more after the increase in the EBP than after the banking regulation. This may further 

explain why higher in- come/expenditure households consume less after the change in the EBP, as there is more 

need to save from personal income than after the capital requirement tightening. Fourth, after both impulses, the 

“income composition channel” seems to be effective. Financial income and business income (which tend to be 

received by higher income/expenditure households) drop more strongly than wages and salaries. Moreover, 

possibly as a result of the rising unemployment rate transfer income rises. This channel should contribute to 

lower income inequality, which is clearly visible after the EBP shock. By contrast the unemployment rate 

dynamics seem to matter more after the CRI change.  

Overall, we conclude that capital requirements lower financial and macroeco- nomic instability. Inequality tends 

to rise, especially in the medium run, as the strong increase in the unemployment rate worsens poor household’s 

income situation and as richer households increase their expenditures as a response to a decline in income 

uncertainty. Hence, second moment effects of capital requirement tightenings are mixed.  

Recent popular demonstrations such as the Occupy Wall Street movement have made it clear that the high levels 

of inequality in the US remain a pressing concern for many. While protesters have primarily focused their ire on 

private financial institutions, the Federal Reserve has also been one of their primary targets. The prevalence of 

“End the Fed” posters at these events surely reflects, at least in part, the influence of Ron Paul and Austrian 

economists who argue that the Fed has played a key role in driving up the relative income shares of the rich 

through expansionary monetary policies. But this view is not restricted to Ron Paul acolytes. As the quote above 

from Acemoglu and Johnson (2012) illustrates, the notion that expansionary monetary policy primarily benefits 

financiers and their high-income clients has become quite prevalent. For example, Mark Spitznagel, a prominent 

hedge fund manager, recently published an opinion piece in the Wall Street Journal titled “How the Fed Favors 

the 1%” (Spitznagel 2012). 

 

6.7     Possible channels linking monetary policy and inequality  

Proponents of this view focus on two channels through which monetary policy affects inequality. Heterogeneity 

in income sources. While most households rely predominantly on labour incomes, for others financial income, 

business income, or transfers may be more important. If expansionary policy raises profits by more than wages, 

wealth will tend to be reallocated toward the already wealthy. Financial market segmentation. Money supply 

changes are implemented through financial intermediaries. Increases in the money supply will therefore generate 

extra income, at least in the short run, for financiers and their high-income clients. However, there are in 

principle a number of other channels through which monetary policy could also affect inequality. Portfolio 

effects.If some households hold portfolios which are less protected against inflation than others, then inflation 

will cause wealth redistribution. For example, low-income households typically hold a disproportionate share of 

their assets in the form of currency. 

Heterogeneity in labour income responses. Low-income groups tend to experience larger drops in labour income 

and higher unemployment during business cycles than high-income groups. Borrowers versus savers. Higher 

interest rates, or lower inflation, benefit high net worth households (savers) at the expense of low net worth 

households (borrowers). While the portfolio channel goes in the same direction as those emphasized by the 

Austrian economists, the other two channels point to effects of monetary policy that go precisely in the opposite 

direction: contractionary (rather than expansionary) monetary policy will tend to increase inequality. 

 

6.8     What does monetary policy actually do to inequality  

In light of these different channels, the effect of monetary policy on economic inequality is a priori ambiguous. 

In a recent working paper (Coibion et al. 2012), we study how inequality responds to monetary policy shocks 

and which channels drive these dynamic responses. Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John 

Silvia, (2014) measures of inequality come from detailed household-level data from the Consumer Expenditures 

Survey (CEX) since 1980. While the survey does not include the very upper end of the income distribution (i.e. 

the top 1%), which has played a considerable role in income inequality dynamics since 1980, the detailed micro-

data do allow us to consider a wide range of inequality measures including labour income, total income, and 

consumption. In addition, the Consumer Survey is available at a higher frequency than other sources. Using 
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these measures of inequality, we document that monetary policy shocks have statistically significant effects on 

inequality: A contractionary monetary policy shock raises inequality across households. The impulse responses 

(and one standard deviation confidence intervals) for total income and total household expenditures, where 

inequality is measured using the cross-sectional standard deviation of logged levels, to a contractionary 

monetary policy shock. These results are robust to the time sample, econometric approach, and the treatment of 

household observables and hours worked. Thus, the empirical evidence points toward monetary policy actions 

affecting inequality in the direction opposite to the one suggested by Ron Paul and the Austrian economists. 

 

6.9     Why does economic inequality rise after contractionary monetary policy 

Because of the detailed micro-level data in the Consumer Expenditures Survey, we can also assess some of the 

channels underlying the response of inequality to monetary policy shocks. For example, Olivier Coibion, Yuriy 

Gorodnichenko, Lorenz Kueng, John Silvia, (2014) plots the responses of different percentiles of the labour 

earnings distribution to contractionary monetary policy shocks. Monetary policy shocks are followed by higher 

earnings at the upper end of the distribution but lower earnings for those at the bottom. Thus, there appears to be 

strong heterogeneity in the responses of labour earnings faced by different households.  Strikingly, the long-run 

responses of labour earnings and consumption (not shown) for each percentile line up almost one-for-one, 

pointing to a close link between earnings and consumption inequality in response to economic shocks. Thus, 

heterogeneity in labour income responses appears to be a significant channel through which monetary policy 

affects inequality. 

Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John Silvia, (2014) also plots responses of total income, 

defined as labour income and all other sources of income, after a contractionary monetary policy shock. While 

the responses of total income at the upper end of the distribution are almost identical to those for labour 

earnings, those at the 10th and 25th percentiles are shifted up significantly. This reflects the fact that lower 

quintiles receive a much larger share of their income from transfers (food stamps, Social Security, 

unemployment benefits, etc.) and that transfers tend to rise (albeit with a delay) after contractionary shocks, 

thereby offsetting lost labour income. Hence, transfers appear to be quite effective at insulating the incomes of 

many households in the bottom of the income distribution from the effects of policy shocks.  As a result, the 

dynamics of total income inequality primarily reflect fluctuations in the incomes of households at the upper end 

of the distribution. This illustrates that the income composition channel, particularly for low-income households, 

is also a key mechanism underlying the effects of monetary policy on income inequality. 

Because the Consumer Expenditures Survey does not include reliable measures of household wealth, it is more 

difficult to assess those channels that operate through redistributive wealth effects rather than income. For 

example, in the absence of consistent measures of the size of household currency holdings or financial market 

access, we cannot directly quantify the portfolio or financial market segmentation channels. Nonetheless, to the 

extent that both channels imply that contractionary monetary policy shocks should lower consumption 

inequality, the fact that our baseline results go in precisely the opposite direction suggests that these channels, if 

present, must be small relative to others. However, in the case of the redistributive channel involving borrowers 

and savers, we can provide some suggestive evidence of wealth transfers by identifying high and low net worth 

households as in Doepke and Schneider (2006), namely that high net worth households are older, own their 

homes, and receive financial income while low net worth households are younger, have fixed-rate mortgages 

and receive no financial income. As illustrated in Olivier Coibion, Yuriy Gorodnichenko, Lorenz Kueng, John 

Silvia, (2014), while the responses of total income for the two groups are statistically indistinguishable, 

consumption rises significantly more for high-net-worth households than low net worth household after 

contractionary monetary policy shocks, consistent with monetary policy causing wealth redistributions between 

savers and borrowers.  

While there are several conflicting channels through which monetary policy may affect the allocation of wealth, 

income, and consumption, our results suggest that, at least in the US between 1980 and 2008, contractionary 

monetary policy actions tended to raise economic inequality or, equivalently, expansionary monetary policy 

lowered economic inequality. To the extent that distributional considerations may have first-order welfare 

effects, our results illustrate the need for models with heterogeneity across households which are suitable for 
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monetary policy analysis. In particular, the sensitivity of inequality measures to monetary policy actions points 

to even larger costs of the zero-bound on interest rates than is commonly identified in representative agent 

models. Nominal interest rates hitting the zero-bound in times when the central bank’s systematic response to 

economic conditions calls for negative rates is conceptually similar to the economy being subject to a prolonged 

period of contractionary monetary policy shocks. Given that such shocks appear to increase income and 

consumption inequality, our results suggest that current monetary policy models may significantly understate the 

welfare costs of zero-bound episodes.  

 

Summary  

In this section, we aim to fill a gap in the literature on the potential side effects of macroprudential capital 

requirement policies. So far, inference is drawn mainly from either microeconometric empirical studies largely 

neglecting dynamic, general equilibrium and anticipation effects, or from structural models depending heavily 

on the frictions and shocks included as well as the calibration used. We propose a novel indicator of aggregate 

regulatory capital requirement tightenings for the US from 1979 to 2008. The indicator includes six episodes of 

exogenous bank capital tightenings. We provide ample evidence that it successfully disentangles regulation-

induced from other developments. This evidence is based on narratives, statistical (exogeneity) tests, careful 

account of controls in our regressions, and the behavior of key indicators capturing credit supply, bank capital, 

volatility etc. after the events, also in comparison to another financial shock. Using local projections of changes 

in this capital requirement indicator on various macroeconomic and financial variables, we conclude that 

aggregate capital requirement tightenings lead to temporary credit crunches and contractions in economic 

activity. This result lends support to the assertion of Hanson, Kashyap, and Stein (2011), Admati and Hellwig 

(2013) and Admati, DeMarzo, Hellwig, and Pfleiderer (2013) that higher capital requirements are not associated 

with substantial medium to long-run costs for the economy. Specifically, we find that business and real estate 

loan volumes decline, and lending spreads tend to increase. Negative loan supply effects trigger a temporary 

decline in investment, consumption and production. Non-financial corporations compensate the decline in bank 

lending by issuing corporate bonds and commercial paper, preventing a larger drop in investment. Negative 

wealth effects and a rise in the unemployment rate after the capital requirement changes matter for consumption 

dynamics as well. Monetary policy cushions negative effects on the real economy of regulatory changes. We 

also show that capital requirement tightenings alter second moments, as they enhance financial and 

macroeconomic stability in the short run and raise inequality in the medium run.  

What are implications for policy makers. First, transitory negative effects of capital requirement tightenings on 

real activity and bank loans, relative to the ef- fects on the bank capital ratio, are found to be larger than what 

previous studies report. We cannot ultimately determine why this is the case. However, to accurately assess the 

side effects of regulation it seems important to take into account general equilibrium and anticipation effects as 

well as to construct accurate macro- prudential policy measures. Second, monetary policy can support 

macroprudential policy by lowering the policy rate in a timely manner. This cushions negative effects of 

(exogenous) capital requirement tightenings on real activity and loan markets and at the same time helps banks 

adjust their capital ratios more quickly. Third, capital regulation does not put an additional strain on other 

policies through increasing financial and macroeconomic volatility. However, inequality rises in the medium 

run, and this worsens the environment in which other policies operate. 

 

Section VII: Macero Economic Impact of Bank Capital Tightening in the Developing Countries including 

Bangladesh 

7.1    Acting as by far the most important financial intermediaries  

Banks have a principal say over a country’s economic development as a whole. With a bank lending boom in 

times of economic thriving, there have also been surges in consumption and asset prices within private and 

corporate sectors. In comparison, under an economic downturn, banks reduce their lending volume, which may 

put production and other sectors in jeopardy. Therefore, the vulnerability of the banking system is regarded as a 

main cause of financial instability, affecting the entire economy. For those reasons, guaranteeing the financial 
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soundness of banks is one of the major targets of supervisors and regulators all over the world. The Basel 

frameworks on capital requirements were introduced to achieve this goal (BCBS, 2001).  

7.2    Lending Interest Rate and Aggregate Economic Growth -An Empirical Study of Vietnam  

ADBI Working Paper Series [(Nguyet Thi Minh Phi, Hanh Thi Hong Hoang, Farhad Taghizadeh-Hesary, and 

Naoyuki Yoshino No. 916 (2019)] study Basel Capital Requirement, Lending Interest Rate and Aggregate 

Economic Growth -An Empirical Study of Vietnam reported any large state-owned enterprises have defaulted on 

their liabilities, while some are over-leveraged. The Vietnamese economy has shown signs of corporate and 

financial distress and weaker growth. Several segments of the corporate sector exhibit poor performance and 

financial distress, 1 and have affected the health of the banking system. Therefore, the Vietnamese banking 

system has experienced a relatively long period of poor performance and vulnerable development. Viet Nam has 

experienced rapid credit growth, surpassing those of the countries with similar development level (IMF, 2017). 

As can be seen in Figure 1 and 2, credit growth reached a peak at 20% in 2015 and its credit-to-GDP ratio 

continuously grew from 105% in 2012 to a high level of 140% in 2016.  

However, bad debts and non-performing loans have been a big problem facing the Vietnamese banking industry. 

2 In fact, many small banks have experienced serious liquidity and solvency problems in recent years, leading to 

interventions by the State Bank of Vietnam (SBV). The reduced lending capacity of the banking system is one of 

the factors that have contributed to a sharp slowdown of credit growth (World Bank, 2014). The comparison of 

the bank’s non-performing loans to total gross loans (%) in Viet Nam with selected Asian economies. 

The study examined the possible impact of capital requirement, controlling for other explanatory variables, on 

banks’ lending activities, thus aggregate growth. To do that, we simulate an empirical model to testify our 

hypotheses. After an extensive literature review, a semi-structural Vector Autoregressive (VAR) model is 

developed by employing various explanatory variables. Prior studies have revealed that there are different 

proposals for applying an adjustment factor to the Basel capital requirement ratio, thereby eliminating discretion 

by regulators. Himino (2009), for example, proposes a stock price index as an adjustment factor, Yoshino and 

Hirano (2011) proposed GDP growth, credit growth, stock price, and real estate price index as adjustment 

factors. This paper is providing a more comprehensive analysis compared to earlier papers and exploring test 

results of the hypothesis based on various macroeconomic indicators (GDP, CPI), bank indicators (loan, deposit, 

capital adequacy ratio), monetary variables (interest rate and exchange rate) using quarterly data 2008Q1–

2016Q4 of Viet Nam. The empirical analysis provides insightful conclusion and policy implications for the 

Vietnamese government and other developing countries that planned for implementation of the Basel capital 

requirement in their banking system. 

7.3    Application Basel Capital requirement within Vietnamese Banking System  

The study provides a brief on application of application Basel Capital requirement within Vietnamese Banking 

System. In Viet Nam, according to the SBV, the adoption of Basel II widely within the banking industry is a 

must to guarantee a sound and solvent system. In an attempt to materialize the Basel II framework in Viet Nam, 

SBV have incorporated several regulations concerning the accord into its documents. In 2005, SBV announced 

safety ratios in lending activities of credit institutions whose computing approaches converged with the Basel I 

accord. Among those ratios, capital adequacy ratio (CAR) was stated to be at least 8% (SBV, 2005b). 

Nonetheless, the discrepancies between Vietnamese accounting standards and international ones deterred CAR 

calculations from fully satisfying Basel requirements. In addition, a CAR of 8% was required to be maintained 

by banks of all scopes, sizes, and risk pools. Upon the outbreak of the financial crisis in 2008, Viet Nam has 

been seriously impacted (World Bank, 2010). Within the country, a large quantity of capital and credit ran into 

real estate and stock markets, leading to a serious credit risk problem. The previous regulations became 

inadequate. Consequently, the SBV raised the minimum required CAR from 8% to 9% via a new Circular 13 in 

2010 (SBV, 2010). The calculation of CAR was again developed based on the Basel I accord. However, the 

denominator took into account credit risks only, overlooking market risks and operational risks. Moreover, in 

2014, Circular 36 was issued, setting up new banking regulation standards. Under the circular, CAR continued 

to be maintained at 9% at minimum. Nevertheless, compared with Circular 13, it was better developed, with the 

CAR formula being adjusted to be more detailed and transparent (Hoang Thi Thu Huong, 2017). Afterwards, in 
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December 2016, the SBV announced the issuance of Circular 41 stipulating minimum capital adequacy ratio 

among commercial banks in Viet Nam. Compared with previous regulatory documents relating to banks’ capital, 

this Circular is considered to be closer to the Basel II accord. In addition to adjusting the CAR from 9% to 8%, 

Circular 41 also complements capital buffers for market and operational risks apart from credit risks. The 

Circular is to be fully implemented starting on the first day of 2020 (SBV, 2016). In fact, Vietnamese banks have 

managed to sustain a relatively high level of CAR compared with the requirement under Circular 13, with the 

mean value of the whole industry exceeding 9%. Table 1 provides information on the CAR ratio of Vietnamese 

banks. As can be seen, the level of CAR in state-owned commercial banks, although satisfying regulatory 

requirements, is at risk of falling down in the case of a full implementation of Basel II. Meanwhile, joint-stock 

commercial banks are better capitalized thanks to higher CAR rates.  

However, it is worth noting that those ratios were computed based on Basel I standards. According to the 

National Financial Supervisory Commission (NFSC) (2017), when Basel II is fully applied, those banks have 

difficulties maintaining their current CAR level owing to the rise in risky assets they have taken in. 

 

7.3.1   Literature Review  

Conventionally, lending is an inherent function of banks. Factors affecting lending growth consist of bank 

capital (Naceur et al., 2018; Kosak et al., 2015), bank liquidity (Kim and Sohn, 2017) and bank supervision 

(Kupiec, Lee and Rosenfeld, 2017). The Basel capital requirements were introduced as a way to monitor and 

supervise bank activities. Indeed, a number of empirical studies have been devoted to investigating the impact of 

capital requirements on lending activities of banks and produced rather mixed outcomes. On one hand, several 

research studies support the significant short-run negative impact of capital requirements on bank lending and 

growth (i.e. Aiyar et al., 2014a, 2014b; Meeks, 2017; Noss and Toffano, 2016). Employing UK bank data, Aiyar 

et al. (2014a, 2014b) found that an increase in capital requirements of one percentage point reduces the growth 

rate in real lending by 4.6% and credit growth by 6.5–7.2%. Meeks (2017) presents new evidence on the 

macroeconomic effects of changes in regulatory bank capital charges, using confidential data from the Basel I 

and II implementation in the United Kingdom. The results show that an increase in capital requirements reduces 

lending to firms and households, causes a decline in total expenditure, and widens credit spreads. Specifically, 

secured household lending reduces by 0.5% after 18 months, and non-financial corporate lending is around 1.5% 

lower. These findings are also in line with the study by Noss and Toffano (2016); however, the impact on GDP 

growth is found statistically insignificant. On the other hand, when assessing the impact of capital requirements 

on lending activity over a longer timeframe, the results are less significant. For instance, Kashyap et al., (2010) 

propose that in the long-run, the effects of tightened capital regulation are hard to assess, and the impact on 

lending and real activity is likely to be modest.  

In addition, the MAG (2010) points out that a one percentage point increase in the target ratio of capital would 

lead to a decrease in the level of GDP of about 0.15 percent. But such a decline would likely occur about eight 

years after the start of implementation. These estimates imply that the long-run e Interestingly, De Nicolo et al. 

(2012, 2014), calibrating the model using US banking data, find an inverted U-shaped relationship between bank 

lending and capital requirements. Accordingly, when capital requirements of Basel II type are between 1–2%, 

banks will lend more, which allows them to accumulate retained earnings through increased revenues. The 

quantitative impact of an increase in required capital from 0 to 2–3% is a sizable 15% increase in lending. 

However, once the capital requirement crosses the 3% threshold, the optimal strategy for banks is to cut back on 

lending because of diminishing returns to investment relative to the cost of capital. More specifically, an 

increase in the capital ratio from 4 to 12% leads to a decline in lending by about 2.4%. This finding is consistent 

with Begenau (2015); however, the optimal regulatory capital ratio under the latter study is much higher, at 

14%. Contradicting previous findings, Francis and Osborne (2012) propose that by following a change in capital 

requirements, banks are inclined to adjust their asset portfolios by altering the composition rather than the 

volume of loans and other assets, for instance by shifting toward lower risk-weighted assets. In terms of capital, 

banks tend to focus on relatively inexpensive, lower quality, tier 2 capital, rather than higher quality, tier 1 

capital. When looking closer at the impact of changes in capital requirements on lending interest rates, two 

possible scenarios might emerge. On the one hand, an increase in regulatory capital standards is associated with 
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an increase in the funding costs of banks as equity capital becomes more expensive. Thus, banks are likely to 

pass this on to borrowers by raising interest rates on loans. On the other hand, a better capitalized bank is less 

risky, which is likely to lead to reduced required rates of return on both debt and equity. The overall impact 

would leave the lending rate unchanged as a result. Nonetheless, empirical evidence shows slightly different 

outcomes on lending rates. BCBS (2010), when examining 6,600 banks on 13 OECD countries from 1993 to 

2007, highlights that one percentage point increase in the capital ratio results in a median increase in lending 

spreads of 13 basis points. Kashyap et al. (2010) find that a 10% increase in capital requirement results in an 

increase of 2.5 to 4.5 basis points on loan rates. Similar results are obtained through studies by Elliott (2009) and 

Slovik and Cournede (2011). However, these findings suggest one common feature that the long-run effects of 

higher capital requirements on lending rates are relatively small (Rochet, 2014). Osborne (2016) provides 

different evidence that there is a pronounced cyclical instability in the relationship between bank capital and 

lending rates. However, his literature review also identifies that this relationship should be stable over time once 

fully controlling for aggregate macroeconomic and bank-specific variables. Other studies regarding this topic 

focus on the contributing factors. The analysis by Drumond and Jorge (2013) suggests that the overall impact of 

risk-based capital requirements on loan interest rates depends on the distribution of risk and leverage across 

firms and on the market structure of the banking sector. The empirical results by Said (2013) show that average 

rates of banks’ loans are mainly influenced by market rates on loans and policy rates. Also, risk-weighted assets 

under Basel I play an important role in influencing the optimal rates on loans and time deposits. 

In this section, we provide a theoretical as well as empirical evidence on the effects of changes in regulatory 

capital requirements under the Basel Accords on lending rates and aggregate growth, using data from 2008 to 

2016 in Viet Nam. In order to do that, we constructed a VECM model with seven variables, namely: Interest 

rate, Exchange rate, CAR, Deposit, Loan, CPI, and GDP. Our main finding is that CAR does not have a large 

impact on policy interest rate. Our estimates also show that CAR does not have a short-run relationship with the 

base rate. While the calculation of lending rates in Viet Nam is normally based on the policy rate, this result 

implies that tightened regulatory capital requirements do not induce higher lending rates. Additionally, the 

variance decomposition analysis shows that CAR may affect the lending capacity of banks in the short-run, but 

in the long-run, the effects lessen and after 20 quarters only 8% of the variance of interest rate can be explained 

by CAR. These findings are comparable to Noss and Toffano (2016), Kashyap et al. (2010), and Rochet (2014).  

 

7.3.2   To conclude  

The stricter regulatory capital requirement under the Basel Accords is a non-binding constraint on banking 

operations in Viet Nam. Rather, the variation of interest rate depends majorly on its own innovations; yet, this 

effect is inclined to weaken in the long-run. This means that stabilization of historical interest rate and 

accumulation of more deposits will help banks to provide a better interest rate. With regards to GDP, our short-

run dynamic analysis finds that the relationship between the aggregate output and CAR is significantly negative. 

However, the magnitude of CAR on the GDP lessens over longer periods. The less significant impact between 

capital requirements and aggregate growth over the long-term period also holds true in such a study by Kashyap 

et al. (2010). In sum, higher microprudential capital requirements on banks have statistically important spill-

overs to the macroeconomy in short-term, yet their effects lessen over a longer period. One possible explanation 

of the non-binding constraint of the Basel requirement on lending behavior comes from the CAR calculation in 

Viet Nam. Many banks in Viet Nam still use the standardized approach to measuring risks. Accordingly, the risk 

weights applied are mapped to ratings used by external rating agencies. Hence, a fixed risk weighting to assets is 

used to calculate the CAR, which is somewhat similar to the calculation under the Basel I framework. 

Catarineu-Rabell, Jackson, and Tsomocos (2003) claimed that ratings issued by external rating agencies are 

more stable over the business cycles, as compared to the internal rating schemes. Nonetheless, our empirical 

results show a strong dependence of the aggregate output on lending and deposit. This implies that credit easing 

was a major driving force of high economic acceleration in Viet Nam during 2008-2016. This timeframe was 

also characterized by monetary easing policies by the State Bank of Viet Nam. These easing strategies, in turn, 

would offset the contractionary effects of the tighter macroprudential policy on national output (Meeks, 2017).  
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7.4     The Basel III Accord--its impact on Bangladesh economy 

Banks and Nation Building seems strange to have a discussion of nation-building devoted to the importance of a 

banking system. After all, when we think of nations, we think of constitutions, borders, and functioning 

governments [John L. Douglas, (2008)]. When we think of failed nations, we think of a lack of effective 

government, a loss of control over society, and a breakdown in law and order. Banks hardly figure into that 

discussion at all. Indeed, in our society, while banks play an important role, they usually reside quietly in the 

background. Many of us never set foot in a bank. Our paychecks may be deposited in a bank, and if we need 

cash (a somewhat rare occurrence these days), we will go to an ATM. Of course a bank may be involved 

somehow in giving us a credit card or a debit card and may be involved somehow in providing an automobile or 

home loan. In many ways, banks are simply part of the general noise and clutter of modern society. We pay 

attention when something goes wrong, but otherwise banks are sort of like washing machines. They do their job, 

occasionally need fixing, but it is hard to think that a washing machine (or a bank) is all that important in nation 

building. This writeup proffers the proposition that a banking system is more than background noise [John L. 

Douglas, (2008)]. A banking system functions as the heart and lifeblood of any functioning economy. A banking 

system is the key to economic growth and development. It is essential to unlocking wealth, creating 

opportunities, providing jobs, and facilitating commerce. It provides a mechanism for individuals and businesses 

to participate in the global economy. Importantly, banks, when they do their jobs correctly, allow their customers 

to have a vested interest in a strong and stable society. However, one no more builds a nation by establishing a 

banking system than one builds a nation by writing a constitution. A banking system is important in part because 

of the elements required to make it function: a legal system that respects contracts and agreements, honoring the 

rights of both debtors and creditors; an independent central bank; a judiciary that follows the rule of law; and a 

government that understands the importance of strong, healthy banks and provides sound supervision and a legal 

framework within which they can operate. Only then can the banking system accomplish its primary roles—that 

of providing a safe haven for the funds of the public and a means to devote those funds in productive loans to 

build theeconomy. A healthy banking system, then, not only helps build a nation for what it does, it helps build a 

nation for what it requires [John L. Douglas, (2008)].  

 

7.4.1   Impact of BSEL III application in Bangladesh Banking System  

Jamil Hossain (2020) in Financial Express writes Banks is a vital part of a Bangladesh's economy. In their 

traditional role as financial intermediaries, banks serve to meet the demand of those who need funding. With the 

advent of globalisation, banking activities are no longer confined to the borders of any individual country. With 

cross-border banking activities rapidly increasing, the need for international cooperation in bank regulation has 

likewise increased. Basel Committee on Bank Supervision (BCBS) has promulgated guidance on issues critical 

to ensuring health in the banking systems across the world. Basel III, published in 2010, is the most recent 

Accord. Each Accord is purported to improve upon the previous one, but early indications suggest that Basel III 

is not flawless and so it will likely not be the last Accord. At the heart of all the Basel Accords is the issue of 

regulating bank capital or, more accurately, developing rules to ensure that banks maintain sufficient levels of 

capital. The role of capital in preserving a safe and sound banking system cannot be overstated. By maintaining 

sufficient amounts of capital, banks are able to ensure that they are capable of meeting their obligations to their 

creditors. Likewise, having sufficient amounts of capital will instill confidence in depositors and other bank 

creditors that the bank will repay them, even if some of the bank's assets default. 

The BCBS promulgated Basel III in September of 2010. Formally titled, "A Global Regulatory Framework for 

More Resilient Banks and Banking Systems," Basel III reflects the BCBS' attempts to apply lessons learned 

from the financial crisis and apply them to the existing framework of banking regulation. Thus, Basel III does 

not replace Basel II, but rather augments it. The primary goal of Basel III is to improve the ability of banks to 

absorb asset losses without affecting the rest of the economy. In terms of capital regulation, as will be seen 

below, Basel III focuses mainly on the quantity and quality of capital held by banks. 

 

7.4.2   New definition of regulatory Capital 

Among the most important parts of Basel III is its new definition of regulatory capital, which is more restrictive 

and emphasises greater quality. Basel III retains the tier 1 and tier 2 distinction, but limits their composition to 



350 

higher-quality capital that is better able to absorb losses. Under Basel III, Tier 1 capital must be mostly of "core 

capital, which consists of equity stock and retained earnings. In addition, many items that were formerly 

included in a bank's capital calculation under Basel II, including some forms of subordinated debt, will be 

excluded under Basel III. Those capital instruments that will no longer qualify as "capital" under Basel III will 

be phased out of a bank's capital calculation over a ten-year period starting in 2013. This transition period will 

help those banks that do not currently possess sufficient amount and types of capital to comply with the new 

requirements. 

In addition to increasing the quality of capital, Basel III increases the quantity of capital that banks must hold. 

By the time participating countries fully implement Basel III in 2019; banks are expected to maintain a total 

capital ratio of 10.50 per cent, an increase from the 8 per cent requirement under Basel II. As with Basel I and 

Basel II, banks under Basel III must maintain a minimum total capital ratio of at least 8 per cent of risk-

weighted assets. However, under Basel III, after a bank has calculated its 8 per cent capital requirement, it will 

have to hold an additional capital conservation buffer equal to at least 2.50 per cent of its risk-weighted assets, 

which brings the total capital requirement to 10.50 per cent of risk-weighted assets. The purpose of the capital 

conservation buffer is to ensure that banks have sufficient capital levels to absorb asset losses, especially during 

periods of financial and economic stress. 

To improve the quality of capital held by banks, Basel III also increases the amount of tier 1 capital that banks 

are required to hold. As mentioned above, tier 1 capital includes higher quality capital in the sense that it is 

comprised of items representing ownership in the bank and unencumbered sources of funds. Under Basel III, 

banks will be required to maintain an amount of tier 1 capital equal to at least 6 per cent of risk-weighted assets, 

a 2 per cent increase over the current requirement of 4 per cent. In addition, banks will also have to hold more 

core capital. As mentioned above, core capital is a subset of tier 1 capital that includes common equity, and thus 

represents the highest quality capital. Under Basel III, banks will have to hold an amount of core capital equal to 

at least 4.50 per cent of risk-weighted assets, whereas in the previous Basel Accords, core capital had to 

represent only 2 per cent of risk-weighted assets. The total amount of core capital that banks are required to hold 

increases to 7 per cent if one includes the capital conservation buffer, which must also be comprised of core 

capital.  

 

7.4.3   To combat procyclical behaviour  

Basel III will require banks to maintain a countercyclical buffer. The amount of the counter-cyclical buffer will 

range from 0-2.50 per cent of risk-weighted assets. The exact amount of the counter-cyclical buffer will be 

decided by national regulatory authorities and will generally be determined by the amount of credit in an 

economy, with more credit leading to a higher buffer. The purpose of the counter-cyclical buffer is to ensure that 

banks are sufficiently capitalised during periods of excess credit growth, which usually occurs when the 

perceived risk in assets is low. Thus, the counter-cyclical buffer can be viewed as an extension of the capital 

conservation buffer in the sense that it counteracts the trend of low capital levels during times of low risk. 

Consequently, by maintaining high capital levels during "good" economic times, banks can avoid drastic 

measures to conserve capital during bad economic times, and thus avoid credit crunches. Assuming a counter-

cyclical buffer of 2.50 per cent, Basel III could potentially require banks to maintain, at a minimum, a capital 

level equal to 12.50 per cent of its total risk-weighted assets. 

Basel III also implements a leverage ratio, which will require banks to maintain an amount of capital that is at 

least equal to 3 per cent of the bank's total assets. As opposed to the risk-weighted capital ratios, which compare 

a bank's capital to the bank's risk-adjusted assets, Basel Ill's leverage ratio will compare a bank's capital level to 

its total assets, regardless of their risk level. By requiring a leverage ratio, Basel III ensures that banks maintain 

at least some amount of capital at all times, and thereby limits the ability of banks to engage in practices 

designed to evade minimum capital requirements. Thus, the leverage ratio will serve as a capital floor to ensure 

that banks have at least some amount of capital to protect it against unforeseen losses. 

Bangladesh Bank (BB) vide BRPD Circular No. 18 dated December 21, 2014 issued "Guidelines on Risk Based 

Capital Adequacy (Revised Regulatory Capital Framework for banks in line with Basel III)" where BB also 
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revised the Action Plan/Roadmap. The phase-in arrangements for Basel III implementation is as: Bangladesh 

banking system with the phases of time shall have to build up their capacity to cope up with the Basel 

regulations which will ultimately put the banks into a solid capital base. This will help the banks to understand 

their capacity to face any financial shocks in a stress situation. Moreover, the regulator will also be able to 

understand the health of the bank which will prompt the regulator to take action, even choosing the path of 

merger against the delinquent bank. 

One of the obvious criticisms of Basel III cenres on the level of capital it requires banks to hold. Critics who say 

the amount is too high point to the impact it will have on lending. By requiring banks to have higher levels of 

capital, Basel III reduces the amount of money a bank can lend. For example, if a bank has BDTk 100 worth of 

capital, under Basel II it could lend up to BDTk 1250 of risk-weighted loans (BDTk 100 would be the 8 per cent 

minimum capital level required by Basel II). However, when Basel III is fully implemented, that same BDTk 

100 of capital could now represent up to (l2.50 per cent of the bank's total risk-weighted assets, which means the 

bank can lend up to only BDTk 800. Critics point out that a reduction in lending will inhibit economic growth. 

Banks and their ability to inject money in the economy through lending are an important component in 

economic growth. Therefore, by imposing lending restrictions in the form of higher capital requirements, Basel 

III is effectively restricting banks from doing their part in sponsoring a robust and healthy economy. 

 

7.4.4   The true economic impact of Basel Ill's requirements 

The true economic impact of Basel Ill's requirements is, of course, debatable. Given the short amount of time 

that has elapsed since Basel III was approved, it is obviously too early to say with any certainty what the real 

impact will be. However, preliminary reports have projected what this impact might be. A report produced by 

the Institute of International Finance (IIP) (an organisation representing banks) concluded that Basel Ill's 

requirements would result in a 3.10 per cent drop in a nation's Gross Domestic Product (GDP) for over 1 per 

cent increase in a bank's capital ratio. In contrast, a similar report produced by the Bank for International 

Settlements (BIS) concluded that GDP would decrease by only 0.09 per cent for every 1 per cent increase in the 

capital ratio requirement. While both reports agree that Basel III will have least negative impact on economic 

growth, they underscore the uncertainty surrounding the extent of the negative impact of Basel Ill's 

requirements. 

Related to the economic argument is the concern raised by banks that higher capital levels will hurt bank profits. 

Critics argue that banks will compensate for the income lost from their reduced lending ability by increasing the 

interest rates they will charge on loans, thus making credit more expensive to borrowers. To accomplish this, 

banks will take on riskier assets regardless of the concomitant higher capital requirements. Therefore, with the 

higher capital requirements, not only will there be less lending, but the lending that does take place will be more 

expensive and riskier. One redeeming aspect here is Basel Ill's implementation timeline, which does not call for 

full implementation of all of Basel Ill's requirements until 2019. Such a lengthy timeline should give banks 

plenty of time to adjust to higher capital requirements and allow for a gradual and orderly transition from the old 

capital rules to the new ones. 

On the other hand, there are critics who hold the opposite view, that the capital requirements imposed by Basel 

III are too low to ensure a bank to absorb losses of the same magnitude as those experienced during the financial 

crisis. In support of their argument those calling for even higher capital requirements point out that many of the 

banks affected by the financial crisis, especially those in the United States, already had capital levels at or above 

the Basel III levels. Some studies even suggest that the necessary minimum capital ratio should be closer to 5-20 

per cent, which would effectively double Basel Ill's requirements. 

Maybe the biggest criticism of Basel III is what it fails to do. Many of the criticisms of Basel II go unaddressed 

in Basel III. For example, Basel III does not address the problems associated with Basel IPs methods of 

assigning risk to a bank's assets- it does nothing to change the calculation of the bank's risk-weighted assets and 

leaves in place the use of external rating agencies to determine risk. Nor does Basel HI do anything to harmonise 

the ERB approaches to prevent vastly different risk-weighting methodologies from bank to bank. Thus, while 

Basel III has attempted to improve the numerator of the capital ratio, it has done nothing to improve the 
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denominator, which many would argue needed the most reform. Yet, if the criticisms already put forth are any 

indication, Basel III may be just one of many steps yet to come. 

 

7.5     Bangladesh Banking lags behind neighbors in implementing Basel III 

The country’s banking sector is lagging far behind that of the neighboring countries in implementing the Basel 

III capital rules that are due to come into full force in 2019. Bangladesh Bank (BB) adopted the Basel Accord 

first in 1996 and now Bangladeshi banks are following the third phase of the guideline from January 2015 to 

January 2019. Switzerland-based Basel Committee on Bank Supervision (BCBC) introduced the first edition of 

Basel Accord in 1988 which indicates supervisory guidelines that regulator authorities impose on both 

wholesale and retail banks. According to a study report, prepared by Bangladesh Institute of Bank Management 

(BIBM), Bangladeshi banks-maintained 10.8 percent capital adequacy ratio (CAR) by the end of 2016, the 

lowest in the region. In South Asia, Pakistan maintained the highest 16.2 percent CAR followed by Sri lanka 

14.3 percent while India scored 13.3 percent on their way to achieve the third phase of Basel Accord by 

January1, 2019. 

Bangladesh Institute of Bank Management (BIBM) on Thursday unveiled a report on the latest status of 

commercials banks on implementation of Basel Accord in the country.  The survey report also revealed that the 

central bank submitted the previous edition of Basel Accord in 2010 despite the instability in global economy 

during 2007-09. BIBM Prof Nelah Ahmed presented the keynote paper titled ‘Impact of Adopting Basel Accord 

in Banking Sector in Bangladesh’ at a BIBM seminar held at its office at Mirpur in Dhaka. 

According to the BIBM survey, among 57 banks, 50 banks have crossed the mark of Basel standard of 10 

percent while 7 banks fallen short of target. Some 15 banks have performed well by crossing 16 per cent mark 

by end of last year. The study, however, identified the state-owned commercial banks’ performance worsening 

as the collective score of banks is 5.86 pc, almost half of the Basel framework of 10. The resilience of banks 

becomes larger which means the guideline makes banks more absorbent. BB deputy governor also expressed his 

desired that all banks will be able to submit their reports with good performance in third phase of Basel Accord 

by 2019 January. 

7.6     Basel III Means For Bangladesh Banking System  

Basel III capital regulations are unexceptionable for the Banking Sector in Bangladesh. It is to improve the 

banking sector’s ability to absorb shocks arising from financial and economic stress, whatever the source thus 

reducing the risk of spill over's from the financial sector to this real economy.  

 

7.6.1  Key Issues for Bangladesh Banking Sector 

The third pillar of Basel II is market discipline, which involves more of disclosures. Disclosures made by banks 

are essential for market participants to make more informed decisions. Basel III further strengthens the 

disclosures, where banks are required to disclose on composition of the regulatory capital and any adjustments 

to the regulatory capital. Higher capital requirements also come with costs. In banks attempt to meet the 

requirements, they may use a combination of strategies that may have adverse impact on aggregate 

macroeconomic activity. In order to meet the new capital requirements, banks could inject new equity or 

increase retained earnings. However it could be attained by reducing dividend payments, increasing operating 

efficiency, reducing compensation and other costs, raising interest rate spread, increasing non-interest (fee) 

income. Moreover, it may reduce through reducing risk-weighted assets by lowering the size of loan portfolios, 

tightening loan agreements, reducing loan maturities, reducing or selling non loan assets, extending exposures to 

the good rated borrowers and so forth.  

 

7.6.2   Challenges  

Basel III implementation in Bangladesh banking system will limit the leverage effect as additional measures to 

capital requirements calculated according to risk at microprudential level. On the other hand, introduction of 

international liquidity standards is the another measure of the same, which provide short term (30 days) 

resistance to shock/crisis of liquidity and a solid profile of structural liquidity on long-term (one year). At 



353 

macro-prudential level, the measures have anti- cyclical character and consist of introduction of a 

countercyclical capital buffer in order to protect the financial system against systemic risks associated with 

unsustainable credit growth (represents 2.5 percent over the minimum capital-Tier 1 composed of common 

stock, retained earnings and reserves).  In case of capital conservation buffer in order to cover losses if the bank 

faces financial problems (varies within an interval which reaches maximum value at 2.5 percent depending by 

the phase of economic cycle). Countercyclical capital buffer is directly proportional to systemic risk and is 

calculated according to credit/GDP indicator. In case of computing a leverage effect, the purpose being to limit 

debt levels in the banking system in times of boom. Systemically important banks, concerns being orientated to 

reducing the probability and impact of their bankruptcy, reducing public sector intervention and the imposition 

of a level playing field by reducing the competitive advantage that these banks hold in financing.  

 

7.6.3   Capital adequacy pressure  

Capital Adequacy focuses on the total position of banks’ capital and protection of depositors and other creditors 

from the potential shocks of losses that a bank might incur. It helps absorbing all possible financial risks like 

credit risk and other core risks, market risk, operational risk, residual risk, credit concentration risk, interest rate 

risk, liquidity risk, reputation risk, settlement risk, strategic risk, environmental & climate change risk etc. 

Under Basel-II, banks in Bangladesh are instructed to maintain minimum capital requirement (MCR) at 10.0 

percent of the risk weighted assets (RWA) or Taka 4.0 billion as capital, whichever is higher, with effect from 

July-September 2011 quarter. As on 2012 the SCBs, DFIs, PCBs and FCBs maintained CAR of 8.1, -7.7, 11.4 

and 20.6 percent respectively. 2 SCBs, 2 DFIs and 4 PCBs could not maintain minimum required CAR. The 

CAR of the banking industry was 10.5 percent in year 2012 and 9.1 percent in 2013 up to end of June. All 

foreign banks maintained minimum required capital. Noteworthy that industry CAR stood at 9.1 percent. The 

financial health of Bangladesh banking system has improved significantly in terms of capital adequacy ratio if 

we compare the composite ratios from year 2008 to 2013. As per BASEL III norms it will be difficult for state 

owned commercial banks to increase its Tier I and Tier II capital due to higher credit and operational risk. On 

the other hand, for DFIs, it is quite impossible to mitigate the requirement for its negative capital adequacy ratio. 

According to BASEL III norms the bank can increase its equity portion by issuing common equity. At present 

the capital market of Bangladesh is not stable at all and is not quite supportive for banks to collect fund by 

issuing common equity.  

According to statistics from the Bangladesh Bank for State-owned Commercial Banks and Development 

Financial Institutions, the retained earnings won’t provide enough capital to meet even their regulatory 

requirements; banks will need to turn to the market to address this capital shortage. Over the past few years, 

regardless of their public promises, many commercial banks have sourced funds via the capital markets, thereby 

increasing stock volatility. Such changes in the market, bankers feel keenly the dual pressures from regulatory 

bodies and investors making it even more difficult for banks to acquire capital smoothly and promptly in case of 

capital shortage.  

 

7.6.4    Liquidity pressure  

In addition to amending capital adequacy ratios, the Basel Committee included a related requirement on 

liquidity in the new capital accord. This update has major implications for Bangladeshi banks; it arose as a result 

of the liquidity challenges faced by major financial institutions. The advance-to-deposit ratio in the banking 

sector declined to below 72 per cent in September 2013 as credit demand in the private sector continued to drop 

since the second half of the last fiscal year due to dull business situation in the country amid political unrest. 

According to the latest BB data, the overall ADR in the banking sector dropped to 71.65 percent as of 

September 26 from 73.34 per cent as of August 1, 2013. BB data showed that the ADR in the banking sector was 

76.95 per cent as of January 10, 76.28 per cent as of February 7, 75.28 per cent as of March 14, 75.26 per cent 

as of April 25, 74.90 per cent as of May 2, 74.01 per cent as of June 13, 73.35 per cent as of July 11, 73.34 per 

cent as of August 1 and 71.65 per cent as of September 26 of this year. As per the BB rules, the conventional 

commercial banks are not allowed to invest more than 85 per cent of their deposits while Islamic banks and 

Islamic wings of the conventional commercial banks can invest up to 90 per cent of their deposits. The major 

challenge for banks in implementing the liquidity standards is to develop the capability to collect the relevant 
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data accurately and to formulate them for identifying the stress scenario with accuracy. However, positive side 

for Bangladeshi banks, they have a substantial amount of liquid assets which will enable them to meet 

requirements of Basel III.  

Basel III introduces new liquidity regulations which aim to ensure banks have sufficient liquidity over both the 

short and the longer term. The global financial crisis highlighted the problem that banks did not maintain 

sufficient levels of liquid assets. When the crisis hit, some banks were unable to meet their obligations and 

governments had to step in and provide liquidity support. One striking example of this was Northern Rock in the 

UK. To reduce the risk of this happening again, banks will now have to comply with two new ratios:  

Net Stable Funding Ratio (NSFR) is intended to promote more medium and long-term funding of banks’ 

activities. In summary, it establishes a minimum amount of stable funding based on the liquidity characteristics 

of an institution’s assets and activities over a one year horizon. Stable funding in this context means capital, 

preferred stock and debt with maturities of more than one year and that portion of deposits with maturities of 

shorter than a year that would be expected to stay with the institution in a stress scenario. The net stable funding 

ratio (NSFR) is likely to be implemented from 2019. Implementation of the liquidity coverage ratio (LCR) it 

may necessitate banks to maintain additional liquidity since the LCR requirement is more stringent.  

 

7.6.5   Impact of Leverage Ratios  

From Bangladesh Banks’ point of view, Bangladesh Bank already had Statuary Liquidity Ratio (SLR), as a 

regulatory mandate. The statutory liquidity portfolio of banks is constituted only for moderate risk i.e. Market 

Risk and it is excluded from leverage ratio. The Tier I capital of many banks is comfortable (more than 8%) and 

their derivatives activities are not very large. Thus, leverage ratio cannot be a binding constraint for banks in 

Bangladesh.  

 

7.7    Cost effective model development 

For every bank, it is critical to work out the most cost-effective model for implementing Basel III. Banks will 

have to issue fresh capital particularly towards the later years of implementation. Although PCB and FCB banks 

have the advantage of a strong starting base in the form of a higher capital to risk-weighted assets ratio with a 

larger component of core equity capital, the large equity needs, though over an extended time-frame, could put 

downward pressure on the banks’ Return on Equity (ROE). In the long term, the higher capital requirements 

would bring down risks in the banking sector inducing investors to accept a lower ROE. In the short term, 

though, the only solution is to raise productivity. Return on equity of the banking industry remained virtually 

unchanged at 8.20 percent at the end of December 2012 and 8.21 percent at the end of June 2013. The 

Government of Bangladesh being the owner of public sector banks will have to play a proactive role in this 

process  

 

7.7.1   Implementing the countercyclical capital buffer 

A critical component of the Basel III package is implementation of countercyclical capital buffer which 

mandates that banks build up a higher level of capital in good times (that could be run down in times of 

economic contraction), consistent with safety and soundness considerations. Here the foremost challenge to the 

BB is identifying the inflexion point in an economic cycle which should trigger the release of the buffers. The 

identification of the inflexion point needs to be based on objective and observable criteria; it also requires long 

series data on economic cycles. In Bangladesh the types of macroeconomic data and the choice of options will 

be a considering factor. The proposed capital buffer provision will impose additional cost to banks in 

Bangladesh. However there is variable used to calibrate the countercyclical capital buffer called credit to GDP 

ratio. Here some insight about the Credit-to-GDP ratio scenario is given below:  

Banks’ credit to GDP ratio is continuously changing due to structural reforms. In economy where the new 

sectors like power and energy, micro finance etc. are just emerging, banks are promoting for growth of these 

sectors through lending. For countercyclical measures, banks have to improve their analytical capabilities and 

need to improve capabilities to predict business cycle at aggregate and sectoral levels.  
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7.7.2   Risk management  

In recent years many banks have strengthened their risk management systems which are adequate to meet the 

standardized approaches of Basel II. A few banks are making efforts in the direction of moving towards 

implementation of advanced approaches. The foreign banks and large private commercial banks need to migrate 

to the advanced approaches, especially as they expand their overseas presence. The adoption of advanced 

approaches to risk management will enable banks to manage their capital more efficiently and improve their 

profitability. This graduation to advanced approaches requires three things. First and most important, a change in 

perception from looking upon the capital framework as a compliance function to seeing it as a necessary 

prerequisite for keeping the bank sound, stable, and therefore profitable. Second, the graduation to advanced 

approaches requires deeper and broader based capacity in risk management; and finally, it requires adequate and 

good quality data. Other banks also need to strengthen their risk management and control system so as to 

allocate risk capital efficiently and improve profitability and shareholder's return. The important issues here are: 

On what aspects of risk management should the banks focus? How do they improve the risk architecture. How 

can banks strengthen risk management capacities so as to generate adequate and qualitative data.  

 

7.7.3  Systemic risk  

While bank specific risk is relatively easy to identify, systemic risk is much more difficult. In this regard, there 

is a need for devising objective criteria to identify trigger points of boom and slack in an economy. For this 

purpose the following parameters need to be considered for market study. These include trend in credit/GDP 

ratio, market volatility, sectoral concentration (industry/ borrower), NPA/GDP ratio, inflation, banks' exposure to 

sensitive sector. It may be mentioned that to identify systemic risk there is a need for developing a large 

historical macroeconomic database for above parameters.  

 

7.7.4   Creating the awareness of criticality of data quality  

Ultimately, how much risk the bank wants to take on and at what rate of return must be clearly defined. 

Conceptually, following a metrics and accompanying indicators can assist in articulating the bank's risk appetite: 

earnings volatility; profitability metrics such as ROE, RAROC, RORAC, EVA; target capital ratios; target risk 

profile; and zero tolerance of risks. Risk appetite should not exceed an entity's risk capacity, and in fact appetite 

should be well below the capacity.  

 

7.8     Reviewing portfolio risks in relation to risk appetite 

Banks have to assess the vulnerabilities of their portfolio at regular intervals and determine whether the portfolio 

is in line with the risk appetite. Being appraised of the material risks and related responses: Because risks are 

constantly evolving, the goal of risk management is to provide timely information about risks arising across the 

organisation. Model risk management: Banks need to improve the governance of models being used. Decisions 

cannot be based on quantitative models alone. Qualitative/expert judgement is a key parameter to minimise the 

model risk. Stress testing: Stress testing receives a lot of significance under Basel III. VaR does not capture 

catastrophic losses. Hence, stressed VaR is the key parameter in Basel III capital adequacy calculation. 

Strengthening enterprise risk management for strategic advantage Implementation of enterprise risk 

management (ERM) provides the opportunity to have integrated view of the risk and the cross-risk interactions. 

A new risk and finance management culture: Basel III is changing the way banks manage risk and finance. Basel 

III requires greater integration of the finance and risk management functions. This will probably drive the 

convergence of the responsibilities of Chief Finance Officer (CFO) and Chief Risk Officer (CRO).  

 

7.8.1   Improving the risk architecture  

Managing the data  

In order to meet the Basel III compliance, banks have to ensure that risk and finance teams have quick access to 

centralised, clean, and consistent data. The data management requirements of Basel III are significant. If the data 

is dispersed across different silos it involves more overhead costs compared to those with a more centralised 
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approach to collecting, consolidating, and submitting reports under Basel I, II, and III. Data has to be efficiently 

managed so as to ensure that calculations for capital adequacy, leverage, and liquidity are done accurately.  

 

Transparency/Audit-ability-data lineage 

Once a regulatory report has been submitted, it is highly likely that a regulator will follow up with the bank to 

clarify critical issues about how the results were calculated and how the rules were applied. This will require the 

bank to identify, check, approve, and submit the data quickly and accurately. This audit process will be 

especially difficult for banks if the data is dispersed across multiple silos and systems, as it will take longer to 

search for the relevant information. Banks with a centralised data model will be able to respond faster and more 

efficiently to these enquiries.  

 

Summary  

The feature of additional capital requirements will pose a challenge for the banks, though the overall capital 

level of the banks will see an increase. The new norms seem to favor most of the PCBs and FCBs that have 

better risk management and measurement expertise, who also have better capital adequacy ratios and 

geographically diversified portfolios. The DFIs are also likely to be hurt by the rise of inter-bank loans that will 

effectively price them out of the market. Thus, banks will have to re-structure themselves if they are to survive 

in the new environment through improved risk management and measurement by banks. Most of these models 

require minimum historical bank data that is a tedious and high cost process, as most state owned commercial 

banks and development financial institutions do not have such a database. The technology infrastructure in terms 

of computerization is still in a nascent stage in most SCBs and DFIs. Computerization of branches, especially 

for those banks, which have their network spread out in far-flung areas, will be a daunting task. Penetration of 

information technology in banking has been successful in the urban areas, unlike in the rural areas where it is 

insignificant. Therefore, while banks have no choice in complying with Basel III, how they choose to implement 

it can offer scope for competitive advantage. Those banks that implement Basel III with a view to improving 

their business processes as well as their regulatory processes stand to reap further rewards compared to those 

banks that see Basel III compliance as an end in it. This way the Basel III regulations may work as a revolution 

for the banking sector. So, taking into account of the present financial market scenario, supervisor as well as 

banks have to renovate them to actually cope-up with the challenges of Basel III. Banks should reinforce their 

internal control systems, and make every effort to develop internal risk models and management systems. In a 

nutshell, from a regulator’s perspective, a relevant standards and apt approaches commensurate to BASEL 

framework should be set and update through guidelines for the banking industry so that the benefits of risk 

management can be maximized and the undesired outcomes of financial turmoil can be mitigated.  

 

7.9     Effect of Credit Risk on the Banking Profitability: A Case on Bangladesh 

The role of commercial banks is alike blood arteries of human body in developing economies as it accounts for 

more than 90 percent of their financial assets (ADB, 2013) due to less borrowers’ access to capital market (Felix 

Ayadi et al., 2008). Therefore, efficient intermediation of commercial banks is vital for developing economies in 

order to achieve high economic growth, while insolvency of them leads to economic crisis. However, 

intermediation function of commercial banks gives rise to different types of risks with different magnitudes and 

level of causes on bank performance such as credit risk, liquidity risk, market risk, operational risk etc (Van 

Gestel & Baesens, 2008). Among the others Credit risk is found most important type of banking risk (Abu 

Hussain & Al-Ajmi, 2012; Khalid & Amjad, 2012; A. Perera et al., 2014). As it accounts for 84.9 percent of total 

risk elements of a bank (Bangladesh Bank, 2014) and more than 80 percent of Balance sheet items are also 

exposed to it (Van Greuning & Bratanovic, 2009). 

On the other hand, some recent studies [(Chaplinska, 2012; Gropp et al., 2010; Mileris, 2012; Romanova, 2012); 

GAO, 2013)] reveal that excessive credit expansion, poor lending quality and inappropriate credit risk 

management are the main reasons of recent global financial crisis. The problem starts in the application stage 

and increases in the approval, monitoring and controlling stage if credit risk management guideline is weak or 

incomplete (Richard et al. 2008). Recognizing the effect of credit risk and providing an extensive approach for 

managing this risk, the Basel Committee on Banking Supervision adopted the Basel I Accord in 1988, followed 
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by the Basel II Accord in 2004 and in recently the Basel III accord by experiencing the loopholes of previous 

accords to deal credit risk during financial crisis (Jayadev, 2013; Ouamar, 2013).  

Banking system of Bangladesh consists of 56 banks of which 4 state owned commercial banks, 4 development 

financial institutions, 39 private commercial banks and 9 foreign commercial banks with 8685 branches across 

the country. Here, banking plays a vibrant role for ensuring sustainable economic growth with continuously six 

percent plus gross domestic product in last decade by expanding its network to rural Bangladesh. Liberalization 

and globalization in the banking industry brought advancement in technical adoption, quality and quantity in 

banking operations in the country in recent years. Following the adoption of Basel accords and core risk 

management guidelines of Bangladesh Bank, banking industry of Bangladesh could avoid the effect of global 

financial crisis during 2007-2009. But, dependency of bank borrowing of the country has increased from 2010 

due to capital market shock in recent years. As a consequence, aggregate nonperforming loan ratio of banks has 

increased from 6.1 percent in 2011 to 13.2 percent in third quarter of 2013 and the ratio of bad loan to classified 

loan has also increased from 66.7 percent in 2012 to 78.7 percent in 2013 (Bangladesh Bank, 2013). This is the 

indication of degradation of lending quality and increase of the credit risk in the banking sector of Bangladesh 

which may adversely affect the profitability of the banks [(Abu Hanifa Md. Noman, Sajeda Pervin, Mustafa 

Manir Chowdhury, Hasanul Banna (2015)].  

One of the most pioneer papers in banking profitability, Haslem (1968) identifies that bank management, time, 

location and size influence on bank’s profitability. It remains a great interest among the researchers to 

investigate the effect of credit risk on profitability. For example, Berger (1995) surprisingly finds a strong 

positive relationship between capital adequacy ratio and profitability of US banks during 1980s however, he 

considered the relationship should be negative under certain situations. In another study Kosmidou et al. (2005) 

also find finds the similar result for UK commercial banks during 2000-2005.  

Moreover, many studies also devote to investigate the relationship. Hosna et al. (2009) find a positive 

relationship between credit risk and profitability on four commercial banks in Sweden during 2000 to 2008. 

However, in another study Kithinji (2010) investigates the impact on profitability of credit risk on the Kenyan 

commercial banks but finds a neutral effect of credit risk on profitability. In addition, Kolapo et al. (2012) also 

find a negative relationship between credit risk and the profitability on 5 Nigerian commercial banks over 2000-

2010. In another study, Ruziqa (2013) investigates the joint effect of credit risk and liquidity risk on the 

profitability of large banks of Indonesia and finds negative effect of credit risk and positive effect of liquidity 

risk on the profitability. The extent of research does not reach at any conclusive evidence regarding the effect of 

credit risk on profitability of the banks. Furthermore, most of the researches cover US, Europe and African 

countries and no study is found in the context of Bangladesh to the best of the knowledge of the researchers 

which reinforce us to investigate the effect of credit risk on profitability considering Bangladesh. Moreover, it 

has been a regulatory requirements among the banks in Bangladesh to imply with Basel II accords since January, 

2010 (Shahabuddin et al., 2013); but it remains undiscovered whether implementation of Basel II has brought 

any influence on profitability which also need to be identified for regulatory policy reform. Therefore, in order 

to fulfill the literature gap the study warrants achieving two objectives which are the effect of credit risk on 

profitability and the effect of the implementation of Basel II on the profitability of the banking sector of 

Bangladesh [(Abu Hanifa Md. Noman, Sajeda Pervin, Mustafa Manir Chowdhury, Hasanul Banna (2015)].  

Abu Hanifa Md. Noman, Sajeda Pervin, Mustafa Manir Chowdhury, Hasanul Banna (2015)] study on the 

“Effect of Credit Risk on the Banking Profitability: A Case on Bangladesh” applying  after reviewing the 

methodologies followed earlier in the earlier studies  of similar studies. Selection of variables and data: This 

study uses financial ratios for determining the effect of credit risk on profitability. The use of ratio in measuring 

credit risk and profitability performance is common in the literatures of finance and accounting practices which 

is evident from the previous studies such as among the others Athanasoglou et al. (2008); Francis (2013); 

Heffernan and Fu (2008); S. Perera et al. (2013). The greatest advantage for using ratio for measuring banks' 

performance is that it compensates bank disparities created by bank size (Samad, 2004). The study has 

considered the seven financial ratios of which four proxy credit risk and three proxy profitability of the banks 

which are explained below:  
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The previous study uses different proxies for measuring credit risk or lending decision quality of the banks such 

as (Berger & DeYoung, 1997; Kolapo et al., 2012; Rajan & Dhal, 2003; Samad, 2004) use the ratio of 

nonperforming loan to gross loan (NPLGL) as credit risk indicators. It measures the percentage of gross loans 

that are non performing or doubtful in banks' loan portfolio. It is considered as one of the most important 

indicators of credit risk and loan quality the bank. Lower the ratio is the indication of better asset quality and 

lower doubtful loan, therefore, lower credit risk. Another extent of literatures such as Boahene et al. (2012); 

Kolapo et al. (2012); Samad (2004) use loan loss reserve ratio (LLRGL) as credit risk indicator. This ratio 

measures the percentage of gross loan which has been set side but not yet charged off. Historically higher the 

ratio is the indication of week loan portfolio management quality and high credit risk. Loan loss reserve to non 

performing loan ratio (LLRNPL) also uses as a measure of banks asset quality and prudent credit risk 

management which is evident from the findings of Boahene et al. (2012); Kolapo et al. (2012); Samad (2004). It 

measures the percentage of the reserve held against the non performing loan or impaired loan. Higher the ratio is 

the indication of the better asset management quality and low credit risk. Capital adequacy ratio (CAR) is 

recommended by Basel accord Basel (1998) for judging asset quality and prudent credit risk management. It is 

the ratio of total capital to risk adjusted assets of the bank. The higher the ratio is the indication of adequacy the 

bank’s capital and better assets quality, therefore, low credit risk.  

Numerous studies have been undertaken focusing on banking profitability specially internal and external 

determinants considering both cross country and single country. The first group includes Athanasoglou et al. 

(2008); Francis (2013); Masood and Ashraf (2012); S. Perera et al. (2013). The second group includes AL-Omar 

and AL-Mutairi (2008); Athanasoglou et al. (2008); Heffernan and Fu (2008). The second group mainly 

conducts their research based on developing economies. Where, different studies uses different measures as 

profit proxy such as Athanasoglou et al. (2008); Francis (2013); Heffernan and Fu (2008); S. Perera et al. (2013) 

considered Return on Average Assets, henceforth, ROAA which is the ratio of net profit to average assets. It is 

also a good indicator of a bank’s financial performance and managerial efficiency. The ratio is expressed as a 

percentage of total average assets. This ratio displays how efficiently a company is utilizing its assets and is also 

useful to aide comparison among peers in the same industry. Moreover, Masood and Ashraf (2012) considers 

Return on Average Equity, hence forth, ROAE which is the ratio of net profit to share holders average equity. 

This is also a good indicator of a bank's financial performance and managerial efficiency. It shows how 

competent the management is in using shareholders’ equity for generating net profit. In addition, Chortareas et 

al. (2012); Heffernan and Fu (2008); Lee et al. (2014); Nguyen (2012) consider Net Interest Margin (NIM) as 

the indicator of profitability of the bank which is the ratio of the net interest to the amount of the earning assets. 

Higher the ratio is the indication of the better assets management quality for using the assets in profitable way.  

 

7.9.1    The Model 

Specification: In order to determine the effect of credit risk on profitability of the commercial banks in 

Bangladesh we use the following basic panel linear regression model: level heterogeneity, potential endogeneity 

and autoregressiveness in the data on the behavior of dependent variables (Cubillas & Suárez, 2013). We 

particularly use a two-step GMM system and specify the robust estimator of the variance–covariance matrix 

which is an alternative of GMM proposed by Arellano and Bond (1991) and developed by Arellano and Bond 

43 (1991) and modified by Blundell and Bond (2000). We further use Generalized Least Square (GLS) for 

diagnostic checking of auto regressiveness and homogeneity of the data.  

 Data: In order to investigate the effect of credit risk on profitability of the commercial banks in Bangladesh we 

have collected the bank specific data from Bank scope data base from the period of 2003 to 2013. There are 56 

banks in Bangladesh out of which 4 are state owned commercial banks, 4 development bank, 39 are private 

commercial bank and 9 are foreign banks as we mentioned earlier. But our sample consists of only 18 private 

commercial banks and cannot consider other banks due to high missing value and unavailability of relevant data. 

Therefore, our study represents only commercial banks of Bangladesh. 
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7.9.2    Analysis and Findings  

Descriptive Statistics reports four credit risk indicator which are the ratio of NPL to gross loan, ratio of LLR to 

gross loan, ratio of LLR to NPL and capital adequacy ratio and three profitability ratios which are net interest 

margin, return on average assets and return on average equity. It is likely that every commercial bank in 

Bangladesh follows strictly the regulations of central bank regarding different statutory issues. However, high 

standard deviation of the credit risk indicators indicates the credit risk management quality differs among the 

banks.  

The nonperforming loan ratio among the private commercial banks in Bangladesh is varied from 0.15 percent to 

25.55 percent with the mean and standard deviation4.63and4.67respectivelywhichindicatesthe there is a high 

volatility among the banks’ ability in credit risk management. There is also high variation among the banks in 

loan loss reserve ratios which is evident from high standard deviation of the ratio of loan loss reserve to 

nonperforming loan which is 91.26 percent. The minimum capital adequacy ratio is 6.78 percent with is lower 

than regulatory requirement of 10 percent which is the evidence of the noncompliance of a few banks regarding 

Basel II requirements.  The mean of ROAA, ROAE and NIM are 1.48, 19.28 and 3.56 which indicates banks are 

competing among them for making profit however their standard deviations evident that their profit making 

capacity is divergent from each other. To ensure the unbiased result it is needed to look at the correlation 

coefficient of independent variables to see whether there is any multicolinearity between two independent 

variables. If there is a multicolinearity between the independent variables, the result will be biased. Table 2 

reports Pearson correlations for the different credit risk indicators to depict multicolinearity. The above table 

presents that the independent variables are not highly correlated as their correlation coefficient are less than 0.7.  

As we discussed earlier, we primarily use OLS model for investigating the effect of credit risk on the 

profitability of the commercial banks in Bangladesh. To identify to use between OLS fixed effect and random 

effect we run Hausman test with the null hypothesis of error terms are uncorrelated with regressors. From the 

Hausman test statistics 2.58 with P-value 0.7639 we cannot reject the null hypothesis, therefore we decided to 

use OLS random effect. We have also used system GMM in order to handle the presence of endogeneity of the 

banking variables as concerned by the earlier literatures. Besides, we further use, GLS for robustness of the 

result.  

The Wald test statistics is significant at 1 percent level at all models indicating the goodness of fit. GLS outputs 

show that the results are free from serial correlation and heteroscadisticity problem. GMM outputs also indicate 

the goodness of fit of the models which is evident from the lower instruments than observations, significance of 

AR (1) and Sargan test statistics and insignificance of AR(2) statistics. As expected, relationship between 

nonperforming loan ratio and profitability is found negative and significant in every model indicating that high 

non performing loan reduces the profitability and sound credit risk management is a precondition for ensuring 

the profitability of the banks. The results further show that one unit rise in non performing loan decreases return 

on average assets by 0.05 unit, return on average equity by 0.54 unit and net interest margin by 0.12 units 

respectively keeping other regressor constant which is consistent with Kolapo et al. (2012) and Ruziqa (2013). 

Therefore, improving the profitability indicators sound credit risk management is essential. The result is robust 

in all other specifications with GLS and GMM.  

The effect of loan loss reserve to gross loan on profitability also negative as we find in the earlier literature such 

as (Kolapo et al., 2012; Sufian, 2009) indicating that profitability will be reduced as banks use more profit as 

buffer against their loan loss. Therefore, prudential credit management also required for reducing loan loss in 

order to reduce reserve ratio and increase the profitability. The beta coefficients of the ratio of loan loss reserve 

to gross loan indicate that one unit increase in the ratio decreases return on average assets by 0.1 unit, return on 

average equity by 1.25 units and net interest margin by 0.02 unit keeping other explanatory variables constant. 

However, the effect of loan loss reserve to gross loan on return on average equity is significant but the effect is 

insignificant on other two indicators which is not unusual as supported by Kosmidou et al. (2005). The result is 

also robust is all other specifications with GLS and GMM.  

The effect of the ratio of loan loss reserve to non performing loan on profitability is mixed. It effects on return 

on average assets and return on average equity positively but on net interest margin negatively and significantly. 
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The results reveal that the effect of the ratio is very little indicating that one unit increase in the ratio increases 

return on average assets by 0.001 unit and return on average equity by 0.004 units but decreases net interest 

margin by -.01 unit keeping other explanatory variables constant. The results also found robust in alternative 

specification GLS and GMM.  

Capital adequacy increases the strength of the bank which improves the solvency of the bank and capacity to 

absorb the loan loss and protect bank by run. The results show that capital adequacy ratio effects return on 

average assets and net interest margin positively following (Kosmidou et al., 2005) but effects return on average 

equity negatively following Abiola and Olausi (2014); Choon et al. (2012). The result may indicate that the 

commercial banks in Bangladesh may heavily depends on the equity capital as the source of funding but it can 

not use it profitably due to the lack of fund management quality which is evident from the fall of return on 

average equity by 0.75 unit with the rise of capital adequacy by one unit keeping the other explanatory variables 

constant. The result also found robust in both GLS and GMM estimations.  

Abu Hanifa Md. Noman, Sajeda Pervin, Mustafa Manir Chowdhury, Hasanul Banna (2015) also investigate the 

effect of Basel II implementation on the profitability of the commercial banks in Bangladesh. In order to test it 

we use a dummy variable with one for the years from which Basel II has been implemented in Bangladesh and 

zero for the years indicating the years preceding the implementation of Basel II. The result indicates that Basel 

accords effects return on average assets and net interest margin positively but on return on average equity 

negatively and significantly. The possible explanation could be that as per Basel accords all commercial bank 

needs to maintain minimum 10 percent of the equity as buffer as precaution for credit risk and other shocks, 

therefore their credit creation capability may hamper which might effect on the inversely on return on average 

equity. This result also robust in GSL and GMM specifications.  

Credit creation is the prime operation of the banks, but it exposes to credit risk for the bank due to the failure of 

the borrowers to fulfill the commitment with the banks. Moreover, banks need identify and manage the credit 

risk prudently because it may affect profitability and lead a bank to the banking crisis and economy to 

systematic crisis. In order to strengthen bank’s ability to handle and manage credit risk, Basel committee on 

banking supervision-initiated Basel accords. Abu Hanifa et al (2015)  study aims to investigate the effect of 

credit risk on profitability and also the effect of Basel II implementation effect on profitability of the banks in 

Bangladesh. We use an unbalance panel data of 172 observations from 18 private commercial banks from the 

period of 2003 to 2013. The study use NPLGL, LLRGL, LLRNPL and CAR as credit risk indicator and ROAA, 

ROAE and NIM as profitability indicators. In the investigation process we use OLS random effect model based 

on the result of Houseman test. We further use GLS and GMM for checking robustness of our result. The results 

are found free from multi colinearity, heteroscadisticity and auto correlation. The results reveal a robust 

significant negative relationship between NPLGL and LLRGL and all profitability indicators of the commercial 

banks in Bangladesh. More specifically it is found that that one unit rise in NPLGL decreases ROAA by 0.05 

unit, ROAE by 0.54 unit and NIM by 0.12 units respectively keeping other regressors constant and one unit 

increases LLRGL decreases ROAA by 0.1 unit, ROAE by 1.25 units and NIM by 0.02 unit keeping other 

explanatory variables constant. The results further reveal that the effect of LLRNPL and CAR on profitability is 

mixed which is found robust in all specifications. It is worth noted that the effect of LLRNPL on different profit 

proxies is very little in spite of found negative and significant on NIM and positive and insignificant on both 

ROAA and ROAE. The effect of CAR is found negative and significant on ROAE but positive and significant 

on NIM while it affects ROAA positively and insignificantly. The results further show that implementation of 

Basel II accord increases NIM of of the commercial bank significantly but reduce ROAE significantly in all 

specifications. The analysis finds that credit risk effects profitability of the commercial banks negatively. 

Therefore, banks need to use prudent credit risk management procedure in order to ensure profitability and safe 

the bank form loss and crisis [(Abu Hanifa Md. Noman, Sajeda Pervin, Mustafa Manir Chowdhury, Hasanul 

Banna (2015)].  
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Section VIII: The Puzzle of Peripheral Developing Countries Implementing International Banking 

Standards  

As in advanced economies, banking regulation in developing countries is very important and intensely political. 

It is important because bank failures are costly for firms, workers, and taxpayers. It is intensely political because 

how banks are regulated influences how credit is allocated in the economy, and this in turn affects which groups 

in society get to derive value from processes of economic growth (Emily Jones, 2024).  What is striking about 

the politics of banking regulation in low and lower middleincome countries is that international considerations 

loom large. We show how the impetus to converge on international standards stems from large banks and 

regulators in these countries looking to bolster their reputation in the eyes of international investors and 

regulators in other jurisdictions; the flow of ideas from international policy circles; and politicians and banks on 

a quest to attract international capital and integration into global finance. Our first contribution, then, is to show 

the precise ways in which the decisions of regulators based in Washington, DC, London, Beijing, and the 

capitals of other major financial centres decisively shape the decisions of regulators based in Accra, Hanoi, 

Ouagadougou, and other developing countries on the periphery of the global financial system.  

Yet recognizing the powerful impact of international factors does not mean we can simply dismiss regulators in 

peripheral developing countries as standard takers, compelled by pressures from other governments, 

international organiza tions, and incentives generated by markets to implement the standards set by regulators 

from the world’s most powerful countries (Drezner, 2008). Integration into global finance does expose 

peripheral developing countries to external pres sures that constrain regulatory choices, but it also provides new 

opportunities for some domestic actors.  

Our second contribution is to show that there is tremendous variation in the responses of regulators in peripheral 

developing countries to international standards, and to account for it. Very few regulators in peripheral 

developing countries have adopted these international standards tout court. Instead, we see regulators 

responding in very different ways. Some regulators are ambitious in their adop tion of international standards, 

keeping abreast of developments in the Basel Committee and adopting the major elements of international 

standards as they are issued. Other regulators are more cautious, taking a slower and highly select ive approach, 

only adopting some elements and tailoring them to their local con text. Some eschew the latest standards 

entirely, sticking with regulations based on the much simpler standards issued by the Basel Committee in the 

1980s.  

To explain crosscountry variation in regulators’ responses, we identify the incentives that they face to diverge 

from international standards. High among these are concerns among politicians about a loss of control over the 

domestic financial system and the ability to direct credit in the economy; concerns on the part of regulators 

about the viability and desirability of implementing standards that are calibrated for more complex financial 

systems; and opposition from small domestic banks. As peripheral developing countries are embedded in the 

international financial system to different extents and in different ways, and their domestic politics and 

institutions vary, regulators face different mixes of incentives. Building from the existing literature and our case 

studies, we develop analytical framework that explains why it is that some configurations of domestic politics 

and forms of integration into global finance generate processes of conver gence with international standards, 

while other configurations create processes of divergence.  

While we focus on banking regulation, our findings speak to other scholarship exploring the ways in which 

decisions made by governments and firms in the core of the global economy powerfully shape, although do not 

determine, decisions made by their counterparts in the periphery (Phillips, 2017). More broadly, our work 

contributes to scholarship that seeks to understand the global economy from the vantage point of actors in the 

periphery, rather than the centre, which yields fresh insights into how the global economy functions as a system. 

Scholars of international political economy are increasingly researching the ways in which large emerging 

economies like China, Brazil, and Mexico interface with the global economy. Yet scant attention is paid to 

smaller countries, particularly small devel oping countries, and the ways in which actors in these countries 

navigate the global economy (Acharya, 2014).  
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Core–periphery dynamics in global finance  

Following a dramatic increase in the globalization of markets for goods, services, capital, and information since 

the 1980s, national economies are more integrated than ever, generating an unprecedented level of economic 

interdependence.1 Within this interdependent system, economic wealth and power is heavily con centrated in 

relatively few countries. As at 2017, the largest four countries (US, China, Japan, and Germany) accounted for 

half of the world’s total economic output, while the largest twenty countries accounted for more than fourfifths.2 

With the fragmentation of production processes, economic power is increasingly concentrated at the firm level 

too. The vast majority of international trade occurs in global value chains led by transnational corporations and 

these production systems generate one in five jobs worldwide (UNCTAD, 2013; ILO, 2015). Unsurprisingly, the 

world’s largest firms are overwhelmingly based in the world’s largest economies. As at 2013, there were 8,000 

companies worldwide with a rev enue of more than US$1 billion and half were headquartered in the US, China, 

Japan, and Germany (Dobbs et al., 2013, p. 22). The global economy then is a hierarchical, interdependent 

system, with a distinct core and periphery, in which economic power is concentrated among relatively few 

countries and firms.  

With attention in academic and policy circles focused on dynamics in countries in the core of the global 

economy, it is easy to overlook how many governments, firms, and citizens are located in countries on the 

periphery. It is conceptually and empirically challenging to precisely delineate between the core and periphery, 

as it is dynamic and evolving, as the recent experiences of East Asian countries like South Korea and China 

powerfully illustrate. These countries were peripheral to the global economy three decades ago but are now part 

of the core.  

Yet even a cursory glance at the data indicates the magnitude of the periphery: 180 countries, home to 2.9 

billion people, account for less than onefifth of the world’s economy.3 In more than one hundred countries, 

governments manage economies less than 1 per cent of the size of the US economy.4 While some of these 

peripheral countries have small populations and high incomes, like Malta and Iceland, the vast majority are low 

and lowermiddleincome developing countries, like Nicaragua and Zambia.  

Nowhere is this concentration of wealth more pronounced than in international finance. The globalization of 

finance has taken a quantum leap since the 1980s, spurred on by the deregulation of banks and liberalization of 

crossborder capital flows. Financial flows reached dizzying heights by 2007, with US$12.4 trillion mov ing 

between countries on the eve of the global financial crisis, equivalent to 23 per cent of global GDP (Lund et al., 

2017). Although new financial centres are emerging, financial assets remain heavily concentrated in the US, and 

to a lesser extent the UK (Oatley et al., 2013), and, as in other sectors of the global economy, have seen the 

emergence of very large firms. Some banks are so large, complex, and intercon nected that twentynine of them, 

including Citigroup and JP Morgan Chase, have been classified by regulators as ‘systemically important’ on a 

global level (FSB, 2016). In 2017, the world’s ten largest banks had combined assets of more than US$28 

trillion, and thirtyseven of the world’s largest one hundred banks were located in just three countries (the US, 

China, and Japan) (Mehmood and Chaudhry, 2018).  

The flipside of this heavy concentration of global finance is that more than 150 countries account for less than 

10 per cent of all liquid financial assets around the world. These peripheral countries are integrated into this 

hierarchical system of global finance to an evergreater extent, a trend that is particularly pronounced in 

developing countries. Following waves of privatization and liberalization in the 1980s and 1990s, foreign bank 

presence increased and by 2007 accounted for more than half of the market share in sixtythree developing 

countries (Claessens and van Horen, 2012). In the wake of the global financial crisis, many European and some 

US banks have retrenched, closing their operations in peripheral countries. However, this has not reduced the 

amount of foreign bank presence, as the space they left has been filled by banks from China, Canada, and Japan, 

as well as rapidly expanding regional banks (Enoch et al., 2015; Lund et al., 2017).  

As a result of these changes, developing countries now have a higher level of foreign bank presence than 

industrialized countries, making them particularly vulnerable to financial crises and regulatory changes in other 

jurisdictions. This heightened interconnectedness was powerfully illustrated during the 2007–8 global financial 

crisis which, unlike previous crises, affected all types of countries around the world (Claessens, 2017). Although 
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there are exceptions and regional differences, few peripheral countries have been left out of this trend of 

increasing financial integration.  

Concentrations of power and wealth in the financial system generate distinct core–periphery dynamics (Bauerle 

Danzman et al., 2017; Ghosh, 2007). As finan cial globalization has intensified, market movements in the 

financial core have had everincreasing effects on financial markets on the periphery (Aizenman et al., 2015; 

Akyuz, 2010; Reddy, 2010; Rey, 2015). This was illustrated by the ‘taper tantrum’ in 2013 as moves by the US 

Federal Reserve to normalize interest rates led to an outflow of capital from emerging economies. In general, a 

reduction in demand for capital in the core generates capital inflow bonanzas in the periphery, and banking 

crises when increased demand in the core leads these flows to reverse (Bauerle Danzman et al., 2017; Rey, 

2015).  

Similarly, as core countries are home to the world’s largest banks and other financial market actors, regulatory 

decisions in the core shape the worldwide behaviour of these actors, affecting financial markets in the periphery. 

For instance, changes in the regulatory and enforcement landscape in core countries have significantly 

contributed to a reduction of correspondent banking relations, particularly in Europe and Central Asia, the 

Caribbean, Africa, and the Pacific (IMF, 2017).  

Lowincome countries are positioned particularly precariously in global finance. Increased levels of integrated 

into the global economy have left lowincome countries more exposed and vulnerable to international shocks. 

However, as they have resourceconstrained governments and many economically vulnerable citi zens, they have 

the least resources to cope with them (IMF, 2011).  

While dynamics in the core have major impacts on the periphery, dramatic changes in the periphery rarely 

impact the core. A banking crisis in a country in the core reverberates throughout the system because countries 

in the core are intimately connected to many other countries and hold many of their financial assets. Conversely, 

because peripheral countries are connected to only a few other countries and any one peripheral country holds a 

relatively small proportion of the assets of core countries, a banking crisis in a peripheral country has a limited 

impact on other countries (Oatley et al., 2013).  

 

Peripheral countries: excluded from global financial governance  

The fortunes of peripheral countries are increasingly shaped by market dynamics and regulatory decisions in the 

core of the global economy, but peripheral coun tries are chronically underrepresented in many of the 

international bodies set up to govern the global economy. Again, this is particularly true in global financial 

governance, and most pronounced for low and lowermiddleincome countries (GriffithJones and Persaud, 2008; 

Jones and Knaack, 2019).  

In the 1970s, in response to growing financial interdependence and the height ened risk of crossborder financial 

contagion, central bank governors from the world’s largest financial centres came together to form the Basel 

Committee. They came together to agree minimum regulatory and supervisory standards for internationally 

active banks. As financial globalization intensified, other standard setting bodies were created, including for 

securities (the International Organization of Securities Commissions), insurance (the International Association 

of Insurance Supervisors), and accounting (the International Accounting Standards Board). At the end of the 

1990s, leaders of the G7 countries created the Financial Stability Forum (the forerunner of the Financial 

Stability Board) to bring these disparate standardsetting bodies together in a bid to improve cooperation and 

international financial stability.  

By design, peripheral developing countries found themselves at the margins of these standardsetting bodies. The 

remit of these bodies was to promote financial stability in the core of the global financial system and 

membership has been restricted to regulators from the world’s largest financial centres. Much of the regulation 

flowing from the Bank of International Settlements, the Financial Stability Board, the Financial Action Task 

Force, and other standardsetting bodies is designed to regulate the world’s largest international banks.  

Membership of the Basel Committee was expanded to incorporate ten emerging market economies following the 

global financial crisis.6 However, even among Basel members, regulators from emerging and developing 
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countries are less engaged in Basel Committee proceedings than their counterparts from industri alised 

countries. In global regulatory politics, institutional capacity and regulatory expertise are important sources of 

power (Slaughter, 2004; Baker, 2009; Posner, 2010; Seabrooke and Tsingou, 2009). In Basel Committee 

proceedings, an incum bent network of wellresourced regulators from industrialized countries continues to 

dominate the regulatory debate (Chey, 2016; Walter, 2016).  

The vast majority of developing countries are not members of the Basel Committee, and have minimal input in 

the standardsetting processes. Only two of the world’s eightyfour low and lowermiddle income countries have a 

seat at the standardsetting table: India and Indonesia. Although the Basel Committee has a longstanding Basel 

Consultative Group that is designed to promote dialogue between members and nonmembers, it is dominated by 

developed countries.  

Thus, as Pistor (2013) notes, through the prowess of the financial institutions they house and their control over 

the key decisionmaking processes, regulators from the world’s largest economies determine the rules of the 

game when it comes to global finance.  

 

International banking standards: ‘best practice’ for peripheral developing countries  

Perhaps unsurprisingly, the underrepresentation of peripheral developing coun tries in standardsetting processes 

results in standards that are illsuited for regu lating banks in many developing countries, particularly those with 

nascent financial markets, resourceconstrained regulators, and relatively small banks. There is consensus in 

academic and policy circles that in financial regulation ‘one size does not fit all’. International banking 

standards are the product of technical discussions and political compromises among regulators from countries in 

the core of the financial system. Even for these countries, there is a divergence between international standards 

and the sui generis regulations that would be most appropriate to each jurisdiction’s industry structure, pre-

existing financial regulation, and political preferences (Barth, Caprio, and Levine, 2006; The Warwick 

Commission, 2009). The gap between international standards and the regulations that would be optimal at the 

national level is greatest for developing countries, particularly lowincome developing countries, as the continued 

domin ance of developed countries in decisionmaking results in standards that are poorly calibrated for their 

financial sectors and regulatory capacities.  

Should banking regulators in countries in peripheral developing countries base their regulations on international 

standards. The answer is not obvious. An effect ively regulated banking sector is of vital importance for 

peripheral developing countries, and effective regulation has become even more important as integration into 

global finance has intensified. Banking crises have high costs in terms of lost economic growth, unemployment, 

and the fiscal costs of bailouts (Amaglobeli et al., 2015). Opening up the financial sector exacerbates the risks of 

banking crisis and sharpens the need for sound regulation (Reinhart and Rogoff, 2013).  

The general argument in support of modelling national regulations on ‘inter national best practices’ is that 

effective regulations are costly to design. Rather than spend precious resources designing their own sui generis 

regulations, resource constrained governments can save time and effort by adopting the triedandtested practices 

of regulators in other countries. Yet practices that have been effective in one context will not necessarily be 

effective when transposed into a different one (Andrews et al., 2013). Financial systems differ greatly even 

among advanced industrialized countries (Haber and Calomiris, 2015; Zysman, 1984) and regu lations need to 

be carefully calibrated to reflect local economic and institutional contexts if they are to be effective (Barth et al., 

2006; Barth and Caprio, 2018).  

The mismatch between international standards and the regulatory needs of peripheral developing countries has 

grown wider with time, as international standards have become increasingly complex and targeted at reducing 

specific forms of risktaking that are most prevalent in large international banks. The first set of international 

banking standards (Basel I) were agreed by the Basel Committee in 1988 and, along with the accompanying 

Basel Core Principles, they were relatively simple and straightforward to use. They were widely adopted across 

the world and are still used by many Basel member countries for the regu lation of smaller domestic banks 

(Hohl et al., 2018).  
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As international banks grew in size and developed increasingly sophisticated financial products, the Basel 

Committee responded with increasingly complex regulatory standards. Basel II (agreed in 2004) and III (agreed 

in stages between 2010 and 2017) were designed for regulating internationally active banking groups with 

complex business models that are subject to a variety of risks, including the ones posed by their own operational 

complexity (Restoy, 2018). Under Basel I, the regulatory capital a bank needed to hold could be calculated ‘on 

the back of a small envelope by a competent clerk’, but ascertaining the capital requirements for a large bank 

under Basel II can easily require over 200 million calculations (Haldane, 2013, pp. 3–4).  

Basel standards have been widely criticized for failing to effectively regulate banks in the core of the global economy, so 

it is unclear that they are ‘best prac tice’ even for regulating the world’s largest banks. Critics point out that Basel II 

espoused a regulatory approach that ceded too much discretion to banks and ultimately contributed to the global 

financial crisis (Admati, 2016; Bayoumi, 2017; Haldane, 2013; Lall, 2012; Persaud, 2013; Romano, 2014; Tarullo, 

2008; Underhill and Zhang, 2008). Substantial reforms were made following the global financial crisis, embodied in the 

Basel III standards. While experts agree that Basel III is an improvement on Basel II, the overall level of capital that 

banks are required to hold remains far too low to ensure stability and banks are still allowed to use complex, potentially 

flawed, and gameable internal models (Admati, 2016; Admati and Hellwig, 2014; Haldane, 2013; Hoenig, 2013; Lall, 

2012; Romano, 2014).  

In addition to these broad criticisms of the Basel approach, regulators in develop ing countries face particular 

challenges when they look to implement the standards. These are not a consequence of the regulatory stringency 

demanded by Basel II and III standards, as preexisting capital and liquidity requirements in developing countries are 

often higher than the minimums stipulated. Instead implementation challenges arise from the excessive complexity of 

the standards, and the fact they are not designed with less developed financial markets in mind. Although the Basel 

standards do offer a menu of options to regulators, the full range of options proposed by the Basel Committee is not 

properly thought through for lowincome countries, resulting in their adoption of overly complex regulations for the 

level of economic development and complexity of their financial system (World Bank, 2012).  

Overall, the available evidence, which we review in detail in Chapter 2, sug gests that while there are strong 

arguments for strengthening the regulation and supervision of banks in peripheral developing countries, it is far 

from clear that the Basel standards and accompanying Basel Core Principles are the most effective approach 

(Barth and Caprio, 2018). The Basel Core Principles and the simplest set of international standards (Basel I) are 

widely regarded as useful for low and lowermiddleincome countries, but many experts question the 

appropriateness of the more complex Basel II and III standards, arguing that financial stability may be achieved 

through simpler regulatory approaches. Indeed, many question the appropriateness of Basel II and III for smaller 

banks even in the core of the finan cial system (Buckley, 2016). It is striking that, while regulators in many 

developing countries are moving to implement Basel II and III standards across their com mercial banks, many 

regulators from Basel Committee countries only subject their largest banks, typically those with balance sheets 

of US$20–30 billion, to the full suite of international banking standards (Castro Carvalho et al., 2017).  

 

The puzzling response of peripheral developing countries to Basel standards  

Given the concerns outlined above, the international policy advice to regulators in developing countries, 

particularly in smaller, lowincome developing coun tries, is to proceed cautiously with Basel II and III. The 

World Bank, IMF, and Financial Stability Board advise developing countries with less internationally integrated 

financial systems and/or with substantial supervisory capacity con straints to ‘first focus on reforms to ensure 

compliance with the Basel Core Principles and only move to the more advanced capital standards at a pace 

tailored to their circumstances’ [emphasis added] (FSB, IMF, WB, 2011, p. 14). Yet, periph eral developing 

countries are moving ahead to implement Basel II and III to a greater extent and at a faster pace than this policy 

advice appears to warrant.  

Data on the implementation of international standards in countries outside of the Basel Committee is patchy, but 

the evidence we have suggests that Basel standards are being widely implemented, including in many 

developing countries (Hohl et al., 2018). Emily Jones (Feb 2024) presented Data on implementation of Basel 

standards in fortyfive low and lowerincome countries reveals substantial variation. In practice Basel standards 
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are compendia of different regulations, and regulators can choose how many of the different components to 

implement. As at 2015, out of a possible total of twenty two components of the latest and more complex 

international standards (Basel II, II.5, and III), regulators in nineteen of the fortyfive countries were not imple 

menting any, preferring to stay with simpler Basel I or sui generis standards. Regulators in a further twentyone 

countries had implemented between one and nine components, while regulators in five countries had 

implemented between ten and thirteen. Thus, while many regulators in low and lowermiddleincome countries on 

the periphery are engaging with the latest international standards, they are doing so in very different ways.  

Strikingly, there is substantial variation even among countries in the same geo graphic region. For instance, 

among countries in Eastern Africa, regulators in Kenya were implementing nine components in 2015, including 

aspects of the very latest Basel III standards, while neighbouring Tanzania, Rwanda, and Ethiopia were 

implementing the much simpler Basel I standard. Similarly, in West Africa, Nigeria, Liberia, and Guinea had 

adopted components of Basel II and/or III, but Ghana, Gambia, and the eight francophone countries in the West 

African Economic and Monetary Union (WAEMU) had not.  

What explains these patterns of convergence and divergence? Why is it that governments in some peripheral 

developing countries opt to converge on inter national standards, while governments in other countries opt to 

maintain diver gent standards. This is the question at the heart of this paper.  

Emily Jones (Feb 2024) in the paper ‘The Puzzle Peripheral Developing Countries Implementing International 

Banking Standards’ explained the status of Implementation of international banking standards in low and lower 

middleincome countries indicate that out of total 14 number of Components of BASEL II. 11.5 and III in 44 

lower middle-income countries have been drawn.   Out of those 44 countries were not included in the study 

which are Ethiopia, Ghana, Rowanda, Tanzania, Vietnam, WAEMU, Nigeria, Kenya, Bolivia, and Pakistan. 

Eighteen (18) countries, Bhutan, El-Salvador, Ethiopia, Gambia, Guyana, Haiti, Kyrgyz Republic, Lao PDR, 

Lesotho, Moldova, Paraguay, Swaziland, Tanzania, Vietnam, WAEMU, and Zambia do not follow BASEL 

requirement. BASEL process 0-I: complied countries include, Congo, Democratic Republic, Guinea, 

Madagascar, Papua New Guinea, and Guatemala. Process2-4: Complied countries are Uganda, Nepal, and 

Honduras. Process 4-6: complied countries include, Mozambique, Kosovo, Liberia, Malawi, Mongolia, 

Vanuatu, Egypt, and Gorgia. Process 6-8: countries are Sri Lanka, Nigeria, Zimbabwe, Armenia. Process 8-10 

countries include Kenya, Bangladesh, and Philippines.  Process 10-12 qualified country is Bolivia. Process 12-

14 countries Morocco and Pakistan.   

 

The argument in a nutshell  

We examine the political economy of banking regulation in eleven peripheral developing countries and regions, 

four of which are classified as low income (Ethiopia, Rwanda, Tanzania, and WAEMU) and seven as lower-

middle income (Angola, Bolivia, Ghana, Kenya, Nigeria, Pakistan, and Vietnam).7 Low and lowermiddle-

income countries are in many ways the least likely to adopt the latest and most complex international standards 

(Basel II and III). They have nascent and relatively small financial sectors and their regulatory institutions are 

particularly resourceconstrained.  

Drawing on a wealth of primary evidence, including interviews with more than 200 regulators, bank employees, 

and experts, we trace the responses of each of these countries and regions to international banking standards 

since the late 1990s. Emily Jones (Feb 2024) find that regulators in this paper to exmine countries and regions 

have responded in very different ways to international banking standards, with their level of engagement 

increasing over time. At the start of our research project in 2015, only three of the eleven jurisdictions had 

implemented any components of Basel II and III (Pakistan, Kenya, and Nigeria). By January 2019, Ethiopia was 

the only country that had not implemented at least one component (Figure 1.2).  

Of course, implementation on paper may not lead to substantive compliance in practice. Regulatory authorities 

may issue regulations that are in line with international standards, but they may be intentionally lax in their 

enforcement, exercising regulatory forbearance. Scholars have labelled such situations as forms of ‘cosmetic’ or 

‘mock compliance’ (Chey, 2016, 2006; Walter, 2008). Alternatively, regulatory authorities may be diligent in 

their supervision but lack the resources to properly monitor and enforce regulations. For their part, banks may 
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comply with the regulations and bring their behaviour into line with regulatory require ments, they may 

endeavour to comply but fail because the regulations are too complex or cumbersome, or they may intentionally 

act to circumvent the regula tions. Such practices have been documented among Basel Committee members, 

prompting scholars to question whether the standards change regulatory behaviour in meaningful ways.  

In this paper we are careful to distinguish between the implementation of international standards and substantive 

compliance with them. We use the terms ‘adoption’ and ‘implementation’ interchangeably, to refer to the 

incorporation of international standards into domestic regulations through enabling domestic legislation, the 

issuance of domestic regulations, and guidance. We use the term ‘compliance’ to refer to the enforcement of 

these regulations by the relevant authorities and behavioural changes by banks. Empirically it is relatively 

straight forward to identify the extent to which a country is implementing international standards, as domestic 

regulations can be compared to international standards. It is much harder to gauge the level of substantive 

compliance. We focus on the for mer, seeking to understand why regulators in peripheral developing countries 

are adopting international standards, but also draw on a range of qualitative evidence to gauge levels of 

enforcement and substantive compliance.  

Drawing on the rich empirical material from our case studies, the paper intends to develop an analytical 

framework which sets out the political economy conditions under which we expect to see trajectories of 

convergence, divergence, or subversion in countries on the financial periphery.  

 

Incentives to converge  

Emily Jones (Feb 2024) identified four factors that provide strong incentives for regulators in peripheral 

developing countries to converge on international banking standards, above and beyond concerns about 

mitigating financial risk. Indeed, we find that concern about mitigating financial risk is rarely the main driver of 

convergence.  

The first originates from politicians pursuing a development strategy that iden tifies integrating into global 

finance as a major aspect of their country’s economic development strategy. In much the same way as 

politicians in the past sought to emulate East Asia’s tiger economies by creating national champions in the manu 

facturing sector to reap gains from international trade, a new generation of politi cians is looking to position 

their countries as international financial centres like Singapore and Mauritius in order to reap gains from global 

finance. Politicians promote the implementation of the latest international banking standards in a bid to signal to 

potential international investors that their country’s financial services sector is worldclass.  

The second stems from large, internationally oriented domestic banks that are seeking to expand into new 

international markets. As newcomers to international markets, banks from peripheral developing countries face 

a reputational deficit, and international third parties do not have sufficient information to readily ascer tain 

whether they are soundly regulated. The adoption of international standards is a mechanism for banks to signal 

to regulators in host countries that they are soundly regulated. Regulators face strong incentives to adopt 

international stand ards in order to facilitate the international expansion of large domestic banks.  

The third incentive stems from the engagement of regulators with their peers from other countries that are 

implementing international standards. The expan sion of crossborder banking has been accompanied by the 

creation of trans national professional networks, through which bank regulators come together to exchange 

experiences and ideas about how best to regulate banks. Regulatory authorities also engage with each other 

through home–host supervisory relation ships, as they work together to supervise international banks. We 

explain why regular interactions with peers who are implementing international standards generate strong 

incentives for regulators to follow suit.  

Finally, regular interactions with international financial institutions like the IMF and World Bank can provide strong 

incentives for regulators to implement international standards. The IMF and World Bank provide extensive technical 

assistance and training, including in the area of bank regulation and supervision. While regulators often face strong 

incentives to follow the advice of these institutions, particularly when their country has an ongoing assistance 

programme, we find that the advice from these institutions is not consistent with regards to inter national standards, 

sometimes encouraging extensive adoption and sometimes advising against it.  
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Incentives to diverge  

Working in opposition to these incentives are four factors that generate incentives for regulators to diverge from 

international standards. The first of these originates from politicians pursuing interventionist financial policies, 

where the state plays an important role in allocating credit. The Basel framework is premised on marketbased 

allocation of credit, with the government only stepping in to address market failures. Policydirected lending and 

the general use of financial inter mediaries as instruments of government policy are identified under the Basel 

framework as distorting market signals and impeding effective supervision. Thus, in countries where the 

government relies extensively on policydirected lending, the Basel framework is unlikely to be an attractive 

basis for regulation.  

Second, where politicians used their control over banks to allocate credit to political allies, or when powerful 

economic elites use banks to allocate credit to their own businesses and curry favour with politicians, these 

groups are likely to oppose the implementation and enforcement of international banking standards.  

Third, regulators may be sceptical about the applicability of Basel standards for their local context, particularly 

the more complex elements of Basel II and III. Fourth, banks with business models focused exclusively on the 

domestic market in peripheral developing countries are likely to oppose the implementation of complex 

regulations because of the additional compliance costs this generates. Opposition is likely to be strongest from 

small, weak banks, for whom the costs of compliance are highest.  

 

Dynamics of convergence and divergence  

Emily Jones (Feb 2024) distinguishes between different pathways to convergence, divergence, and mock 

compliance, and identify the salient features of these pathways. The analytical framework focuses on three main 

actors: the regulator (usually situated within the central bank), large banks, and incumbent politicians. 

Regulatory outcomes are the product of the relative power position of these three actors and are shaped by the 

wider domestic and international context in which they are embedded. Emily Jones (Feb 2024) reported a 

striking feature of their empirical findings is that convergence and divergence dynamics in peripheral 

developing countries are driven mainly by politicians and regulators. In stark contrast to their counter parts in 

industrialised countries, banks are rarely the most dominant actor in regulatory politics, particularly in the low 

and lowermiddleincome countries we focus on. While there are some exceptions, the underdeveloped nature of 

the formal economy and relatively small size of the banking sector leave individual banks, and the banking 

sector as a whole, with much less power to shape regula tory outcomes than in many advanced economies. Yet 

this does not mean that financial market players have little purchase on regulators’ decisions. Far from it. 

Operating in a context of capital scarcity, regulators and politicians in peripheral developing countries are 

particularly attuned to the ways in which international regulators, banks, and investors will react to their 

decisions. As we explain below, international finance has an outsized impact on regulatory outcomes (Mosley 

(2003a)).  

It is this dynamic that sets regulatory harmonization between the core and periphery apart from regularity 

harmonization among core countries. In explan ations of regulatory harmonization among core countries, the 

interests of large domestic banks loom large. For instance, in his seminal work, Singer (2007) argues that 

regulators face a dilemma of increasing regulatory requirements in order to mitigate the risk of financial crisis, 

or easing those requirements and enhancing the international competitiveness of the domestic financial sector 

(Singer, 2007, p. 19). In this paper we show how regulators in the periphery face a different dilemma, namely 

that of implementing overly complex and costly international standards in a bid to attract international finance 

and help their banks expand abroad, or eschewing those standards to focus on regulations better attuned to 

supporting their financial sector development.  

Strikingly, and in contrast to our initial expectations, we find that the presence of foreign banks does not provide 

regulators in peripheral developing countries with strong incentives to converge on international standards. 

Rather than lobby for the adoption of complex and costly global standards to gain a competitive edge over 

domestic banks, we explain why foreign banks typically adapt their business models to the local context, 

adopting a similar stance to domestic banks when it comes to regulation in their host jurisdiction.  
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Contribution to scholarship  

The primary contribution is to develop a new framework that specifies the channels of regulatory 

interdependence between countries in the core and on the periphery of the global financial system, and to probe 

its explanatory power through indepth analysis in eleven countries in Africa, Asia, and Latin America. The 

paper draws on, and contribute to, the literature on the diffusion of global norms. The comparative country case 

studies that reveal how international regulatory norms interact with the domestic politics of regulation in a 

variety of developing country contexts. The parse out the specific ways that crossborder relationships between 

regulators, politicians, and banks in peripheral developing countries and a variety of international actors 

generate incentives to converge on international standards. In complementary work, we draw on these insights 

and use spatial econometrics to reveal how these crossborder relationships help explain patterns of regulatory 

convergence in the global economy (Jones and Zeitz 2019).  

Scholars have previously drawn attention to the ways in which international organizations like the IMF and 

World Bank have promulgated international standards and the development of financial markets (Lavelle, 2004; 

Mosley, 2010, 2003b; Wilf, 2017); highlighted the incentives that markets generate to converge on international 

standards (Simmons, 2001); revealed the ways in which other states harness the reputational dynamics in global 

markets to pressure conver gence (Sharman, 2009, 2008); and the ways in which transnational networks 

generate processes of learning and emulation that drive convergence (Dobbin et al., 2007; Porter, 2005).  

This literature is important in identifying the mechanisms through which international standards spread from the 

core to the periphery, but tells us little about how actors in peripheral countries engage with these processes and 

why these mechanisms generate convergence in some peripheral countries but not others. In Jones and Zeitz 

(2017) we show that there is a correlation between level of financial sector development and the extent of Basel 

adoption, which suggests that regulators’ decisions are strongly influenced by the suitability of the Basel 

standards to their country’s level of financial sector development, but this doesn’t explain why countries with 

similar levels of development respond differently to international standards.  

The paper also contributes to a substantial literature on the politics of financial regulation in developing 

countries and emerging economies. This literature helped us identify the ways in which domestic politics and 

institutions are likely to shape responses to international standards. A few scholars have looked specifically at 

how individual developing countries respond to international financial standards and shown how reformist 

coalitions can drive the adoption of international standards, often in the face of entrenched vested interests 

(Walter 2008 and Chey 2007, 2014). Haggard and Maxfield (1996) and MartinezDiaz (2009) examine the 

politics surrounding capital account liberalization and bank ownership, respectively, and highlight the role that 

financial crises have in reconfiguring domestic politics and generating reforms. Others show how varying 

distribution of power among firms, banks, and governments shapes regulatory outcomes (Haggard and Lee, 

1995) and how political economy dynamics help account for variation in the strength of regulatory institutions 

(HamiltonHart, 2002). We contribute to this literature in showing the ways in which integration of sub national 

actors into global finance and international policy networks influences the politics of financial regulation within 

developing countries.  

The approach is inspired by the new interdependence approach in international political economy, which draws 

attention to the global economy as a hierarchy of interdependent networks (Farrell and Newman, 2016, 2014; 

Oatley, 2016; Oatley et al., 2013; Quaglia and Spendzharova, 2017). This literature seeks to capture rela tions of 

interdependence in ways that have not been possible in the open economy approach that has dominated 

international political economy in recent years. The paper contributes to a strand of this literature that is starting 

to grapple with core–periphery dynamics in global finance (Bauerle Danzman et al., 2017). The second 

contribution is to draw attention to the politics of financial regula tion in peripheral developing countries and, in 

doing so, link debates in inter national political economy to a set of countries that scholars rarely engage with, 

and shed light on a topic that is rarely examined by scholars in area studies.  

There is a vast, and growing, literature on the politics of financial regulation within and among countries in the 

core of the global financial system (see for instance Botzem, 2014; Büthe and Mattli, 2011; Haber and 

Calomiris, 2015; Helleiner, 2014; Kapstein, 1989; Lall, 2012; Lavelle, 2013; Oatley and Nabors, 1998; Perry 
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and Nölke, 2006; Porter, 2005; Quaglia, 2019, 2014; Singer, 2007; Tarullo, 2008; Underhill and Zhang, 2008; 

Young, 2012; Zysman, 1984). Scholarship on the politics of financial regulation in emerging economies and 

developing countries is equally insightful yet much less extensive and has tended to focus on the largest 

emerging and developing countries (Chey, 2014; Haggard and Lee, 1995; HamiltonHart, 2002; Hutchcroft, 

1998; Knaack, 2017; Lavelle, 2004; Martinez Diaz, 2009; Naqvi, 2019; Walter, 2008). This reflects a tendency 

among scholars of international political economy, and international relations more broadly, to focus on 

countries with the largest economies on the grounds that they exert systemic influence over the global economy 

and the way it is governed (Drezner, 2008). Yet, as Acharya (2014) forcefully argues, the result is that the 

discipline ‘does not reflect the voices, experiences, knowledge claims and contributions of the vast majority of 

societies and states in the world, and often marginalizes those outside of the core countries of the West’.  

A particularly striking gap in the literature is the dearth of attention paid to the politics of financial regulation in 

African countries, and low and lowermiddle income countries in other regions. Economists have studied the 

financial regulation in these countries from various vantage points and sought to identify reforms that will 

support development, including Beck (2011), Murinde (2012), and Gottschalk and GriffithJones (2016). Yet few 

political scientists have examined the politics of financial regulation, despite the central role played by the 

financial sector in economic development. Notable exceptions include Boone (2005), who seeks to explain 

variation in financial sector reforms across African countries and attributes this to differences in the strength, 

diversity, and autonomy of private capital visàvis the state. Lewis and Stein (1997) study the politics of financial 

reform in Nigeria and attribute failure to weaknesses in the capacity of state insti tutions and private banks. 

More recently, Dafe (2017) examines how sources of capital shape the policy stances of central banks in 

Nigeria, Kenya, and Uganda, while Soares de Oliveira and Ferreira (2018) analyse the evolution of banking in 

Angola. For almost all of our case study countries and regions, our chapters are the first attempt to systemically 

analyse the politics of financial regulation.  

 

Policy implications  

The research has substantial policy implications. There is an emerging consensus among international 

policymakers that countries outside of the Basel Committee, particularly lowincome and lowermiddle income 

countries, should be cautious in their embrace of international standards and adopt a proportional approach 

(Barth and Caprio, 2018; Hohl et al., 2018; Restoy, 2018). Yet this well intentioned advice overlooks the 

powerful reputational, competitive, and functional incen tives generated by financial globalization. that, as we 

show, may lead regulators to adopt international standards even if they are ill suited to their local context. We 

show how, in today’s world of globalized finance, regulators in peripheral developing countries cannot simply 

ignore international standards even when they are not appropriately designed for their jurisdiction, as this carries 

significant reputational risks. Financial regulators in peripheral developing countries face the challenge of 

harnessing the prudential, reputational, and competitive benefits of international banking standards, while 

avoiding the implementation risks and challenges associated with wholesale adoption.  

Our research shows that there is room for manoeuvre at the national level. Regulators can take a selective 

approach to implementation, only implementing the components of the international standards that serve a 

useful regulatory pur pose in their jurisdiction, and they can finetune these elements to suit the pecu liarities of 

their local financial system. For example, the Central Bank of the Philippines has recalibrated the capital 

requirements associated with lending to small and mediumsized enterprises to ensure that banks are not unduly 

dis suaded from lending to them.9 Given the high costs of retrofitting international standards and acute resource-

constraints that regulators in peripheral developing countries face, there is a strong rationale for greater sharing 

of information and experiences among peripheral regulators on the various ways to adapt inter national 

standards to better suit their needs.  

The research also provides a compelling argument for reforming international standardsetting processes so that 

international standards better reflect the interests of countries on the financial periphery. So far, the international 

standardsetting community has adopted a minimalist ‘do no harm’ approach when it comes to international 

banking standards, seeking to establish where there have been nega tive unintended consequences for 

developing countries and only then looking for remedies (FSB, 2012, 2014). Much more could and should be 
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done at the design stage to ensure that international standards work for peripheral develop ing countries. While 

international experts are increasingly advising developing countries to take a proportional approach to the 

implementation of international standards (Hohl et al., 2018; Restoy, 2018), regulators in developing countries 

are left the onerous task of figuring out exactly how to modify international standards to suit their local context. 

Instead, proportionality could be built much more systematically into international standards at the design stage, 

so that this resourceintensive task adjusting standards is not left to the regulators with the least resources. 

Related to this, standardsetting processes could be opened up to more meaningful input from regulators from 

peripheral develop ing countries. While consultative mechanisms exist, they fall far short of pro viding 

peripheral developing countries with a voice in standardsetting processes (Jones and Knaack, 2019).  

 

Policy-driven convergence  

In three cases, politicians championed convergence on international standards. Natalya Naqvi explores the 

politics of adoption in Pakistan, which has the highest level of implementation among our case study countries. 

The impetus for converging on international standards has come from different actors over time.  

Pathways to convergence and divergence among case study countries 

Country  Pathway  Outcome (number of Basel II and Basel III components 

implemented out of max. (18) 

Pakistan Policydriven convergence Ambitious implementation (14) 

Rwanda Policydriven convergence Ambitious implementation (10) 

Ghana Policydriven convergence Ambitious implementation (8) 

WAEMU IFIdriven convergence Ambitious implementation (10) 

Tanzania Regulatordriven convergence Selective implementation (8) 

Kenya Regulatordriven convergence Selective implementation (7) 

Bolivia Regulatordriven convergence Selective implementation (5) 

Nigeria Regulatordriven mock 

compliance 

Mock compliance (6) 

Angola Politically driven mock 

compliance 

Mock compliance (5) 

Vietnam Politically driven mock 

compliance 

Mock compliance (3) 

Ethiopia Policydriven divergence No implementation (0) 
Notes: Ambitious implementation = includes at least one of the more complex components (internal models under Basel II and/or 

liquidity or macroprudential/liquidity standards under Basel III); Selective implementation=standardized approaches under Basel II 

and only microprudential capital requirements under Basel III; Mock compliance=on paper, not enforced.  

Emily Jones (4 Feb 2024) The Puzzle-Peripheral Developing Countries Implementing International 

BankingStandards in Emily Jones, The Puzzle: Peripheral Developing Countries Implementing 

International Banking Standards In: The Political Economy of Bank Regulation in Developing Countries: 

Risk and Reputation. Edited by: Emily Jones, Oxford University Press (2020). © Oxford University Press. 

DOI: 10.1093/oso/9780198841999.003.0001  

The adoption of Basel I adoption in the 1980s was driven by the World Bank and IMF. In the 1990s and early 

2000s, the adoption of Basel II was driven first by politicians promoting the expansion of financial services, and 

then by banking sector regulators. Most recently, as banks have internationalized, they have cham pioned the 

implementation of Basel III. Pakistan is one of the few cases where all three major actors—politicians, 

regulators, and major banks—are now aligned behind the implementation of the standards, leading to a high and 

ambitious level of implementation.  
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As Pritish Behuria shows for many years, the Rwandan government showed little interest in moving beyond 

Basel I. However, in 2015, the govern ment’s stance changed and politicians made a formal commitment to the 

rapid adoption and implementation of Basel II and III. This exuberance for adopting global standards is puzzling 

given that Rwanda’s financial sector remains largely underdeveloped and the government is aiming to become a 

developmental state. The motivations behind this policy shift are to reduce risk in the financial sector, encourage 

harmonization of financial sector regulation across the East African Community (EAC), and develop a service-

based economy, including by making Kigali a financial hub. The adoption and implementation of the latest inter 

national banking standards has become a strategic policy priority for Rwanda’s economic leadership.  

Emily Jones explores the stopstart dynamics of Basel implementa tion in Ghana, a pattern that reflects party 

politics. Moves to implement Basel and other international standards have coincided with periods when the New 

Patriotic Party (NPP) has been in office. The NPP has a vision for positioning Ghana as a financial services hub 

for West Africa and strong ideological and material con nections to international finance. In 2017 the NPP 

government embarked on a radical reform of the banking sector, implementing major elements of Basel II and 

III and catapulting Ghana to among the most ambitious implementers of Basel standards among our case study 

countries. In contrast, the National Democratic Congress (NDC) focused on directing finance to the productive 

sectors of the economy and supporting indigenous banks and the implementation of inter national standards was 

not a policy priority during their periods in office.  

 

IFI-driven convergence  

Ousseni Illy and Seydou Ouedraogo examine the politics of imple mentation in the West African Economic and 

Monetary Union (WAEMU). As with Ghana and Rwanda, after implementing Basel I for many years, WAEMU 

moved to adopt Basel II and III standards in 2016 and began implementation in 2018. Given the weak 

development of the financial sector in the Union and its poor connectedness to the international financial 

system, this reform was unex pected. The adoption of Basel standards has been championed by the Central Bank 

of West African States (BCEAO), under the influence of the IMF, which has strongly encouraged 

implementation. National governments and domestically oriented banks have not played an active role, 

complicating the implementation and enforcement of the new regulations. The Central Bank is embedded in 

regu latory peer networks, has close links with the IMF, and is insulated from domestic political pressure 

because of its supranational position.  

 

Regulator-driven convergence  

In Tanzania, Kenya and Bolivia, regulators have championed the implementation of international standards, 

although they have often been more circumspect and cautious than the politicians and policymakers that 

championed adoption in the first group of countries. Tanzania has been a slow and cautious adopter of Basel 

standards, as Hazel Gray explains, although recent moves to imple ment the standards have led to a higher level 

of adoption. Tanzania only finished implementing riskbased supervision in 2009 and opted for selective 

implementa tion of Basel II and III standards beginning in 2017. From 1991 to 2008 Tanzania liberalized its 

financial sector under the influence of the IMF and World Bank, but a significant gap emerged between the 

formal commitment to adopting Basel standards and the actual pattern of implementation and enforcement. It 

was only from 2009 onwards that Basel implementation was prioritized. This was the result of a number of 

factors including the appointment of a new Governor at the Bank of Tanzania (BoT) with strong connections to 

the international policy community, and the influence of regional commitments to regulatory harmonization. 

The central bank adopted a selective and tailored approach to Basel adoption, with different regulatory 

requirements for development banks. Domestic and foreign banks initially showed little interest in 

implementation but their preferences have shifted because of pressures from parent banks and antimoney 

laundering concerns.  

Radha Upadhyaya examines adoption in Kenya. The impetus for Basel implementation has come from the 

regulator, the Central Bank of Kenya (CBK), which is highly independent, has strong links to international 

policy networks, and is very receptive to international policy ideas. Since 2003, the incumbent politicians have 

also been keen to adopt the latest international stand ards in order to attract investment into Kenya’s financial 
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sector. Meanwhile, as the banking sector is relatively well capitalized, there has been little opposition from 

banks, with some international and large local banks being mildly in favour of Basel II and III adoption. In the 

Kenyan case the regulator has been the driving force for Basel adoption, supported by internationally oriented 

politicians and banks. Although they were early movers, Kenyan regulators have also taken a selective approach 

to implementation.  

Peter Knaack explores why Bolivia had very ambitious plans to implement Basel standards, but these only 

partly came to fruition. A novel financial services law promulgated by the regulator in 2013 established the legal 

framework for a wholesale adoption of Basel II, including all advanced internalratings based components, and 

elements of Basel III. It is puzzling to see such a wholehearted embrace of Basel standards by a domestically 

oriented left wing government that follows a heterodox approach to economic policymaking. Basel adoption has 

been driven by a regulatory agency that is embedded in trans national technocratic regulators networks and 

actively seeks to implement inter national standards. Bolivian regulators wrote a wide range of Basel rules into 

the draft legislation. But Bolivian politicians, prioritizing the twin goals of financial stability and inclusive 

growth, grafted onto this legislation significant interven tionist policies. Thus, Bolivia’s Basel adoption is 

pulling in two directions: adher ence to Basel Committeestyle best practices and, concurrently, financial 

interventionism to stimulate economic growth and financial inclusion.  

 

Regulator-driven mock compliance  

In another three countries, Nigeria, Angola and Vietnam, we find evidence of mock compliance, where the 

standards are implemented on paper but not enforced in practice. Florence Dafe examines Nigeria’s engagement 

with international standards where regulators have gradually adopted Basel I, II, and III, although 

implementation and enforcement has been slow. The impetus for Basel adoption has come primarily from 

regulators, who are embedded in inter national policy networks. They consider Basel II and III the most 

appropriate set of regulatory standards to stabilize and manage risk in Nigeria’s large, internation alized banking 

sector. While Basel adoption was not a salient issue among Nigeria’s politicians, Nigeria’s large internationally 

active banks welcomed the implementa tion of Basel II as an important means to enhance their competitiveness 

and signal soundness to markets. However, implementation and enforcement has been slow as regulators have 

conflicting preferences: while promoting Basel II adoption, they are reluctant to move quickly to implement and 

enforce the new standards because it might trigger regulatory interventions in several fragile domestic banks. 

These banks play an important role in providing employment and access to finance for the private sector, and 

their resolution would meet with resistance from politicians and lead to a loss of confidence in Nigeria’s 

banking sector.  

 

Politically driven mock compliance 

Rebecca Engebretsen and Ricardo Soares, de Oliveira examine Angola’s adoption of Basel standards. As in 

other resourcerich countries, the financial sector in Angola plays a key role in facilitating outgoing financial 

flows. The banking sector is also highly politicized, as loans are extended, often without collateral, and bank 

licences issued to political insiders. The political allocation of credit has been an important avenue for securing 

political support for the regime. The result has been strong opposition to the ratcheting up of bank regulation 

and supervision. Yet a balanceofpayments crisis in 2009, falling in oil prices from 2014, and changes in the 

global regulatory environment together meant that divergence from international standards was no longer an 

option. For Angolan banks to maintain their links to the global financial market, the country needed to signal its 

readiness to regulate the sector in line with international standards. The result has been an upsurge in regulatory 

efforts since 2009, and especially since 2014. Yet, because the politicized nature of the banking sector has not 

changed, standards are either not implemented or are implemented but not enforced, lead ing to a situation of 

‘mock compliance’.  

In Vietnam the implementation of international banking standards has been the subject of contestation between 

reformist and conservative factions within the governing political party, as QueGiang TranThi and TuAnh Vu-

Thanh explain. In any given period, the speed of implementation has been affected by which of these factions 

dominates regulatory decisionmaking, as well as the health of the banking sector. The adoption and 



374 

implementation of Basel standards in Vietnam has gone through three distinctive periods: from 1999–2006, the 

reformist faction pursued international regulations in order to discipline stateowned banks and improve the 

functioning of the financial sector. From 2006–13, the central bank (SBV) formally adopted Basel II but a 

domestic bank ing crisis effectively halted implementation. More recently there has been a return to proBasel 

preferences. However, interventionist financial policies, high imple mentation costs, the low internationalization 

level of the banking sector, and the lack of competent technocrats inside both the SBV and domestic private 

banks have all contributed to a high level of regulatory forbearance.  

 

Policy-driven divergence  

Toni Weis explains why Ethiopia has chosen to diverge from inter national standards and not to adopt any 

aspect of Basel II or III. Ethiopia has the least internationalized banking sector among our case countries. 

Despite significant exposure to the Basel standards through donors and the IMF, banking super visors at the 

National Bank of Ethiopia (NBE) have little use for Basel II and III. Ethiopia’s decision to diverge from 

international the Basel framework results from a strong preference for political control over the financial sector. 

The Ethiopian government seeks to emulate the example of East Asian ‘tiger’ economies, for whom financial 

repression was a key tool in the pursuit of rapid industrialization. However, as Ethiopia’s domestic banks 

struggle to sustain transformative growth, pressures for greater financial openness (and, by extension, for 

increased regula tory convergence) are beginning to mount.  

 

Section IX: Recalibrating the BASEL Architecture 

This section challenges the prevailing view of the efficacy of harmonized international financial regulation and 

provides a mechanism for facilitating regulatory diversity and experimentation within the existing global 

regulatory framework, the Basel Accords. Recent experience suggests that regulatory harmonization can 

increase, rather than decrease, systemic risk, an effect that is the precise opposite of the objective of 

harmonization. By incentivizing financial institutions worldwide to follow broadly similar business strategies, 

regulatory error contributed to a global financial crisis. Furthermore, the dynamic nature of financial markets 

renders it improbable that regulators will be able to predict with confidence what are the optimal capital 

requirements or what other regulatory policies would reduce systemic risk. Nor, as past experience suggests, is it 

likely that regulators will be able to predict which future financial innovations, activities or institutions might 

generate systemic risk. The section contends, accordingly, that there would be value added from increasing the 

flexibility of the international financial regulatory architecture as a means of reducing systemic risk. It proposes 

making the Basel architecture more adaptable by creating a procedural mechanism to allow for departures along 

multiple dimensions from Basel while providing safeguards, given the limited knowledge that we do possess, 

against the ratcheting up of systemic risk from such departures. The core of the mechanism to introduce 

diversity into Basel is a peer review of proposed departures from Basel, and, upon approval of such departures, 

ongoing monitoring for their impact on global systemic risk. If a departure were found to increase systemic risk, 

it would be disallowed. Such a diversity mechanism would improve the quality of regulatory decision-making 

by generating information on which regulations work best under which circumstances. It would also reduce the 

threat to financial stability posed by regulatory errors that increase systemic risk by reducing the likelihood that 

international banks worldwide will follow broadly similar, mistaken strategies in response to regulatory 

incentives.  

Central bankers and bank supervisors have for decades spearheaded a global effort to harmonize regulation of 

large, internationally active banks under the aegis of the Basel Committee on Banking Supervision, a unit of the 

Bank for International Settlements (BIS, 2014). Beginning in the 1980s, the Basel Committee sponsored the 

development of uniform capital requirements, which were agreed to in 1988 by central bankers of the G-10 

countries in the Basel Capital Accord (Basel I) and modified as Basel 11 (2004) and Basel III (2010). Non-

binding agreements that Committee members pledge to implement through domestic law [(Michael S. Barr & 

Geoffrey P. Miller, ECONOMIST, Jan. 7, 2012)] the Accords are now subscribed to by over 100 nations. Their 

objectives-to increase financial system stability (i.e., to reduce systemic risk, which is the risk that the failure of 

one financial institution will lead to a cascading failure of other institutions, bringing down the entire financial 
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system) and to equalize large international banks' competitive positions by subjecting them to identical capital 

requirements-have garnered broad political support. 

In the aftermath of the 2008 global financial crisis, the initiative for global harmonization of the regulation of 

financial institutions quickly moved up on the policy agenda as elected officials (and not solely central bankers) 

emphasized the need for regulatory harmonization as a self-evident proposition. As a consequence, the scope of 

international regulatory harmonization efforts has expanded beyond the Basel capital adequacy framework. For 

example, the 2010 Dodd-Frank financial reform act requires U.S. regulators to promote global harmonization of 

the regulation of swaps (contracts to exchange cash flows, principally related to interest rates, foreign exchange 

rates, and credit [(Dodd-Frank Wall Street Reform and Consumer Protection Act, (2010)] defaults. In addition, 

the G-20 and Financial Stability Board (FSB) have called for international harmonization of financial 

executives' compensation, to be implemented through the Basel committee [(FASB 2011, 2012)]. Further, the 

Basel committee redoubled its harmonizing efforts to emphasize consistency in both supervisory practices and 

capital requirements [BIS, (2010), (2012)].  

This section advances a decidedly contrarian perspective from that informing the present-day Basel Accords and 

other recent harmonization initiatives led by the European Union and United States. The truth is that the current 

state of economic knowledge does not permit us to predict with confidence what the optimal capital 

requirements or other regulatory policies are to reduce systemic risk, the objective of global harmonization 

efforts. Nor does it permit us to predict what future categories of activities or institutions might generate 

systemic risk. Moreover, notwithstanding considerable advances in knowledge, the fast-moving and intricate 

dynamic of financial markets renders it improbable that any future state of knowledge would enable us to make 

such predictions with reasonable confidence. Proponents of regulatory harmonization do not acknowledge this 

reality. Accordingly, this section challenges the present-day enthusiasm for international regulatory 

harmonization and the notion that harmonization is a panacea for systemic risk. It is not an altogether uncharted 

contention that efforts at international financial regulatory harmonization could be seriously misdirected and 

have the potential for causing far greater mischief, if not catastrophic error, than the posited concerns spurring 

the initiative. Over fifteen years ago, Richard Herring and Robert Litan identified the nub of the problem created 

by international harmonization. As they aptly put it, "While it is easy to be enthusiastic about harmonizing the 

right rules, in a rapidly changing financial system there is a very real danger that the wrong rules will be 

harmonized, or that rules that may be right for the moment will become wrong after they are implemented." 

More recently, Andrew Haldane, the Bank of England's Executive Director for Financial Stability, connected the 

2008 financial crisis to homogeneity in financial institutions' business strategies and management of the 

resulting risks, which, he noted, were harmonized by Basel II. This Article offers a practical mechanism for 

incorporating into Basel the learning of the literature skeptical of international regulatory harmonization. It 

advances a solution that would permit the introduction of regulatory diversity and experimentation, and hence 

greater flexibility, into the Basel architecture without having to tamper with the overall setup.  

The section proceeds by first providing an overview of the Basel Accords, whose aim is to harmonize 

international financial regulation through an emphasis on standardized minimum capital requirements. It then 

discusses the relationship between the 2008-09 financial crisis and the international financial regulatory system, 

which incentivized international banks to follow broadly similar business strategies of holding assets that were 

at the epicenter of the crisis. The contention is that the international financial regulatory regime magnified the 

severity and global reach of the crisis, a role that has all too often been minimized or ignored by those advancing 

reforms that further solidify as they refine the current centrally harmonized regulatory approach. The recent 

crisis was, moreover, not the first financial crisis with cross-national reach since the establishment of the Basel 

framework over three decades ago [(CARMEN M. REINHART & KENNETH S. ROGOFF, (2009)]. 

Accordingly, given Basel's multiple failures at preventing financial crises, along with the academic literature 

indicating its ineffectiveness in meeting its objectives even in normal times, this Article advocates opening up 

the Accords to experimentation by grafting onto Basel a procedural mechanism for approving departures subject 

to review and monitoring. Such a mechanism could introduce diversity into international financial regulation 

while limiting the likelihood that regulatory departures would increase systemic risk.  
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Under this section's proposed framework for regulatory diversity, Basel requirements would operate as "off-the-

rack" defaults from which nations could depart, following peer regulator approval, and reconfigure or reject 

elements of Basel, or even replace Basel with a qualitatively different regulatory approach. The proposed 

procedure for approving departures from the Accords consists of three components. First, a nation would present 

its contemplated departure to the Basel Committee for approval. Second, a committee of peer regulators would 

be formed to determine whether to approve. The proposed departure, based on an evaluation of the proposal's 

impact on global systemic risk. Finally, approved departures would be subject to ongoing monitoring and 

periodic reassessment by a Basel Committee working group so that an approved departure could be reversed 

were there changed circumstances, or new data, to indicate that it was adversely affecting global systemic risk.  

The diversity mechanism would have decisive benefits over the present- day Basel framework for improving the 

quality of financial regulatory decision- making. It would increase not only the flexibility but also the 

adaptability and, consequently, the resilience of the international financial regulatory architecture. It would 

generate information and formalize an ongoing testing of assumptions in the search for better regulatory 

solutions, as well as make the regulatory decision-making process more transparent and therefore more open to 

independent evaluation. It would thereby transform Basel's regulatory setup from one which can best be 

characterized as mandates emerging full-blown, albeit largely untested, from the Basel Committee, following 

political horse- trading among larger and more influential nations, into one that evolves incrementally through 

informed experimentation.  

9.1    Basel and the Financial Crisis of 2008-09  

The harmonized international regulation of large financial institutions and the global financial crisis of 2008-09 

are closely intertwined. This Part provides an overview of the international agreements harmonizing financial 

regulation, the Basel Accords. It then analyzes how Basel incentivized financial institutions to hold assets that 

proved to be at the epicenter of the crisis, leading to contagion, that is, runs on global financial institutions 

resulting in the financial system's near collapse and a crisis in the real economy [GARY B. GORTON (2010), 

Douglas W. Diamond & Philip H. Dybvig, (1983), Andrew K. Rose & Mark M. Spiegel, (2010), Geert Bekaert 

et al., (2012), Stijn Claessens, Hui Tong & Shang-Jin Wei,( 2011), Nicola Cetorelli & Linda S. Goldberg, 

(2010)].  

 

9.2.     International Regulatory Harmonization in the Basel I and II Accords  

Global harmonization of bank capital requirements and administrative supervision began with the adoption of 

the initial Basel Accord in 1988. An agreement to raise internationally active banks' capital requirements, Basel 

established a risk-weighted capital framework, requiring financial institutions to hold capital based upon their 

assets' credit risk, computed under a standardized weighting system. Two rationales were advanced for the 

Accord [BIS, (1988)].  The first rationale-promoting the stability of the international banking system by 

containing systemic risk-is at the core of banking regulation. The second rationale-equalizing international 

banks' competitive positions-is closely related to and, in practice, often intertwined with the first: regulators are 

concerned that differential capital requirements will enable international banks to engage in regulatory arbitrage, 

which will undermine system inability [Richard Dale, (1996), DANIEL K. TARULLO, (2008)]. Regulators may 

also believe that it is politically daunting to promote system stability through higher capital requirements if not 

all nations require the identical level. The thinking is that a proposed increase could be waylaid by domestic 

banks' rallying political actors, who oversee banking regulators, with the assertion that higher domestic capital 

requirements would place them at a serious competitive disadvantage. 

National competitiveness concerns, in fact, permeate Basel Committee negotiations over the formulation of 

capital requirements. A key instance is Basel's preferencing of the risk weights applied to residential mortgages, 

which is a function of some nations'-most notably the United States'-domestic policies to promote housing. By 

preferencing residential mortgages over other types of loans, the intent was to ensure that the Accord would not 

competitively disadvantage an internationally active U.S. bank from financing housing and thereby supporting 

national housing policy. The residential mortgage risk weight preference would prove to have a devastating 

knock-on effect decades later, in conjunction with other factors triggering the global financial crisis.  
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Although Basel I was the product of negotiations among central banks of the G-10, it was widely adopted by 

emerging nations, which were encouraged to do so by the IMF and World Bank [JAMES R. BARTH, GERARD 

CAPRIO, JR. & Ross LEVINE, (2006)]. The Basel I capital requirements were modified in succeeding years to 

take account of market risk, culminating in 2004 in a revised Accord, known as Basel II, which also added 

operational risk-the "risk of loss from inadequate or failed internal processes, people and systems and external 

events," including legal risk-into the mix [Basel Comm. on Banking Supervision, (2006), TARULLO, (2004)].  

Basel II explicitly advanced the same objectives as Basel 1: system stability and competitive equalization. 

National regulators were given a somewhat shorter time frame-until the end of 2006 or early 2007-to implement 

the new rules, compared to Basel I's four-year transition period, but Basel II had also been negotiated over a 

longer time span than Basel I.  

Basel II introduced a "three pillar" regulatory framework. The first pillar, a minimum capital requirement, is the 

centerpiece of Basel II and a continuation of the focus of Basel I. Recognizing that, given differences in relative 

expertise, the private sector is invariably several steps ahead of regulators, Basel II enlisted banks' more 

sophisticated internal risk management model to calculate risk weights, in contrast to regulators' fixing risk 

weights according to broad asset categories under Basel I [Basel Comm. on Banking Supervision,(1996)]. The 

other two pillars, regulatory supervision and disclosure (also referred to as market discipline), are considered to 

be adjutants to the first pillar. That is to say, the supervisory review process is directed at assessing the adequacy 

of a bank's capital, a task taking on even greater importance than accorded in Basel I, given Basel II's reliance 

on banks' internal risk measurements in determining capital requirements. In addition, information disclosure 

regarding banks' risk calculations is the mechanism by which market participants are able to ascertain the 

adequacy of banks' capital and thereby "bolster market discipline."  

 

9.3    The Basel Capital Requirements and the Financial Crisis of 2008  

The causes of the global financial crisis of 2008 will, no doubt, be analyzed and debated by economists for 

generations. But it appears to have been triggered by a bank run occurring in what is conventionally referred to 

as the nonbank or shadow banking sector, an institutional market in which financial institutions borrow outside 

of the regulated commercial banking system. The panic in the shadow banking market and subsequent collapse 

of banks worldwide were integrally related to Basel capital requirements.  

 

9.3.1   The Crisis in the Shadow Banking Sector  

The shadow banking sector performs the same intermediation function as the regulated banking sector: long-

term assets are financed by short-term debt, most commonly in the form of sale and repurchase (repo) 

agreements and asset backed commercial paper (ABCP) [Gary Gorton, Stefan Lewellen & Andrew Metrick, 

(2012)]. But instead of being backstopped by government deposit insurance, shadow banking market lending is 

secured by the long-term assets being financed, and investors require the assets to have AAA credit ratings so 

that if a loan is not repaid, they can recover the full amount of the loan by taking possession of the collateral.  

Much of the collateral in the shadow banking sector at the time of the financial crisis was comprised of 

mortgage-backed securities (MBSs) or 27 collateralized debt obligations (CDOs) whose underlying assets were 

MBSs [Gary Gorton, Stefan Lewellen & Andrew Metrick, (2012)].  The panic in the shadow banking sector 

followed an uptick in defaults on U.S. subprime mortgages in 2007. The fundamental problem was asymmetric 

information concerning the quality of the assets securing shadow banking market debt: the complexity of the 

securities made it difficult for investors to ascertain the extent of defaulting subprime mortgages held by 

borrowing institutions and comprising their collateral [Daniel Covitz, Nellie Liang & Gustavo Suarez, 2009), 

Michael Corkery, , WALL ST. J., (Sept. 2, 2010), Sewell Chan, ,N.Y. TIMES, (Sept. 2, 2010), Gary Gorton" 

(Dec. 16, 2010), Andrei Shleifer, (David H. Romer & Justin Wolfers eds., (Fall 2010) ].  As institutional 

investors became increasingly apprehensive about the quality of the underlying assets, they refused to rollover 

debt. As a result, borrowing institutions were unable to replace withdrawn capital and were forced to deleverage 

on a massive scale. Caught in a downward spiral of assets being sold at fire sale prices and panicked investors 

withdrawing credit in response to declining asset valuations, short-term financing markets collapsed, and what 
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was initially a liquidity crisis morphed into a solvency crisis [Gary Gorton & Andrew Metrick, (2012), Patrick 

E. McCabe, (2010), Arvind Krishnamurthy, Stefan Nagel & Dmitry Orlov, (2012)].   

A comprehensive list of causes identified as contributing to the financial crisis would, of course, contain 

numerous plausible factors, not all related to subprime mortgages and the run on the shadow banking market 

[FIN. CRISIS INQUIRY COMMISSION (2011), Gerard Caprio, Jr., Ash Demirgify-Kunt & Edward J. Kane, 

2008)]. But the panic  in the shadow banking market can be characterized as a proximate cause of the global 

crisis. The first failures were foreign banks operating in the shadow  banking market [Viral V. Acharya & 

Philipp Schnabl, (2010)],  and appreciating that fact points to the close relationship between the financial crisis 

and the international financial regulatory architecture. This is because the key factor highlighted by the panic in 

the shadow banking sector is the greater exposure, on average, of institutions regulated by Basel to the assets 

whose implosion set off the global financial panic than of financial institutions not subject to Basel capital 

regulations, such as hedge funds and insurance companies. This striking phenomenon-a pattern of differential 

exposure-stands to reason as Basel's preferencing of those assets through lower assigned risk weights 

incentivized Basel-regulated institutions to hold them.  

 

9.3.2    Performance of Basel-Compliant Institutions During the Financial Crisis Versus Entities 

Operating Outside of Basel  

How did Basel incentivize banks to hold particular financial instruments? Under the Basel credit risk-weighting 

system, residential mortgages, and more importantly, securities based on them (i.e., repo collateral), are subject 

to lower capital requirements than other financial assets, such as corporate loans. ABCP vehicles are also treated 

favorably [Viral V. Acharya & Philipp Schnabl, (2010), Viral V. Acharya & Philipp Schnabl,. 2009)]. As a 

consequence, banks have a powerful incentive to hold the preferenced assets in order to minimize their required 

capital, and the low level of capital required to hold such assets supports an increase in leverage, thereby 

increasing returns and, correlatively, risk of loss. An illustration of the incentive created by the preferential risk 

weighting of these assets and transaction structures is the fact that the only two EU nations, Spain and Portugal, 

whose regulators did not provide favorable treatment to conduits, were the only nations whose international 

banks did not use them [Viral V. Acharya & Philipp Schnabl, (2010)], .  

A simple, but enlightening, numerical example, provided by Lawrence White, illustrates the incentive Basel 

capital requirements provided banks to acquire securitized mortgage assets and to lever that investment. Under 

the Basel risk weights, a bank had to hold only $4 in capital for every $100 in residential mortgages, but it had 

to hold an even lower $1.60 for every $100 in MBSs with an investment grade equal to AA- or AAA. 

Consequently, a bank could use the $4 capital required for a directly-held mortgage to invest in $250 worth of 

securitized mortgages [Lawrence J. White, (Jeffrey Friedman ed.,(2011), Basel Comm. on Banking Supervision, 

(June 2004), JAMES R. BARTH ET AL., (2012)].  Given such attractive incentives, the leveraging of Basel-

regulated financial institutions in the favored mortgage- related assets is totally understandable and predictable.  

Basel I's capital requirements also created an incentive for banks to hold subprime mortgages within the 

residential mortgage asset class, as those assets provided a higher return (given their greater risk) than prime 

mortgages without requiring additional capital provision [Bo Becker & Victoria Ivashina, (2012)].  This is not to 

say that banks hold only the riskiest assets within an asset class. The point is rather, that Basel incentivized 

banks to hold such assets, and across the board they did so. Banks commonly hold more than the minimum 

required capital to create a buffer against an economic perturbation that would push them below the minimum 

capital requirement and thereby subject them to regulatory action. Similarly, banks would not hold solely the 

riskiest assets, in order to avoid the increased regulatory scrutiny that such positions might at some point entail. 

While Basel  II modified Basel 1 risk  weights within asset classes to permit adjustment for an asset's external 

credit rating, it did not significantly impact the inducement to hold subprime assets because subprime mortgage 

securitizations were structured so that the vast majority of tranches received investment grade ratings 

[TARULLO, (June 1999)].  Banks were therefore still incentivized to follow a strategy of holding subprime 

mortgages, albeit indirectly in securitizations, as those assets bore the same capital charges as securities issued 

on prime mortgages while providing the higher return accompanying subprime instruments. 
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Basel's preference for MBSs affected the shadow banking market because, although the market operates beyond 

the regulated banking system, its principal users (i.e., borrowers) operate within the globally harmonized regime 

for banks. U.S. investment banks that experienced runs in the repo market were operating under the key pillar of 

Basel II, the risk-based capital requirements [EU (2002), US -SEC (2004) ].  And more important, commercial 

banks using the repo market to finance their securitized products, as well as issuing ABCP and investing in 

securitized mortgages, were, of course, operating under bank regulators' supervision and Basel's strictures [Fed. 

Reg. 69,288 (Dec.7, 2007), EUROPA.EU (JUNE 19, 2006), Fed. Reg. 59,614, 59,619 (Nov. 29, 2001); Basel 

Comm. on Banking Supervision, BANK FOR INT'L SETTLEMENTS (June 19, 2006 ]. This all too often 

neglected reality concerning the shadow banking sector-that key market participants were subject to globally 

harmonized capital requirements-is, to my mind, critical for appreciating the dynamics of the global financial 

crisis from the perspective of the international regulation of financial institutions. For by contrast, other financial 

institutions, such as large hedge funds, an important set of trading institutions not subject to Basel capital 

requirements and therefore lacking a regulatory-induced incentive to hold MBSs, were not, as a sector, as 

intensively invested in those investments [GILLIAN TETT, (2009), Julie Creswell & Vikas Bajaj, ,N.Y. 

TIMES, (June 23, 2007), GREGORY ZUCKERMAN, (2009)].  

 

9.3.3   The International Regulatory Response to the Crisis: Basel III  

In the wake of the financial crisis, in which banks' internal risk measurement and management systems proved 

inadequate to withstand a financial panic, the framework for capital measurement and standards was, not 

surprisingly, once again revised in a third Accord, Basel III. The principal components of the earlier Accords 

were not, however, abandoned; rather the risk weights were further refined and new capital requirements were 

added. Beginning in 2009, updated capital requirements, referred to as Basel 2.5, were approved for 

securitization and proprietary trading (i.e., investment positions in MBSs and CDOs), which had generated 

devastating losses during the financial crisis. Subsequently, in 2010, the G-20 approved Basel III, which added 

both a liquidity standard and "macroprudential" capital regulations, as well as increased the capital required 

under Basel II regulations. Macroprudential capital regulation seeks to take account of system-wide risk, in 

contrast to the earlier Accords' focus on bank-level ("microprudential") regulation, that is, on the risk of an 

individual bank's failure [Stefan Walter, Sec'y Gen., Basel Comm. on Banking Supervision, (Nov. 3-4, 2010)]. 

The macroprudential requirements include a leverage ratio, which is independent of asset risk, and 

countercyclicalcapital requirements, which require the holding of higher capital in good times that can be drawn 

down in bad times [BANK OF ENG. (Nov. 19, 2009), ]. By contrast, the Basel I and II capital requirements 

were procyclical, in that they magnified the effect of the business cycle, by requiring banks to increase their 

capital as asset values declined in economic downturns, leading to a further contraction of credit and 

aggravating the scope and depth of  economic distress [Fabrizio Fabi, Sebastiano Laviola & Marullo Reedtz, 

(2005)].  

The Basel III framework was agreed upon quickly in the aftermath of the financial crisis. However, banks have 

a considerably longer time frame in which to meet the new requirements than they did with Basel I and II. Some 

components have been postponed for nearly a decade, and many of the increased capital requirements will be 

phased in gradually. For example, the minimum common equity capital ratio requirement is scheduled to rise in 

2013, but will not hit its final target until 2015, while the requirement of a capital conservation budget will not 

begin to be phased in until 2016, nor reach its final target until 2019. 

Rationales advanced for the extended implementation include concern that the immediate imposition of 

significantly higher capital requirements could delay the global economy's recovery and the need to provide 

banks time to adjust to higher capital requirements through increased earnings retention and newly-raised 

capital. In addition, some provisions, such as the new leverage ratio requirements, are being phased in with 

observation periods, which, given the dearth of international experience with such regulation, will enable the 

Basel Committee to assess their efficacy and propose adjustments for "unintended consequences [BANK FOR 

INT'L SETILEMENTS 69 (Dec. 2010)]."  In seeming contrast to the earlier Accords, the rationale for Basel III 

is couched in terms of system stability (reducing systemic risk), without mention of the goal of maintaining 
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domestic banks' global competitiveness.   But despite appearances, competitiveness concerns are still very much 

in evidence throughout the documentation of Basel III and its implementation. For example, Basel III retains in 

the definition of core capital a tripartite agreement, dating back to the original Accord, in which U.S., European 

and Japanese regulators negotiated an adjustment to the definition of capital to include capital treatment for 

items not generally understood to constitute core (equity) capital but whose exclusion would, given domestic 

business practices, have required their banks to raise additional capital [BANK FOR INT'L SETrLEMENTS 26 

(June 2011)].  In addition, the extended phase-in has the effect, even if not explicitly stated, of equalizing the 

"playing field" by providing weaker banks time to adjust to the heightened capital requirements [BANK FOR 

INT'L SETLEMENTS 12 (Oct. 2010)].   

Further and most important, the Basel Committee's formal assessment of each nation's implementation of Basel 

III, reported to the G-20 on a periodic basis, evaluates compliance by gauging the impact of any discrepancies 

on either "financial stability or the international level playing field [BANK FOR INT'LSETTLEMENTS 33 

(June 2012)],  Consistent with such a perspective, governments, banks and commentators have objected to other 

nations' delays or deviations from specific requirements implementing Basel III, contending that such 

postponements and deviations advers ely affect their competitiveness [Tom Newton, (Mar. 28, 2013)]. Thus, 

notwithstanding a stated single objective related to systemic risk, the level playing field rationale has been 

reintroduced in Basel III's implementation. It would be most accurate to conclude that the Basel Committee has 

not abandoned the longstanding twin rationales for the Accords in their latest formulation. Although largely 

obscured from public view, regulators' attentiveness to domestic banks' international competitiveness 

underscores the reality that Basel is informed by the political priorities of the more influential nations who either 

explicitly or tacitly perceive their domestic banks as "national champions," as well as by banks' rent- seeking 

activity.  

 

9.3.4    Implications of Maintaining Basel as is Going Forward  

Despite the self-evident deficiencies in the Basel architecture and its contribution to a global financial crisis, the 

post-crisis response of bank regulators and public officials has been to double down on a failed strategy of 

harmonized capital requirements, rather than revisiting first principles. Given the massive scale of the bailout 

required to rescue Basel-regulated firms, a rational observer might have expected financial regulators to react 

with heightened caution rather than to travel even further down the road of international regulatory 

harmonization. For this experience should have alerted regulators to the reality that international regulatory 

harmonization contributed importantly, albeit unwittingly, to a catastrophic global event by incentivizing 

financial institutions worldwide to follow similar business strategies under regulation that proved to be deeply 

mistaken.  

One could quite reasonably inquire, however, whether it is altogether fair to conclude, as does this Article, from 

Basel's dismal performance in the global financial crisis, that its organizing premise-internationally harmonized 

standards-needs to be reconsidered? After all, the 2008-09 crisis has often been plausibly characterized by 

experts as a perfect storm: an event created by the confluence of factors, in any one of whose absence the crisis 

would not have materialized or, at least, not with the same level of severity [Willem H. Buiter, 2007), George G. 

Kaufman, 2010)]. With the realization of a worst-case scenario, even a praiseworthy regulatory architecture 

could crack. There is, moreover, a cost-benefit tradeoff that must be made with any regulatory arrangement 

aimed at reducing risk, which entails a judgment whether the object of prevention should be the proverbial one 

hundred or thousand year flood. But such seemingly plausible assertions regarding Basel are simply not 

persuasive. As discussed in the Appendix, an extensive pre- crisis literature evaluating the impact of Basel I and 

Basel II on national banking systems' performance, stability and competitiveness finds that Basel was ineffective 

in meeting its objectives even prior to the perfect storm of the global financial crisis.  

It is, of course, possible that the Basel Committee's response to the crisis-a rather quickly cobbled set of add-ons 

further complexifying the harmonized capital requirements-could prove to be helpful, despite past failures. After 

all, many of the newer components of Basel III are consistent with approaches to capital requirements and 

systemic risk advocated by distinguished financial economists [KENNETH R. FRENCH ET AL., (2010); Anil 

Kashyap, Raghuram G. Rajan & Jeremy Stein, (2008), Rafael Repullo, Jesus Saurina & Carlos Trucharte, 
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2009)]. These provisions might mitigate the perverse incentives of the failed risk weight and internal risk 

calculation components of Basel II upon which Basel III is layered. And the claim could be made that only in 

Basel III has systemic risk been finally explicitly addressed as a regulatory concern. But it would be a serious 

error to conclude that the latest iteration of the Accords will create a pristine new world financial order that will 

prevent future crises. In fact, it would be misguided to believe that any future harmonized regulatory apparatus 

would do so, no matter how much the regulatory focus is shifted from micro- to macro-prudential approaches.  

There are, in fact, inherent, systemic drawbacks with the overall Basel setup, quite apart from the uncertainty of 

whether a specific approach, risk weight, or measurement of systemic risk is appropriate. In the dynamic and 

uncertain environment in which financial institutions operate, the technical knowledge and resources of 

regulators invariably lag behind those of the regulated. In addition, regulatory requirements that may have made 

initial sense may become not only obsolete but fatally flawed in changed circumstances, such as the favoring of 

securitized MBSs and sovereign debt in Basel's risk weights. In this kind of environment, a more nimble 

regulatory apparatus that can continually test, learn and adapt to changed circumstances and new information 

would have decisive advantages over Basel's cumbersome, top- down, harmonized approach. That is because 

revision of the Accords requires time-consuming multinational negotiation and backroom political horse- 

trading. As a result, Basel as presently constituted is inhospitable to innovation and the tailoring of national 

regulatory approaches. The laborious revision process is the precise opposite of what is required. A mechanism 

that introduces regulatory diversity within the Basel framework would reduce the stakes over which parties are 

bargaining, and hence the hurdle to regulatory innovation. If a nation believed it had devised a better regulatory 

"mouse trap," so to speak, there would be a mechanism for implementation available without requiring arduous 

multilateral negotiation of a revision to the Accord or the flouting of Basel's strictures.  

The unusually rapid agreement on Basel III due to a full-blown global financial crisis has, as noted earlier, been 

accompanied by an extended phase- in-in some instances over nearly a decade-which defeats the ostensibly 

quick regulatory response. A plausible motivation for Committee members agreeing to the long phase-in is not 

only their publically-stated justification that requiring banks to increase capital in a period of economic distress 

would adversely affect the real economy's recovery, but also the perception that they are embarking on a global 

regulatory experiment whose impact is poorly understood. Imposing a lengthy transition is a way for the Basel 

Committee to hedge it bets. 

This is not in itself a bad thing. But a superior approach would be to acknowledge candidly that there is much 

we do not know or that we will never know, and to incorporate explicitly into Basel decision-making a trial and 

error, "muddling through" approach that fosters regulatory experimentation, on a national basis, rather than 

undertaking a global experiment whose risks and uncertainties are unknown or unknowable and potentially 

catastrophic [TiM HARFORD, (2011)]. That is the approach of this section.  

Basel III may well introduce some diversity across national regulatory regimes through variation in the pace at 

which nations implement its requirements, but any such diversity is not intended to endure and will occur, if at 

all, by happenstance. Moreover, deviations produced in such a haphazard fashion have no built-in evaluation 

and oversight mechanism to minimize the likelihood that they will increase global systemic risk. By contrast, 

this Article's proposed diversity mechanism of sanctioned national experimentation will introduce regulatory 

diversity through a transparent process in which there is a considered evaluation of the regulatory tradeoffs. 

Such an approach to regulatory innovation would pose far less risk to the global financial system than when 

mandated worldwide.  

 

9.3 Fostering Experimentation and Flexibility in International Financial Regulation  

This Part advances a procedural mechanism to introduce diversity and experimentation into the Basel 

architecture with minimum dislocation to the present-day regulatory setup. After fleshing out the proposed 

diversity mechanism, the Part examines three important cross-border issues for an international regime with 

regulatory diversity: the playing out of supervisory coordination across home and host regulatory authorities; the 

effect on international banks' operations; and the potential for regulatory arbitrage.  
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9.3.1   Modifying the Basel Architecture to Increase Adaptability  

The proposed procedural mechanism for introducing diversity into the Basel architecture has three components: 

(i) a member state proposes to adopt a regulatory approach or requirement(s) different from Basel; (ii) a 

committee of peers assesses the proposal; and (iii) a subcommittee monitors and periodically reassesses 

approved departures. 

 

9.3.2   Member-State Proposal  

A national regulator would initiate a deviation from Basel by submitting a written notice of a proposed departure 

to an office within the Basel Committee designated to receive proposals. Accompanying the notice would be the 

following documentation: (i) specification of the proposed departure from Basel; and (ii) an economic analysis, 

theoretical or empirical, of how the proposal would impact financial system stability. The required analytical 

documentation should not pose an insurmountable obstacle to nations seeking to depart from Basel. Financial 

regulators' technical staff routinely conduct economic analyses, using a variety of methodologies, including 

regression and simulation techniques, to forecast the impact of changes to capital requirements, among other 

regulatory policies [BANK FOR INT'L SETTLEMENTS (Aug. 2010), BANK FOR INT'L SETTLEMENTS 

(Aug. 2010), Paul Kupiec, Int'l Monetary Fund (Dec. 2001)]. More important, an extensive set of analytical 

methods has been developed to measure systemic risk, including identifying early indicators for increases in 

systemic risk and models for understanding transmission channels of financial sector shocks [BANK FOR 

INT'L SETTLEMENTS (WP 21, 2012), Dimitrios Bisias et al  (2012)].  But as there is no strong consensus on 

the best measure of systemic risk and the methodologies have only quite recently been devised, it would be 

prudent for the requisite analysis to use a variety of measures. Such an approach has the benefit that where 

different methodologies provide similar predictions of a proposal's impact, there would be greater confidence in 

that prediction. Given the complexity of identifying and predicting systemic risk, besides the economic analyses, 

departure-proposing nations could be required to identify the impact of the proposed deviation on potential weak 

points in individual institutions or the financial system, by analogy to safety notification reviews in the energy 

and food and drug sectors.  In the nuclear power context, for instance, a firm's report to its regulator of a failure 

of a noncritical valve in one facility generates an alert to all other firms to check similar valves, some of which 

may be performing a critical function elsewhere. 

Specifying what must be examined as potential weak points, analogous to physical valves, in the more 

intangible plumbing of the financial system is not easy. Points of inquiry could include a proposal's impact on 

institutions' incentives to adopt specific investment strategies and the number of transactional connections 

between regulated financial institutions and nonbank (i.e., non-regulated) financial services firms [Monica Billio 

et al., (2012); Viral V. Acharya et al., 2011 Denver Meetings Paper, 2010), Franklin Allen & Douglas Gale, 

(2000), Daron Acemoglu, Asuman Ozdaglar & Alireza Tahbaz-Salehi, (Nat'l Bureau of Econ. Research, 

Working Paper No. 18727, (2013), Sbastien Vivier-Lirimont, (Feb. 2006)]. Network analyses of interbank 

exposures could also be undertaken to assess the effect of the failure of one institution on others, and of events 

of financial distress, such as a credit squeeze, on a financial system or across financial systems [Dimitrios Bisias 

et al, 2012)]. 

There are, however, serious limitations to the use of network methodologies. The modeling assumes static 

institutional behavior and requires detailed information regarding inter-institutional exposures and holdings, 

including off-balance sheet items (Martin Summer, (2013). Moreover, given the sheer difficulty in identifying 

potential weak links in a banking system in general, let alone before the implementation of a regulatory 

departure, this type of analysis would seem to be more appropriately undertaken when monitoring approved 

departures in the third component of the proposed review process, rather than when initially evaluating a 

proposal. By then, there will be information derived from experience regarding the deviating regime's impact on 

institutional linkages and business strategies.  
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The departure initiation process should be available to nations that are not Basel Committee members. Although 

those nations are under no obligation to comply with the Accords, they should be encouraged to enter into the 

review process should they wish to deviate from Accord requirements, just as if they were members obliged to 

conform. Including non-members would benefit all parties concerned. Non-member nation's regulators would 

benefit from the improvement in decision-making from having a second look at a proposed innovation by 

regulators with greater expertise. Correlatively, Basel Committee members would benefit from the additional 

information gleaned from the experience of financial institutions in non-member nations operating under a 

regulatory variant.  

A further benefit the review mechanism provides to non-Basel Committee members is their being able to 

participate in the international Accords with more attentive tailoring to their institutional and economic 

environment.  Standards for proposed deviations may need to be lowered for non-Basel Committee members, as 

they may lack the technical capacity and resources to conduct an analysis of a proposed departure's impact on 

systemic risk. In such a situation, the review committee's staff could perform the analysis for them. However, 

doing so might prove difficult if the data necessary for conducting the analysis is inaccessible to the review 

committee without an on-site visit. Some emerging nations' banking sectors may be sufficiently small that the 

review committee could conclude that a proposed departure will have no significant global impact, and be able 

to approve the departure without extensive documentation.  

The financial sector development of non-member nations, in many instances, differs markedly from that of 

Committee members, and complying fully with Basel may therefore be infeasible. It may even be undesirable: a 

comprehensive cross-country survey of Basel regulation, for instance, found that enhanced regulatory 

supervision (Basel II's second pillar) is not associated with a higher level of financial system stability or bank 

performance but is associated with increased corruption of bank lending, a relationship explained by weaknesses 

in nations' legal and political institutions.  In addition, economic models suggest that the effectiveness of 

financial regulation in reducing systemic risk varies depending on the organization of the financial sector 

[Thomas F. Cosimano & Dalia S. Hakura, , 2011); Doris Neuberger & Roger Rissi, , 2012), Doris Neuberger & 

Roger Rissi, (2012), FIN. STABILITY BOARD. ( 2012)].  By adopting a two-track   approach to capital 

requirements, Basel II acknowledged the importance of adapting regulations to nations' varying economic and 

political circumstances. The diversity mechanism would go a step further by enabling even greater precision in 

the tailoring of regulation.  

 

9.3.3   Peer Review  

After a nation submits an application for departure from Basel, a peer review committee would be established to 

evaluate the proposal. Review committees should be appointed on an ad hoc basis and comprised of central 

bankers and banking regulators (i.e., members of the Basel Committee) and their senior staff, analogous to the 

composition of Basel Committee working groups and Basel III assessment teams, as well as committees used by 

other international organizations to assess nations' financial sector stability and development and compliance 

with international banking standards [BANK FOR INT'L SETTLEMENTS (5 Apr. 2012), FIN. STABILITY 

BOARD 1 (Jan. 2010), INT'LMONETARY FUND, , 2014); INT'L MONETARY FUND, , 2013)].  

It might seem desirable to establish a standing review committee, given the likelihood that the diversity 

mechanism will be used with increasing frequency over time. However, the decisive advantage of an ad hoc 

committee is that it would render it more difficult for committee members to engage in logrolling, in which one 

nation's poorly-conceived proposal is approved on the understanding that another nation would similarly have a 

poorly-conceived proposal approved, or obtain some other strategic advantage. With an ad hoc committee, the 

individuals who would review a nation's proposal will not be known in advance of a submission, and the 

probability of obtaining the right combination of committee memberships over time to engage in successful 

strategizing would be low.The review committee's sole task would be to assess whether a proposed deviation 

could be expected to increase global systemic risk. The standard for approval would be focused on this single 

question to ensure that regulatory  innovations do not create negative externalities, in keeping with Basel's  

objective of promoting the stability of the global financial system.  
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In making its determination, in addition to evaluating the analysis of the nation proposing the departure, the 

review committee could conduct an independent analysis or request additional information and analyses. 

Because the Basel Committee does not have its own staff, committee members would have to use their own 

technical support staff, as is the Basel Committee's operating practice. Economists employed by BIS could also 

provide additional technical support to the review committees, as they often do for Basel Committee projects. It 

might also make sense for BIS economists to be permanently assigned to review proposed departures. Such an 

approach would create an institutional memory otherwise lacking given the ad hoc nature of the review 

committees.  

Given an absence of ready staff to assist in the reviews, Basel Committee members and non-member proposing 

nations could be charged a fee to defray the cost of diverting BIS employees to this function. But because 

nations proposing deviations would be required to submit both a comprehensive analysis of their proposal's 

impact and the data informing that analysis, much of a review committee's spadework will have been already 

undertaken. That should make the cost of the review process considerably less burdensome.  

One evaluative approach increasingly used by regulators since the financial crisis which would seem particularly 

apt for the review process is a stress test. In a stress test, the hypothetical performance of a bank's portfolio is 

evaluated by perturbing relevant economic variables under a variety of scenarios of plausible exogenous shocks, 

such as increases in interest rates or decreases in asset values.  In the context of the diversity mechanism, a stress 

test would seek to ascertain how an applicant nation's financial system, as opposed to an individual bank, would 

respond to severe shocks. The stress test methodology should be further combined with an analysis of the global 

interconnectedness of a nation's banks to ascertain whether international contagion would be a concern were its 

financial system to come under stress.  

There is an important rationale for directing review committees to focus their evaluation on a stress test 

approach: it should mitigate an otherwise natural tendency for a committee's evaluation to consist of merely 

comparing a nation's hypothesized performance under its proposal with that under Basel. Given that the issue is 

a departure's potential impact on global systemic risk, any adverse effect on the proposing nation's financial 

system measured simply as compared to Basel is of no import; the relevant question is whether it would have a 

significant likelihood of spreading beyond a nation's borders. The review committee should also conduct an 

audit of an applicant nation's information system to assess the accuracy of the data and analysis submitted. 

Because other international banking organizations audit nations for their compliance with Basel, among other 

international standards, the review committee could conserve time and resources by obtaining that information 

from those organizations. In addition, where an applicant's proposed departure replicates a previously approved 

proposal, the committee could draw on the analyses undertaken in the prior review, although that might not 

eliminate the need for audit data, as varying factual circumstances could, no doubt, produce a different global 

impact. 

The proposed process consists of a technical review of written documentation, but the review committee should 

be empowered to compel the production of additional documents necessary to complete its analysis, as well as 

to interview an applicant nation's officials or regulatory staff. If, for example, the committee concluded that the 

impact of the departure on systemic risk hinges on the applicant nation's supervisory capacity, it might require 

additional documentation, or conduct an on-site review, of the nation's supervisory resources and technical 

capacity. If an applicant nation has been the subject of an FSB or IMF-World Bank Financial Sector Assessment 

Program (FSAP) review, the committee could examine the FSB or FSAP reports and interview FSB or FSAP 

team members.  Doing so would enable the committee to gain insight into the effectiveness of a nation's 

supervisory authorities. Because those reports are confidential, applicants should be required to agree to share 

the reports' contents with the review committee, while the review committee members would be required to 

commit to maintain the reports' confidentiality [FIN. STABILITY BOARD (2011)].  Information gleaned from 

a nation's Basel III assessment reports should also be made available to the review committee as a matter of 

course.  
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9.3.4   Standard of Review  

Upon receipt of the review committee's approval, the applicant nation could immediately implement its 

proposed regulatory departure. The standard of proposal review is naturally key to implementing an effective 

diversity mechanism, and it must be crafted with an eye to committee members' incentives and intellectual 

predispositions. It is, for instance, most plausible to assume that, as guardians of Basel, review committee 

members would be predisposed to favor the status quo and reject proposed departures, thereby squelching the 

aim of opening the Accords up to experimentation. It would also only be acknowledging human nature as we 

know it to recognize that review committee members would have strong priors concerning the appropriateness 

of Basel's harmonized regime. After all, the negotiators of the Basel Accords who will populate review 

committees have historically been expressly committed to uniformity as a critical component of international 

regulation and, no doubt, sincerely believe that they have codified best practices. They would, as a consequence, 

invariably be working from the premise that alternative approaches are inherently problematic.  

Moreover, even a committee member who is open to innovation in principle could be expected to view novel 

proposals uncharitably, albeit unintentionally, due to mental shortcuts and cognitive biases, identified by 

psychologists and behavioral economists, by which decision-makers tend to favor the status quo over 

alternatives [William Samuelson & Richard Zeckhauser, (1988)]. To minimize such a bias in outlook, the 

review process should be structured to start from a presumption of approval, which can be rebutted by a 

demonstration that the proposal would have a substantial likelihood of adversely impacting global financial 

system stability. Such a standard would have a further benefit of reducing the possibility that the process will 

devolve into one of "picking winners," in which committees seek to guess, as the criterion of approval, which 

regulatory innovations are most likely to improve on the status quo, a task at which there is no reason to expect 

the committee members to excel.  

Accordingly, in order to reject a proposal, the review committee should have the burden of proof to show that a 

proposal would be substantially more likely than not to increase global systemic risk, and that the projected 

increase is non-trivial. Such a finding should be based on a quantitative analysis of the stress test variety, which 

indicates there would be a statistically significant increase in global systemic risk were the proposal to be 

adopted. The stress test analysis could be supplemented by a theoretical analysis (i.e., a model showing 

economic outcomes under plausible assumptions). To analogize to judicial proceedings, the standard should be 

set higher than the "preponderance of evidence" standard used in civil litigation, which requires only a slight 

weighting on the side of adverse impact beyond equipoise, and should therefore be similar to the higher "clear 

and convincing evidence" standard. The standard for rejection is necessarily a high one, not only because of 

status quo biases but also because, in most cases, it will not be possible to predict a proposal's effect 

conclusively and a high burden of proof on applicants would make it impossible to achieve the diversity 

mechanism's purpose, to permit regulatory experimentation. The operation of the evidentiary standard-what it 

takes to show by clear and convincing evidence that a proposal would adversely affect global systemic risk-will 

be articulated over time, through review committee decisions, analogous to how common law courts function.  

Proposals that seek solely to heighten Basel requirements (such as impositions of higher minimum capital 

requirements) should also have to be presented for review, despite nations' ability at present to adopt such 

proposals without consultation given Basel capital requirements' formulation as mandatory minimums [BANK 

FOR INT'L SETLEMENTS (2011), BANK FORINT'LSETTLEMENTS (June 2004), Urs Geiser, (2011)]. 

Requiring procedural conformity for all Basel departures would be useful if for no other reason than to prevent a 

potential dispute over whether an action by a national regulator is a departure requiring review. Such proposals 

should, however, be subjected to a far more expeditious review than proposals for substantial departures (i.e., 

fundamentally different regulatory approaches from Basel's risk-weighted capital requirements), which could 

even be done pro forma. Expedited review or automatic approval would be more consonant with current 

arrangements, in which nations may act without seeking approval, as well as be consistent with the objective of 

the proposed mechanism, because the probability that proposals raising regulatory minimums would increase 

global systemic risk is relatively remote [Charles K. Whitehead, (2006)].  
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It is, however, possible that higher capital requirements could induce banks to increase their risk-taking, as there 

is some evidence of such an effect. The prospect of such a strategic response by banks could be addressed by an 

expeditious review in which the committee considers the magnitude of the increase in capital in conjunction 

with the extent of the internationalization or global interconnectedness of the proposing nation's banking sector. 

Such an inquiry could indicate whether negative spillovers implicating global systemic risk would be a matter 

requiring further attention (i.e., a more extended review), were the nation's banks to increase their risk-taking in 

response to the proposal.  

An alternative approach to the diversity mechanism that would more vigorously promote regulatory diversity 

would be a notice-filing system, in which all proposed deviations would be automatically approved, which 

would eliminate the need for special treatment of proposed tweaks of Basel that merely increased existing 

minimums. In this formulation, a nation would give notice of its proposal to the Basel Committee and the 

proposal could be implemented within a short specified time frame unless the review committee were to request 

a delay in order to undertake a more extensive review, out of concern that the proposal could adversely affect 

systemic risk [Hart- Scott-Rodino (2012)].  All other features of the diversity mechanism-the standard of review 

for rejection, due process protections and ongoing monitoring and periodic reassessment as an additional 

safeguard-would be applied without distinction between the full review proposal and this notice-filing variant.  

 

9.3.5    Due Process Considerations  

A further potentially troubling concern regarding the conduct of a peer review is that if a committee recognizes 

that it cannot rebut the presumption of approval, it might engage in dilatory tactics to impede a nation's ability to 

implement a regulatory innovation. This issue could be addressed by requiring a short window of, say, three to 

four months, for a committee to complete its review, after which time frame a proposal would be automatically 

approved. In the hypothetical case of numerous proposals arriving simultaneously and preventing expeditious 

reviews because of inadequate technical support for all of the review committees, the fees charged applicants 

and committee members could be adjusted to a level that would meet staffing needs for decisions to be rendered 

within the requisite time frame.  

In addition to requiring prompt consideration of proposals, a rejection should require a written decision, 

providing specific reasons why the review committee found that a proposal would increase systemic risk, along 

with supporting technical analyses. Where the review committee's analysis suggests a modification that could 

reduce the probability of a proposal's increasing systemic risk, the committee should highlight that course of 

action to the proponent nation in its written rejection and permit the nation to resubmit a suitably revised 

proposal for expedited approval.  

A proponent nation should be given the opportunity to respond to a rejection, and be entitled to a second look, 

such as by providing further analyses to rebut the analysis on which the committee' rejection was based or by 

modifying the proposal to mitigate concerns raised by the committee's analysis. Such a procedural safeguard 

comports with a conventional understanding of due process and with the Basel III assessment procedure, which 

provides a nation with the opportunity to respond to an assessment team's draft report and to present its view of 

a report's findings to the Basel subcommittee that reviews the report.  

All documentation (the proponent nation's submission and the explanation of rejection by the review committee) 

should be publicly available, with, of course, confidential, market-sensitive material excised. Such a 

transparency requirement matches that of other international organizations' financial regulation assessments as 

well as that planned for Basel III compliance assessments, albeit with more extensive disclosures and without 

optionality. Given an anticipated focus on technical analysis, along with the review standard's presumption of 

approval, it is to be hoped that committee decisions would ordinarily be unanimous. But if there are dissenting 

members, an explanation of their reasoning, including any expert analysis upon which they relied, should also 

be made publicly available.   

By making committee decisions and supporting rationales and data available for public scrutiny and critique, the 

transparency requirement would improve the quality of regulatory decision-making as participants would have 

an increased incentive to engage in carefully thought-out decisional processes. In addition, the public, as well as 
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parties to a review, would have greater confidence in the outcomes of a transparent review process. This is an 

ancillary benefit of the proposal, given the abysmally low level of present-day confidence in financial regulatory 

decision-making.  

A further benefit of requiring public documentation of proposals and review committee decisions is that nations 

considering departures from Basel would be able to make better informed regulatory choices. They would obtain 

information regarding a regulatory strategy's impact, as well as insight into how the review process functions, by 

being able to examine a proponent nation's analyses and observe the thought processes and analytical approach 

taken by review committees. This should raise the quality of submitted proposals, as nations will be informed by 

previously approved regulatory departures, and in turn, this will reduce the time and effort required for a review 

committee to complete its assessment.  

In addition to transparency at the decisional stage, it would further be desirable to establish a separate entity to 

hear appeals of proposal rejections, rather than leave a second hearing to an original review committee, to 

ensure an independent and impartial appellate process. This would, of course, be consistent with a conventional 

understanding of due process. It would also have the advantage of both conserving the time and resources 

expended by a review committee on its initial evaluation as well as incentivizing it to craft a rejection with care 

so as to withstand appellate review.  

 

9.3.6   Ongoing Oversight and Evaluation  

For the proposed mechanism for departures from Basel to work effectively, it is critical that regulatory review 

itself be dynamic. This is because the short time interval and the standard of review for proposed departures will 

increase the likelihood of approving regulatory departures whose impact cannot be ascertained at the outset and 

hence may turn out to have unintended, adverse consequences. It is, in fact, a premise of this Article's proposal 

that the impact of many financial regulations cannot be known with reasonable assurance in advance of 

implementation, as the dynamic environment of financial markets inevitably renders some regulations obsolete 

or at odds with their initial objective, due to financial innovation and changing institutional behavior in response 

to regulation.  

To incorporate dynamic evaluation into the diversity mechanism, approved regulatory departures should be 

subject to ongoing monitoring and periodic reassessments, which can take account of new information. This 

would enable the Basel committee to ascertain whether an approved departure's impact on global systemic risk 

has significantly changed compared to the impact estimated at the time of initial assessment. A Basel 

subcommittee should be charged with this monitoring function. As this component of the diversity mechanism 

will add to the time and resources that must be expended, the initial review committee and the monitoring 

subcommittee should have discretion to prioritize and make exceptions to the monitoring requirement, if they 

determine a proposal's estimated impact on systemic risk is sufficiently insubstantial not to require ongoing 

oversight (as, for instance, in the case of a proposal by a small emerging nation, with a small number of 

domestic banks 1that have little or no international bank linkages).  The monitoring subcommittee should also 

have the authority to reverse a prior monitoring waiver if new developments suggest that a risk has emerged 

where none earlier existed.  

In addition to granting the monitoring subcommittee discretion to fashion the parameters of its responsibilities to 

conserve resources, Basel-departing nations should be assessed a fee to defray monitoring expenses. A fee 

would enable the hiring of support staff for the monitoring subcommittee as well as alleviate a need to limit the 

number of departure applications due to capacity constraints at the monitoring subcommittee level. To the extent 

that a mistakenly-approved proposal could impose a negative externality on Basel Committee members by 

increasing systemic risk, it would be appropriate to require departing nations to defray 10 most of the 

monitoring cost. However, Basel-departing nations should not be assessed the full cost of monitoring: the 

diversity mechanism is premised on the notion that regulatory diversity and experimentation provide a public 

good, and at least some of the expense should therefore be shared by all Basel participants. To assist in 
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monitoring, the subcommittee should require timely sharing of information concerning the safety and soundness 

of a nation's financial sector, including, among others, bank capital levels, non-performing loan data, and failure 

rates. 

Red flags raised in monitoring suggesting a possible increase in systemic risk should trigger a full review of an 

approved regulatory departure. Apart from what might be characterized as subjective warning signals identified 

by monitoring, the subcommittee should adopt quantitative triggers that would automatically initiate full 

reviews. These triggers would most plausibly be variables that are thought to measure systemic risk, set at levels 

substantially below that which the literature defines as indicating financial system stress. Measures of financial 

system stress in the literature include deviations of the ratio of credit to GDP or key asset prices from long-run 

trends; changes in bank-specific balance sheet information, such as capital and liquidity positions or estimated 

default probabilities; number or percentage of bank assets that are nonperforming; number or percentage of 

banks failing or receiving government assistance; and percentage of GDP spent on bank rescues (financial sector 

data). Other potential triggers could be increases in correlations across financial institutions, constructs newly 

being devised in the literature to measure systemic risk. 

In addition, the monitoring subcommittee staff could seek to develop and apply an early warning system, similar 

to models developed by the IMF following the Asian crisis of the late 1990s to predict currency crises, but 

which would combine systemic risk measures along with other economic Parameters [Andrew Berg, Eduardo 

Borensztein & Catherine Pattillo, (2005)]. It would not, however, be prudent to rely on early warning systems to 

trigger evaluations of the effect of approved departures on global financial system stability. IMF models 

developed to predict currency crises, for example, have scant predictive power, although they would appear to 

perform somewhat better than commercial sector models and market indicators, such as credit agency ratings 

and bond spreads. We have no reason to assume that systemic risk warning models will be any more effective. 

Thus, in addition to event-triggered reviews, scheduled full reassessments of approved departures, undertaken 

by a reassessment committee, should be incorporated into a monitoring protocol. 

The reevaluation should include an audit of a nation's information system. In addition, the reassessment 

committee should directly interview or obtain data from banking authorities of economically interconnected 

nations concerning a departure's impact on their financial systems. Although such input could be solicited at the 

time a proposal is initially approved, it would seem most useful to solicit it in the post-approval review process, 

when it is more likely that information on cross-border impacts would exist. Indication of an adverse impact on 

the financial stability of another nation should be treated as a red flag triggering immediate review. After several 

full post-approval reviews, the reassessment committee should have the discretion to consider a regulatory 

departure sufficiently well-established to no longer warrant full review, or to reduce the frequency at which full 

reviews are conducted.  

An integral component of the periodic (i.e., fixed-interval) reviews should be a self-assessment by a Basel-

departing nation of the effectiveness of the regulatory departure, with supporting analyses of the impact on 

stability and systemic risk of the financial sector over the interval-an assessment which should be the reviewing 

committee's evaluative lodestar. In instances where the novelty of a proposed regulatory approach does not lend 

itself to empirical analysis during the initial review, such an analysis should be included in the post-approval 

reassessment as data should by then be available. Under these circumstances, where an initial analysis is likely 

to have consisted of simulations, the analysis should compare the simulations to actual outcomes. As with the 

original application, the self-assessment of a departure's efficacy should be publicly available (with exceptions 

solely to retain the confidentiality of market-sensitive information).  

In a trigger-initiated review, the reassessment committee should determine whether the flagged significant 

adverse financial sector changes are attributable to the regulatory departure from Basel or economic conditions 

unrelated to the regulatory environment. One relevant inquiry would be to ascertain whether the triggering 

events have also been experienced by other nations that are operating under Basel and proximate by geography 

or development level. If the committee determines that the trigger was due to the regulatory departure, then the 

committee could withdraw approval for the departure entirely, or in part (for instance, if its analysis indicates 
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that financial stress could be alleviated with modification, rather than elimination, of the approved departure). 

Finally, nations should be required to consent, as a condition for participating in the departure approval process, 

to revert to Basel in the event of a revocation decision. Needless to say, were the adverse impacts to be felt 

locally, a rational nation would abort the regulatory departure on its own initiative.  

 

9.3.7   Appeals Mechanism  

Paralleling the requirement for a written decision if a proposal is initially rejected, a decision to revoke a 

previously approved departure would require a written explanation supported by technical analysis that would 

be publicly available. In the case of a perceived emergency, the explanation and technical analysis could follow 

the decision. When the post-approval review has been initiated by a trigger, rather than by a scheduled review, 

the burden on the committee for revocation should be less stringent than that for an initial rejection. For 

instance, where analysis indicates that it is more likely than not that a regulatory departure has substantially 

increased systemic risk, such a demonstration should be considered sufficient for the committee to act. A shift in 

the standard of review is warranted in such circumstances because the trigger indicates that a discernible risk has 

materialized, suggesting an increased likelihood of a threat to financial system stability and, accordingly, a 

greater need for a rapid remedial response.  

Given the disruption that revoking an implemented regulatory departure could create, there should be an appeals 

mechanism, informed by conventional notions of due process, by which a nation whose regulatory departure is 

revoked could obtain an expedited review of that decision. An expedited appeal would afford a nation the 

opportunity to rebut the committee's analysis of the departure's impact with its own analysis of the situation or 

of the committee's work, or to document that reversing the departure would disrupt or destabilize the financial 

system more than would maintaining or modifying it.  

Whether a revoked departure should be enjoined prior to completion of the appeal process would best be 

ascertained by a balancing approach following the standard for injunctive relief in civil litigation. That is, a 

committee would enjoin a revocation if it determined that the threat to global financial system stability was 

sufficiently severe and irreversible that it outweighed the disruption costs to the appellant nation as a result of 

having to reverse regulatory course pending appeal. But if a committee were to determine that an injunction-like 

remedy is in order, the decision should trigger an expedited appeal to minimize disruption costs.  

 

9.3.8   Will the Diversity Mechanism Increase Systemic Risk  

Is there still a risk that, notwithstanding the procedural safeguards of initial assessment by peer review and 

subsequent ongoing monitoring of performance, a nation that departs substantially from Basel could damage the 

global financial system were that nation's financial system to collapse and lead to a cascading global crisis, 

affecting nations adhering to Basel? Yes. But risk can never be totally eliminated; it can only be better or more 

poorly managed. Basel's harmonized regulation does not eliminate risk either and, more important, has a history 

of repeated failure.  

Furthermore, common factor shocks, and not solely interbank linkages, were an important transmission source 

of the recent financial crisis' global reach beyond the United States, the epicenter of the troubled subprime 

mortgages initiating the crisis. Cross-border contagion that is transmitted by common factor shocks is less likely 

to occur when failed institutions are in a nation following a different regulatory regime from other nations, than 

when under a globally harmonized system that induces financial institutions across borders to follow broadly 

similar business strategies [JAMES C. SCOTT, (1998)]. Moreover, because a principal consideration in review 

committees' assessments of proposals under the diversity mechanism will be the extent of an applicant nations' 

banks' global connections, financial contagion through interbank linkages will be quite limited, if not a remote 

event, were the Basel-departing nation to undergo systemic stress.  

The ongoing review process and the public availability of findings offer an additional decisive benefit that 

should, in the long-run, lower global systemic risk compared to Basel in its present manifestation: they provide a 

practical means of comparing the efficacy of Basel with regulatory alternatives, regarding systemic risk. Such 



390 

comparisons should facilitate higher quality reassessments of Basel, including suggested emendations to Basel 

in response to the new information.  

There is a caveat to advocating the incorporation into Basel of successful departures: a policy that works on a 

national basis could conceivably have adverse systemic effects if adopted globally. It could, for example, prove 

to operate poorly under dramatically changed economic, legal and technological circumstances, and thereby 

increase systemic risk. Such a possibility cannot be entirely ruled out. But such a rationalization in defense of 

maintaining Basel as currently constituted and against permitting experimentation would also prove too much. 

No system is foolproof and by testing innovations on a national scale first, through a carefully calibrated 

diversity mechanism, we will have done the best we can, given the knowledge we possess, to devise regulatory 

policy in an empirically informed manner. It is far more plausible that incorporating into international regulatory 

standards the experience gleaned from one or a few nations' regulatory departures will provide a superior means 

of controlling systemic regulatory error than the current set-up in which there is a wholesale adoption of entirely 

untested regulatory arrangements.  

 

9.3.9  Sunsetting Basel Rules 

An analogue to the periodic review of approved deviations from Basel as a key component of this Article's 

proposed diversity mechanism can be found in sunset legislation-statutes that must be reviewed and reapproved 

as a condition of their continued legal force. Sunsetting is a time-honored legislative tool, which has been used 

by the U.S. Congress and state legislatures since the nation's founding [Jacob Gersen, (2007)].' It is a procedural 

forcing mechanism well suited to the evaluation of Basel requirements because, as earlier discussed, the 

dynamic uncertainty of financial markets renders it impossible to foresee what financial innovations and 

correlative systemic risks will develop. Regulation initially appropriate may therefore be rendered inapt as 

financial and technological conditions change. Under a sunsetting regime, at a fixed interval of, say, six or seven 

years, all Basel requirements would be subject to review and withdrawn if not reapproved or revised by the 

Basel Committee (or, for a more manageable process, sunset reviews could be staggered across subsets of Basel 

requirements).  

Assessments of deviations from Basel would provide information useful in undertaking sunset reviews of Basel 

requirements, and, consequently, the two approaches would work hand in glove to improve the quality of 

international financial regulation [Roberta Romano, (Cary Coglianese ed., (2012)].  The benefits of sunset have 

much in common with benefits the Basel Committee anticipates to obtain from Basel III's phased 

implementation and compliance assessment program. For instance, the gradual phase-in of new capital 

requirements, such as liquidity and leverage ratios, provides an observation period in which those requirements 

can be assessed and adjusted. In addition, the Basel Committee has suggested that the Basel III national 

compliance assessment program will provide a subsidiary benefit of revealing gaps in the Basel architecture that 

could lead to "updating the rules."  The Basel Committee would therefore appear to be aware of the need for 

information-gathering and regulatory updating, although unwilling to recognize the need explicitly by formally 

incorporating procedures that facilitate such activity into its rulemaking process, or, at the least, by affording an 

observation period for all of Basel III's new regulatory pieces.  

Combining the diversity mechanism with sunsetting would more effectively generate information for regulatory 

updating than Basel III's transition periods and national compliance reviews. The transition periods and reviews 

only hold out the potential for the Basel Committee to reassess and update the Accords, as they impose no 

requirement that the Committee do so, as would sunsetting. The review-forcing mechanism of sunsetting could 

be incorporated into Basel without permitting deviations. But there is a self- evident advantage of combining 

regulatory strategies: the experience under diverse regulatory regimes would provide valuable information for 

the periodic reassessment of Basel requirements called for in a sunset review. 
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9.4    Illustrations of Possible Departures from Basel  

To convey a sense of the scope of regulatory experimentation that would be made available by the diversity 

mechanism, this Subsection sketches two quite different possible departures: one that works within the existing 

Basel framework and one that would replace it with an altogether different approach.  

 

9.4.1  Altering Basel Risk Weights 

An example of a modest departure would be a proposal by an emerging nation to alter Basel's standardized risk 

weights. Under Basel III (unchanged from Basel II), banks can rely on external credit ratings to reduce the 

standardized risk weight, and thus capital requirement, for corporate loans. However, such external ratings are 

often not available for firms in emerging nations: their debt may be privately held and not rated by a credit 

rating agency, or not being exporters, the debt may not be rated by an export credit agency. In such 

circumstances, an emerging nation seeking to increase business development, might propose to decrease the risk 

weight applied to corporate loans below Basel's 100% weight. Out of prudential concerns, such as the possibility 

of correlated corporate defaults, it might couple the decrease in risk weight with a cap on the total value of 

corporate loans that a bank could provide at the reduced weight, such that loans exceeding a pre-determined 

dollar value or percentage of total assets would be subject to higher capital requirements.  

The risk weight and cap could further be varied in relation to the predicted likelihood that the borrower will 

default (a component of the internal ratings approach in Basel II and retained in Basel 1II). Calculating loan 

default is a feasible undertaking for banks: models of corporate default risk have reasonably good predictive 

power [Richard Cantor & Frank Packer, (1994), Edward I. Altman, (1968). Vineet Agarwal &Richard Taffler, 

(2008), Sattar A. Mansi et al., (2012)]. Indeed, loan default analysis is a key component of a bank's core 

business and something that even relatively unsophisticated banks in emerging nations should be able to 

perform. Supervision of such a system would also be feasible for emerging market regulators: bank examiners 

would be able to review and backtest (statistically analyze using historical data to simulate how the model 

would have performed had it been employed in the past) banks' decisions on weights, and require banks to 

update their loan default analyses on a periodic basis.  

The technical analysis needed to support such a proposed departure altering corporate loan risk weights would 

not be too demanding for an emerging nation to provide to a review committee. A nation could undertake an 

analysis of how banks' existing level of capital would be affected by lower risk weights, and how they would 

hold up under a variety of stress scenarios. It could also provide an analysis of how banks' behavior might 

change in response to lower capital requirements, such as by increasing their loan portfolios.  

 

9.4.2   Subordinated Debt  

Rather than propose tinkering with existing Basel provisions, a nation could advance an entirely different 

regulatory approach. One such proposal, originally advocated as an alternative to the then newly proposed Basel 

II regime by the Shadow Financial Regulatory Committee (Shadow Committee), is the use of subordinated debt 

in conjunction with a leverage ratio [SHADOW FIN. REG. COMM. (2000), Charles W. Calomiris & Richard J. 

Herring, (2011), Richard J. Herring, (2010)]. Under the Shadow Committee's proposal, there is a mandatory 

requirement for large banks to issue a minimum amount of long-term subordinated debt-debt that is 

subordinated to all other liabilities, and that can neither be prematurely redeemed nor exchanged (except for a 

new subordinated debt issue of equal size), nor bailed out by the government. The requirement to hold a 

minimum amount of capital in the form of subordinated debt would operate in tandem with a leverage ratio 

(which, as in Basel III's new leverage ratio component, is calculated independently of the risk of a bank's assets 

and liabilities, but is set at a level higher than Basel's total-risk-weighted and leverage ratio-capital requirement).  

The key idea motivating the Shadow Committee's proposal is that yields on subordinated debt instruments 

would provide market information concerning bank risk-taking and creditworthiness. Because, in contrast to 

present-day bank creditors, the subordinated debt-holders could not be bailed out, they would be expected to 

monitor bank management attentively, thereby reducing their incentive to take inappropriate risks. The yield on 

subordinated debt would rise if a bank were perceived to be engaged in inappropriate risk-taking and at some 
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point as risk-taking increased, the bank would be unable to replace maturing subordinated debt, rather than just 

be subjected to higher interest rates. Inability to rollover the debt would place the bank in violation of the 

subordinated debt capital requirement, requiring additional actions, such as selling assets, to return to the 

requisite subordinated debt level and thereby avoid regulatory sanctions.In contrast to stockholders, who share 

in profits and thus obtain the upside of increased risk-taking, subordinated debt-holders earn a fixed return and 

can only lose from such a business strategy. Subordinated debt should therefore price bank risk more cleanly 

than stock. Empirical research indicates that does, in fact, occur: subordinated debt prices fall as bank risk 

increases, whereas stock prices do not [Elijah Brewer III, (1995)]. The market signals from subordinated debt 

issues would therefore provide management with an incentive to manage risk more astutely, to avoid being 

capital constrained. Those signals should equally importantly alert regulators that a bank has been taking on 

potentially excessive risk, facilitating their ability to engage in early corrective intervention. 

The second feature of the Shadow Committee's proposal, replacing risk- weighted capital with a simple leverage 

ratio, would complement the signaling value of subordinate debt, in informing investors and regulators 

concerning a bank's vulnerability. Empirical research indicates that during the financial crisis, banks' leverage 

ratios were a superior measure of risk than their risk- weighted capital (i.e., the leverage ratios were more highly 

correlated with stock performance than their capital as defined by Basel) [Ash Demirguc-Kunt, Enrica 

Detragiache & Ouarda Merrouche, 2010)]. 

Although a subordinated debt regime that does not rely on risk-weighted capital would be a dramatic departure 

from Basel, it would be well suited to undergo regulatory review. Because numerous banks in many nations 

have issued subordinated debt securities for decades and the instruments have been the subject of academic 

studies [Basel Comm. on Banking Supervision, (2003)], it would not be difficult for a nation to generate a 

technical analysis in support of such a proposal. A subordinated debt regime with a well-thought-out structure is 

an example of the type of comprehensive regulatory innovation that nations could explore under the diversity 

mechanism. The point of this example is not to advance the subordinated debt regime as an inherently superior 

alternative to Basel, but rather, to illustrate how a procedural mechanism such as the one advocated in this 

Article could encourage comprehensive regulatory innovation and diversity through plausible alternatives that, 

by eliminating risk weights as the lodestar for measuring capital, are at present beyond the realm of the possible 

under Basel. 

  

9.4.3 Does Basel Already Permit Meaningful Diversity to Render the Proposed Mechanism Superfluous  

Some might contend that the diversity mechanism is unnecessary because there is already meaningful diversity 

under Basel. Compared to Basel I, both Basel II and Basel III afford increased discretion to banks and 

regulators, which could create diversity at the firm and regime level because individual banks' internal risk-

weighting models may differ and regulators are deliberately given flexibility to implement that methodology 

[Basel Comm. on Banking Supervision, (2013), Patrick Jenkins & Tom Braithwaite, ( 2013)]. But the discretion 

is quite constrained, operating within a mandated risk-weight framework for capital, and as a consequence, any 

resulting regulatory diversity is rather trivial and not by design.  

For instance, the Basel requirements set parameters within which banks' internal models must operate and 

specify the types of models considered appropriate, such as the value-at-risk methodology for measuring market 

risk. In addition, 'the requirement for regulatory approval of banks' internal models and documented back testing 

further limits meaningful divergence in approach across banks and nations. More important, when regulators use 

their discretion in approving internal models, it has been, as instructed by the Accord, to increase bank capital 

by applying a higher multiplier than the minimum multiplier that banks must apply to their internal models' 

capital computation. Such discretion does not alter the fundamental character of Basel’s approach to risk 

measurement in a meaningful sense, as would, say, applying a non-risk-weighted approach to capital or relying 

on a policy instrument other than capital requirements, alternatives that would be in the realm of the possible 

under the diversity mechanism. Genuine regulatory diversity in the current framework is, accordingly, a 

chimera.  
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Moreover, despite Basel's non-binding authority, which might seem to enable nations to adopt different 

regulatory regimes whenever they so desired, noncompliance is rare. One notable instance can be identified 

under Basel I where supervisors used, for lack of a better word, subterfuge to relax requirements while 

maintaining adherence to Basel. When Japan's economy was experiencing sustained financial distress in the 

1990s, it altered accounting standards in order to make it easier for its banks to meet Basel's capital 

requirements.126 This action preserved ostensible compliance with Basel while postponing an inevitable 

government bailout. Another example of legal contrivance, paralleling the Japanese example, is Spain's recent 

tax regime change permitting banks to reclassify deferred tax assets-which no longer qualify as core equity 

capital under Basel III-as tax credits-which do qualify. This sleight of hand significantly reduced the banks' need 

to raise capital in order to be in compliance [Tobias Buck, 2013]. Discretionary deviations along these lines will, 

no doubt, continue to occur under Basel III as nations experience difficulty implementing the new standards, 

given the continuing after effects of the global financial crisis. But such instances of evasion of regulatory 

constraints are not fundamental re-conceptualizations of the regulatory setup. They are, in fact, cosmetic 

exercises, to permit banks to be characterized as compliant with Basel, with no real effect on a bank's financial 

position. Moreover, these are not intended to be deviations from Basel's fundamental requirements; rather, 

nations altered tax and accounting rules that operate beyond Basel to be able to claim that their banks were in 

compliance.  

Although there have, then, been deviations in a guise of maintaining an appearance of compliance, there have 

not been departures from Basel's risk- weighted capital approach. Indeed, when U.S. banking authorities 

proposed regulations to implement Basel III for public notice and comment, FDIC Vice Chairman, then a 

Director, Thomas Hoenig, added a statement soliciting broad public comments on capital requirements, as he 

differed from his colleagues, being of the view that a simple minimum leverage (non-risk-based) capital ratio is 

superior to Basel's "overly complex and opaque" risk-weighted approach Thomas Hoenig, (2012)]. But he 

softened the discord by phrasing the issue as one of "a greater emphasis on leverage ratios . . . stricter than what 

is agreed to in the international accords" but consistent with past "precedent. Having to invoke regulatory 

precedent and phrase differences as a mere matter of stress to move regulatory policy in a desirable direction 

would not be necessary under the diversity mechanism.  

There is a straightforward explanation for the FDIC Vice Chairman's attempt to shoehorn his proposal into 

Basel precedents and the historical pattern of global conformity. Deviating conduct would doubtless be frowned 

upon by Basel Committee members and other conforming nations, given their shared commitment to Basel's 

harmonization objective and belief that it embodies best practices. It would also undoubtedly attract criticism 

from media and commentators who have nearly universally applauded global regulatory harmonization efforts 

without much regard to data, such as a track record of multiple failures. Moreover, a deviating nation runs the 

risk of being perceived as non-cooperative and being subjected to sanctions ranging from diplomatic slights to 

more consequential retaliation [CHRIS BRUMMER, (2012)]. This prospect of peer sanction is not idle 

speculation. In describing the "regulatory consistency" assessment program put in place to ensure uniform 

implementation of Basel III across nations, the Basel Committee states that its review process will "promote full 

and consistent implementation of Basel III . . . and provide peer pressure if needed. 
  

9.5    Cross-Border Considerations  

Cross-border coordination among international bank regulators has been a persistent regulatory concern, 

predating by at least a decade effort to harmonize international capital requirements [BANK FOR INT'L 

SETTLEMENTS (Mar. 1979), BANK FOR INT'L SETTLEMENTS (May 1983)]. There is without doubt an 

inherent tension and tradeoff between the greater ease of operation for both regulators and international banking 

groups afforded by harmonized rules and the increased costs they will incur, simultaneous with the systemic 

benefits that this Article contends would follow, from regulatory diversity. Under regulatory diversity, the work 

of supervisors and managements of international banks would be more challenging not only because different 

units would be subject to differing regulatory regimes but also because there could be increased uncertainty of 

outcomes when not all units are operating under identical regulatory parameters. But the challenge would not be 

different in kind from present coordination demands. Moreover, while regulatory diversity will increase the 
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operating cost of international banks, that cost will ultimately be borne, and hence the regulatory deviation 

internalized, by the nation departing from Basel, not banks.  

 

9.5.1   Cross-Border Coordination Under Basel  

Under the Basel Committee's best practice supervisory principles, international banks and banking groups are 

regulated on a consolidated basis by the parent bank's home country (the country in which it is chartered), and a 

cross-border operation is expected to be approved prior to the opening of the foreign banking establishment by 

both the parent's home country and the host country in which the operating unit is located [BANK FOR INT'L 

SETTLEMENTS 41 (Oct. 2006)]. Consolidated supervision refers to the principle that a bank's international 

operations, solvency and capital adequacy under Basel should be monitored on a worldwide (i.e., consolidated) 

basis by the parent bank's home regulator, and not unit-by-unit by host country regulators. This consolidated 

supervisory approach is thought to improve the quality of information regulators receive regarding a bank's 

international activities, and hence to make supervision more effective.  

While the home country has primary regulatory authority over an international banking group, host countries are 

responsible for supervising the banking establishments within their borders. The extent of host country regulation is a 

function of legal form. If a foreign bank's operations are housed in a separately incorporated subsidiary, the host 

country directly regulates the local establishment on all regulatory matters, whereas if foreign operations are 

undertaken through a branch (i.e., an office that is not a separate legal entity from the parent), then the host country is 

responsible for supervising the entity's liquidity, while its solvency remains the responsibility of the parent's home 

country. But if a host country authority determines that the home country authority is not adequately supervising a 

foreign banking entity, then under Basel's best practice supervisory principles, the host can impose additional 

"restrictive measures" on the local entity, including requiring incorporation, which subjects it to the host's direct 

regulation [BANK FOR INT'L SETTLEMENTS (July 1992)].  

The consolidated supervisory approach is not without challenges. Host countries, for instance, must often pay 

attention to the solvency of foreign banking establishments, as parent banks are not liable for subsidiaries' 

claims, and although they are liable for claims on branches, a home regulator might not be attentively 

monitoring the solvency of a parent or group. Similarly, because of the differential impact of national 

bankruptcy laws, which can restrict access to local assets to local creditors, home countries must often measure 

a parent's solvency on a stand-alone, rather than consolidated, basis.  

Basel's supervisory principles allocating authority across home and host supervisors are, moreover, thought to 

be insufficient to coordinate cross-border regulation because home and host supervisors need to exchange 

information about related entities if they are to carry out their supervisory functions. Information sharing is 

typically accomplished by bilateral memoranda of understanding (MOUs), which operate outside of Basel, in 

which regulators specify information that they will share, such as "information about developments or 

supervisory concerns, [and] administrative penalties," and identify grounds, such as national security, on which 

they will refuse to provide information [Douglas D. Evanoff, George G. Kaufman & John Raymond LaBrosse 

eds., 2007). Allen N. Berger, Philip Molyneux & John O.S. Wilson eds., 2010)]. 

Home-host bilateral agreements are, however, thought to be inadequate for effective supervision of international 

banking groups because activity in multiple countries requires information to be shared and supervision 

coordinated across all host and home supervisors. To advance that objective, the Basel Committee and the G-20 

have fostered the establishment of "supervisory colleges," which are working groups made up of all the national 

regulators of an international banking group's units (e.g., holding companies, branches and subsidiaries) that 

meet regularly to coordinate supervisory efforts and information exchange [BANK FOR INT'L 

SETTLEMENTS (Oct. 2010)]. The colleges are intended to supplement, not substitute for bilateral and 

multilateral MOUs. 

 

9.5.2   Cross-Border Coordination in a Regime with Regulatory Diversity  

Adoption of a diversity mechanism need have no impact on Basel's cross- border policies and initiatives. As 

proposed, all existing coordination arrangements (e.g., MOUs and supervisory colleges) and Basel's organizing 
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principles for cross-border supervision would function precisely as they do at present and no new arrangements 

or institutions would be required. Were a diversity mechanism highly successful in facilitating departures from 

Basel, coordination and information-sharing among regulators would be even more critical than they are under 

present-day arrangements. That is because the cross-border operations of international banks could be subject to 

greater variety of regulatory requirements, which would make consolidated supervision more complex and 

demanding. But in this context regulators would also have heightened incentives to improve upon existing 

means of coordination as they could not rely on foreign regulators' monitoring local banking establishments' 

compliance with identical regulatory parameters and would therefore need more intensive information-sharing 

to ascertain the adequacy of a banking group's capital from their differing regulatory perspectives.  

The Basel II principles allocating supervisory authority across home and host countries would also function 

equivalently were the diversity mechanism in place. Under these principles, the home country has the "final 

determination" for issues related to a banking group on a consolidated basis [BANK FOR INT'L 

SETTLEMENTs 5-6 (Aug. 2003)]. 

Nations that have chosen to deviate from Basel could quite plausibly conclude that, for the stability of their 

financial systems, all banking entities operating within their jurisdictions should comply with their regulatory 

requirements. Thus, if the local banking entity is the parent of an international banking group, under Basel's 

consolidated supervisory principles, the nation would require the bank to meet its distinctive capital 

requirements and other regulations on the basis of its worldwide operations. It could further exercise regulatory 

control over local entities that are foreign banking establishments. The Basel principles permit a host supervisor 

that has "legitimate interests" to apply an approach different from that approved by the home regulator at a sub-

consolidation level (i.e., to the foreign unit operating within its borders) regardless of the allocation of 

supervisory authority related to groups. 

Basel grants host countries latitude to regulate foreign-owned local banking establishments because, even under 

a harmonized regime, there can be conflicts of interest between host and home countries when applying 

consolidated regulatory policies, such as the allocation of capital across a parent and subsidiary or branch. For 

instance, home country supervisors, being most concerned with the safety and soundness of their own financial 

systems, may seek to enhance the solvency or liquidity of the parent at a branch's expense [Douglas D. Evanoff, 

George G. Kaufman & John R. LaBrosse eds., 2007)]. Host countries have therefore devised, within the latitude 

provided by Basel's consolidated supervisory principles, a variety of strategies that seek to minimize conflicts of 

interest. The principal one-which is also well suited for the regulatory diversity context-is requiring foreign 

banking establishments to incorporate locally. Other techniques include ring-fencing the assets of local entities 

and imposing similar requirements on branches to those on subsidiaries [Jonathan Fiechter et al., (2011), John C. 

Dugan et al., (Randall Guynn ed., 7th ed. 2013)].  

Under regulatory diversity, accordingly, a Basel-departing nation could protect the integrity of its regulatory 

regime by requiring all local banking establishments to be incorporated and thereby comply with its regulations, 

even if they were part of a group whose parent's home country operates under Basel. An informative illustration 

of how local incorporation works is the case of New Zealand, whose financial system is dominated by 

Australian banks. New Zealand requires all "systemically important" local banks to incorporate (i.e., foreign 

banks must operate through subsidiaries not branches) [ Alan Bollard, (Douglas D. Evanoff & George G. 

Kaufman eds., 2005)]. This requirement enables New Zealand to exercise direct supervisory authority over 

foreign banking establishments and impose minimum capital requirements and risk limits that might not be 

imposed on branches by Australian regulators making calculations on a consolidated basis. The incorporation 

requirement has additional benefits for maintaining the safety and soundness of New Zealand's financial system, 

such as making it more difficult to shift assets from a New Zealand entity to its foreign parent (because as a 

separate legal entity, its assets and liabilities are distinguishable from those of the parent, in contrast to a branch 

that has no separate existence), and creating a separate board of directors that is obligated to act in the interest of 

the local entity, not the parent [(Gerard Caprio, Jr., Douglas D. Evanoff & George G. Kaufman eds., 2006)]. 
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The host country strategy of requiring incorporation of foreign banking establishments will likely entail dynamic 

implementation as relations within international banking groups tend to evolve over time. Again, the case of 

New Zealand is instructive. When outsourcing of local banks' functions to foreign parents became widespread, 

weakening its ability to supervise subsidiaries effectively, it added substantive regulation to the incorporation 

requirement and restricted outsourcing of critical bank functions, such as risk management. But while local 

incorporation is an approach that may need attentive updating, this requirement is still the best strategy for 

addressing compliance concerns of a host nation whose regime deviates from Basel, without necessitating 

extensive further tinkering with Basel's regulatory architecture.  

The local incorporation approach would, no doubt, be applied symmetrically: Basel-conforming nations would, 

in all likelihood, insist on local incorporation of foreign banking entities whose home country departs from 

Basel. Although the most straightforward mechanism to accomplish this is by requiring local incorporation of all 

foreign banking establishments, a nation might seek to impose incorporation only on local entities of non-Basel 

compliant nations, by asserting that their home supervision is inadequate. Such a discriminatory incorporation 

approach would be at odds with the objective of furthering regulatory diversity. To avoid such outcomes, the 

explanation of the supervisory principle permitting host country authorities to impose restrictive measures 

should be refined to indicate that if a nation generally does not require incorporation of local banking 

establishments, an approved deviation from Basel alone is not grounds to find inadequate supervisory capacity.  

Even a nondiscriminatory implementation of a local incorporation requirement would crimp the regulatory 

experimentation the diversity mechanism seeks to foster, as the impact of a new regime would thereby be 

limited to banking operations within the Basel-departing nation, reducing the performance benefits that a novel 

regulatory approach might produce for consolidated bank groups. Nevertheless, such a limitation is worth 

incurring. Permitting Basel-compliant nations to require local incorporation of establishments otherwise subject 

to a Basel-departing regime should lower resistance to approval of departures under the diversity mechanism in 

the first place, particularly where resistance is founded in fears over adverse spillover effects. It can also be 

expected that over time, as experience accumulates with Basel-departing financial systems, Basel-conforming 

nations will become more accepting of deviations and relax incorporation requirements, or even experiment 

with departures themselves.  

 

9.5.3   Impact on International Banks  

An increase in the number of jurisdictions requiring local incorporation of foreign financial entities would make 

regulatory compliance more complex for international banks. Consider, for instance, an international bank 

chartered in a nation that departs from Basel by implementing a straight leverage ratio in relation to all assets 

independent of risk, and that has a unit operating in a nation that conforms to Basel's risk-weighted capital 

requirement. Under the consolidated supervisory principle, the foreign unit's assets are included with the parent's 

assets in computing how much capital the group must hold to meet the home country's leverage ratio. But the 

foreign unit would also be separately required to hold the level of capital necessary to meet the Basel risk-

weighted capital requirements of its host regulator, assuming, quite reasonably, that a local incorporation 

requirement prevents the unit from operating as a branch. As a result, the group might be required to hold more 

capital (in the subsidiary or as a whole) than it would were the home country following Basel or were it allowed 

to operate as a branch in the host country.  Similarly higher capital requirements could arise if the supervisory 

roles are reversed, that is, if a Basel- departing host regulator required local incorporation of a unit of an entity 

with a Basel-conforming home regulator.  

Operating costs of international banking groups would be expected to rise under regulatory diversity because 

there would be home-host differences in substantive regulation, rather than the smaller present-day differences 

of supervisory practices implementing the same rules. However, the cost of compliance for a large organization 

to operate under multiple regimes does not loom as large as a hindrance to regulatory diversity as would have 

been the situation several decades ago. Advances in information technology have not only dramatically reduced 
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the computational costs of calculating the risk of very large and complex portfolios but also have enabled real-

time tracking of transactions at a highly granular level, to an extent unimaginable at the time of the initial Basel 

Accord.  

Equally important, while large international banks have hundreds, if not thousands, of subsidiaries and other 

affiliates, the vast majority of assets and foreign activities of the largest U.S. financial institutions are located in 

only a few jurisdictions [FED. DEPOSIT INS. CORP. 4-5 (2012)]. For each of the top five U.S. systemically 

important financial institutions (SIFIs), for instance, over 90% of reported foreign activity is located in no more 

than three foreign jurisdictions, and over 80% of that activity comes from operations located in just the United 

Kingdom. This suggests that for many large international banks, the cost of regulatory diversity would be quite 

manageable, and not at all alarming as harmonization advocates would have it. The anticipated increase in the 

number of nations requiring local incorporation poses a more serious source of increased operating costs for 

international banking groups than the issue of multiple regime compliance. This is because the choice of 

organizational form-subsidiary or branch-has both operational and real economic consequences. The 

organizational forms differ with regard to the degree to which a group's decision-making can be centralized, 

affecting the ability to engage in intra-group transfers and hence, the transaction costs of overall operations.  

The centralized decision model using branches, for instance, permits a group to integrate operations, raising 

funds in the cheapest location and redeploying them in the location with the highest return. When a group 

incorporates a foreign operation, however, the unit must be managed independently, have its own board of 

directors, and finance its own operations, and consequently, a parent's ability to exercise control over the unit is 

attenuated as intra-group transfers are more circumscribed. The organizational distinction is not necessarily as 

clear-cut as the legal formalities might imply, for, depending on the organization, branches may be allowed to 

operate quite independently and subsidiaries may be tightly controlled. But restrictions on intra-group transfers 

and additional transaction costs, such as establishing a local board due to a local incorporation requirement, 

cannot be averted whether or not the organization's operations blur the legal distinctions.  

Furthermore, while some benefits of organizational form are independent of a bank's business model, such as 

whether it engages principally in retail or universal (i.e., investment or wholesale) banking, others are not. For 

instance, use of subsidiaries would tend to fit a global retail bank better than a universal bank, because to attract 

retail customers, a foreign banking establishment typically needs access to local deposit insurance and a local 

management team's knowledge. By contrast, a universal bank tends to benefit more from a branch structure, as 

that permits greater flexibility in transferring funds and managing liquidity needs to meet corporate clients' 

shifting geographic funding requirements [Dirk Schoenmaker & Sander Oosterloo, (David G. Mayes & 

Geoffrey E. Wood eds., 2007)].  

Finally, in some cases, a banking group's preferred organizational form is a function of the characteristics of the 

host country. For instance, branching might be preferred "when local financial markets are less developed and 

less able to support a subsidiary" (i.e., when local funding is limited so credit is provided on the basis of the 

parent's strength).  In such instances, a host country requirement for incorporation may impose a suboptimal 

form on an international bank, reducing the profitability of its business model. But inefficiency generated by 

requiring incorporation of a foreign branch is no different when both nations comply with Basel than when only 

one does; the issue is the incremental impact were more nations to require incorporation.  

In practice, many nations currently impose identical requirements on branches and subsidiaries, such as local 

representation on a board of directors or local capital requirements. If a Basel-departing nation were to apply 

identical regulation to local banking establishments regardless of legal form rather than adopt a local 

incorporation requirement, there might be a smaller efficiency loss, as international bank groups could continue 

to operate through branches, although some of the economic benefits of branch operations would undoubtedly 

be lost if branches had to replicate the organization of subsidiaries.  

The tradeoff between increasing international banks' operating costs (because of the increased use of local 

incorporation as well as having foreign units operating under different regulatory regimes) and introducing 

regulatory diversity into Basel would, in my judgment, on balance be decisively worthwhile. It should be 

recalled that the current harmonized regime has deemed as an accepted tradeoff the cost to international banks 



398 

of local incorporation requirements versus the benefit to host countries of being better able to protect the 

stability and soundness of their financial systems. The diversity mechanism tracks the same tradeoff, albeit on a 

larger scale. The costs to banks from operating under more than one regulatory system will be incrementally 

higher, but the benefits to system stability will correlatively be greater, because they relate to improving the 

stability of the global financial system and not solely that of one nation.  

International banking groups may nevertheless be expected to disfavor regulatory diversity and even to lobby 

against its introduction into international regulation. For even if the incremental cost from complying with 

multiple regimes and local incorporation requirements is low, operating under uniform capital requirements will 

still be less expensive as they render accounting, capital calculation and risk measurement easier to compute on 

a consolidated basis. But it is important to recognize that the ultimate bearer of all or nearly all of the cost from 

increased complexity in compliance due to non-uniformity in regulation would be the Basel-departing nation, 

not the banks. If a large international bank can operate a foreign establishment more efficiently, or provide 

better service, than domestic banks, then the international bank would be able to pass on the incremental cost of 

doing business to customers in the Basel-departing nation (although the return on its foreign investment would 

be reduced as some customers will be deterred by the higher cost of doing business with the bank). If, 

alternatively, the increased cost of operating in a Basel-departing jurisdiction is greater than the expected return 

on investment, then the bank will not undertake activity in that jurisdiction. In either event, any incremental cost 

due to regulatory diversity would be internalized by a nation choosing to depart from Basel (i.e., the cost of 

credit in a nation would rise if fewer foreign banks were to enter or such banks were to charge more for their 

services upon entry).  

To put the issue a bit differently, any possible impact of regulatory diversity on international bank operating 

costs would discourage nations from experimenting. Banks are not compelled to operate at a competitive 

disadvantage by doing business in Basel-departing jurisdictions. But the reduced access to credit from foreign 

banks' potential withdrawal would doubtless feed back into nations' initial cost-benefit calculations when 

considering the adoption of an alternative regulatory regime.  

 

9.6    Regulatory Arbitrage  

Because host nations would, as a rule, adopt local incorporation requirements in response to regulatory diversity, 

a conventional claim made in defense of regulatory harmonization-prevention of regulatory arbitrage- loses 

force. With a local incorporation requirement, all banks operating within a jurisdiction, whether domestic- or 

foreign-owned, would be subject to identical regulation. Regulatory arbitrage under the diversity mechanism 

would consequently be limited to instances in which a host country permits foreign operations to be undertaken 

through branches, without restriction. Among Basel-conforming nations, such an approach would seem quite 

implausible, at least at the outset, particularly if the departure from Basel were substantial. If the past is an 

appropriate guide, nations would require uniformity, or compliance with minimum standards, to relinquish a 

local incorporation requirement, as this is the condition on which they have entered into mutual reciprocity 

arrangements. Moreover, Basel Committee members, as the decision-making literature suggests, could be 

expected to have a status quo bias, and would therefore, in their role as host-country regulators, not be inclined, 

at least initially, to accept non-Basel conforming entities operating within their borders. 

It is possible, though improbable, that some nations would not require local incorporation of units of banks 

chartered in Basel-departing nations. In those jurisdictions, an international bank chartered in a Basel-departing 

nation could conceivably have a competitive advantage over one that was not, if the home regime's deviation 

from Basel enabled more efficient operation by applying a different approach to capital regulation. In such a 

scenario, international banks chartered in Basel-conforming nations might seek to relocate. However, 

reorganization into a non-Basel jurisdiction as a home base would entail the transaction costs of moving or 

creating a new parent entity outside of the existing home base. For such a move to be financially advantageous, 

jurisdictions permitting unrestricted foreign branch operation would have to be not only numerous, but also 

relatively large, so that the cost savings from being chartered in the non-Basel nation would offset the relocation 

cost. Gains would, however, still be limited because rechartering the parent would not alter capital requirements 
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for operations remaining in the home country or in other Basel-conforming nations requiring local 

incorporation.  

A less expensive strategy a banking group could potentially employ than relocating the parent would be to shift 

transactions to an affiliate operating in the Basel-departing jurisdiction. But even in this scenario, the benefits 

would be quite constrained. Under the Basel consolidated supervisory principles, a parent's Basel-conforming 

home regulator computes capital requirements on a group basis, which would include transactions shifted to 

affiliates in non-Basel jurisdictions.  Accordingly, the diversity mechanism would not facilitate the often-

invoked parade of horribles of banks being able to take advantage of rampant, pernicious arbitrage 

opportunities, given local incorporation strategies, consolidated entity capital accounting, and the cost of 

relocation. Arbitrage opportunities would not be meaningfully greater than those available under present-day 

harmonized capital regulation. It is further critical to appreciate that Basel's harmonized capital requirements 

have not in fact leveled the international regulatory playing field: banks' cost of capital is affected by numerous 

national policies and practices, such as taxation, deposit insurance and personal savings patterns, which are not 

regulated by Basel and diverge dramatically.  Indeed, Basel has differential effects on the cost of capital across 

countries.  Finally, it must be remembered that harmonization of international financial regulations does not 

eliminate arbitrage opportunities; the activity is simply undertaken across products and risk weights without a 

cross-border dimension. As underscored by the financial crisis, banks arbitraged Basel's harmonized risk 

weights by holding securitized assets.  

Territorial jurisdiction also blunts another often-invoked objection to regulatory diversity that is framed in terms 

of regulators' rather than banks' responses to arbitrage possibilities. The contention is that with regulatory 

diversity banks would exert political influence on domestic legislators and regulators to adopt regulations with 

inadequate capital requirements, on competitiveness grounds, resulting in undercapitalized banks and a 

destabilized financial system [Dawn Kopecki, Dimon, BLOOMBERG (Mar. 30, 2011, 6:48 AM), Brook R. 

Masters & Tom Braithwaite, FIN. TIMES, (Oct. 2, 2011)]. Such an assertion is a misunderstanding of the 

operation of the diversity mechanism. It has been designed to safeguard as best as possible against precisely that 

type of regulatory departure by including peer review and ongoing monitoring.  

A proposal consisting solely of lowered capital requirements (i.e., with no compensating strengthening of other 

regulatory instruments) would be unlikely to meet the review threshold unless the nation's financial sector was 

small and insular and therefore not likely to pose a global systemic risk. But were international banking groups 

subsequently to flock to relocate there, ongoing monitoring would trigger a full review. In addition, were such a 

proposal approved for a small nation with an insular banking system, without doubt, it would not be approved in 

identical form for a large economy whose banks were highly interconnected with banks in other nations, as it 

would be more likely to have an adverse impact on global systemic risk. Hence even if large international banks 

were able to persuade their home regulators to propose replicates of an approved departure that solely lowered 

capital requirements, the end result would not be a cascade of approved copycat deviations.  

In short, the objective of the diversity mechanism is to encourage carefully considered experimentation by a 

regulator that believes it can improve the performance of its banks and the soundness of its financial system by 

implementing a program qualitatively different from Basel's regulatory approach. Given the diversity 

mechanism's setup, the hypothesized threat of a "race to the bottom" in capital requirements from approved 

departures is not well-founded, as such proposals will be rejected. Rather, the greater concern is that there will 

be an absence of proposed departures in the first place. Regulators are inherently risk averse and shy away from 

innovation for fear of standing out from the crowd. The personal consequences to a regulator from bank failures, 

particularly should the failures happen when following a unique strategy, could be substantial [(i.e., loss of 

reputation, if not employment), Amit R. Paley & David S. Hilzenrath, WASH. POST, (Dec.24, 2008)].
 
The 

rationale for "herding" by managers of financial institutions regarding business strategies, applies equally well 

to government officials in this context.  

Local incorporation strategies will feed back into regulators' tendency to shrink from innovation, as they limit 

the reach of regulatory diversity, and hence the benefits to be gained from innovation. For if the international 

activities of banks chartered in Basel-departing nations are in many, if not most, instances subject to Basel, then 
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regulatory diversity will be highly localized. That is, the impact will be realized primarily, if not exclusively, 

within the Basel-departing nation, and then even only partially experienced by international bank groups for 

which it is the home regulator. Such an outcome should not be troubling for a nation's principal goal in 

undertaking an alternative regulatory approach should be to achieve better outcomes for its own financial 

system, and there would still be the benefits, from a global perspective, of gaining information regarding the 

effect of alternative regulations and lessening contagion due to regulatory error in harmonized regimes.  

But were a nation's international banks' operations so burdened by numerous subconsolidation capital 

requirements that bank profitability suffered and the nation's exercise of consolidated supervisory authority was 

rendered ineffective, then the benefits the nation (and its banks) would reap from innovating would be severely 

diminished, and the incentive to experiment in the first place would be reduced. This suggests that the likelihood 

of a nation initiating a departure from Basel would depend on whether its internal market is sufficiently large (or 

sufficiently isolated from global markets) to capture the expected gains from alternative regulatory 

arrangements. This scale effect could further limit the extent of departures, as nations with the largest markets 

are likely to exert greater influence over Basel and thus likely to have their preferred regulatory regime 

implemented within it [BLOOMBERG (Feb. 6, 2013, 8:59 AM), Tony Boyd, 2012].  

The crimping of advantages to be had from regulatory diversity from the absence of mutual recognition should, 

however, be mitigated over time. It can be expected that mutual recognition accords would gradually be adopted 

(or restrictions on foreign operations gradually relaxed) between Basel-conforming and Basel-departing nations, 

as greater experience informs decision-making and demonstrates that regulatory innovation has strengthened the 

affected banks and financial systems. Moreover, as Basel requirements become outmoded with technological 

innovations and changing economic circumstances, even the larger, more financially developed and influential 

nations might find it advantageous to pursue departures through the review process because doing so would be 

far more expeditious than seeking to amend the Accords.  

 

Summary  

This section challenges the prevailing view of the efficacy of harmonization of international financial regulation 

in the Basel Accords, contending that, contrary to its expressed objective, Basel has repeatedly failed and 

harmonization has increased, rather than decreased, systemic risk with devastating consequences. By 

incentivizing financial institutions worldwide to follow broadly similar business strategies, harmonized 

regulatory error contributed to the unleashing of a global financial crisis. The section contends, accordingly, that 

there is value to be had in increasing the flexibility of the Basel architecture to foster diversity and 

experimentation in international financial regulation.  

The fast-moving, dynamic nature of financial markets renders it improbable that regulators can predict with 

confidence the regulatory policies optimal for reducing systemic risk, or what future categories of activities or 

institutions might generate systemic risk. At the same time, internationally- harmonized regulation has impeded 

the acquisition of knowledge about the comparative effectiveness of differing regulatory arrangements, thereby 

lowering the quality of decision-making, as nations are constrained from experimenting with alternative 

regulatory arrangements. Basel needs to be made more adaptable and resilient for confronting regulatory 

challenges by incorporating a procedural mechanism through which departures along multiple directions and 

dimensions from Basel's strictures are not only permitted but encouraged.  

The core of the proposed diversity mechanism is a system of peer review that would allow nations to depart 

from Basel with approval keyed to whether a proposal would significantly increase global systemic risk. The 

proposed mechanism provides safeguards, given the limited knowledge that we do possess, against the 

rachetting up of systemic risk, by requiring ongoing monitoring along with periodic reassessments of approved 

departures for their impact on global systemic risk. If a departure were found to increase global systemic risk, 

then its approval would be withdrawn and the departing nation would have to revert to Basel or recalibrate its 

regulatory approach so as to no longer adversely impact the global financial system. Adoption of the diversity 

mechanism should improve the quality of international regulatory decision- making, by providing valuable 

information on what regulation works best under what circumstances. It would also supply a safety valve against 
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regulatory errors increasing global systemic risk by reducing the likelihood that international banks will all be 

following broadly similar, flawed strategies.  

Cross-border regulatory coordination would be even more pressing when diversity is introduced into 

international financial regulation than it is at present. But the difference is one of degree, rather than kind. 

Existing coordination mechanisms of supervisory colleges, memoranda of understanding and local incorporation 

policies could accommodate regulatory diversity and would circumscribe any potential opportunity for 

regulatory arbitrage. In fact, those mechanisms' effectiveness in cross-border coordination might well be 

enhanced under the diversity mechanism, as home and host authorities would have a powerful incentive to be 

attentive to information sharing and coordinated supervision when regulations differ, as regulators would be 

keenly aware that they are no longer focused on monitoring identical matters. 

There are trade-offs that must be made with any regulatory scheme, and the diversity mechanism is not an 

exception. There would be an increased cost to firms and regulators from having to operate in an environment of 

increased regulatory complexity that multiple regulatory regimes would, no doubt,  

produce. However, such costs would be constrained as the number of Basel- departing nations can be expected 

to be quite limited, at least at the outset, given regulators' incentives tending to favor the status quo and the need 

for a market of sufficient size for a nation to be able to internalize the cost to large banks of operating under 

diverse regimes. Moreover, international banks can avoid increased costs by choosing not to operate within 

Basel-departing jurisdictions. And of course, the costs will be offset by expected benefits of improved decision-

making and lowered risk of regulatory error leading to a global crisis because banks worldwide are following 

similarly flawed regulatory-induced strategies.  

Finally, and perhaps most important in any assessment of regulatory diversity, it must be noted that while in 

existence for over a quarter of a century, harmonization under Basel has failed repeatedly to fulfill its objectives. 

Indeed, experience teaches that retaining the regulatory status quo can come at a considerable cost. Yet the 

fundamentals of Basel's failed regulatory architecture are still in place, and Basel III's add-ons are largely 

untested. The proposed diversity mechanism would permit international financial regulation to be empirically 

informed by experimentation and to evolve gradually, rather than the current state of affairs which consists, to a 

much greater extent than is candidly admitted, of regulating in the dark.  

 

Section X:  Analysis and Findings of the paper 

On the impact of higher capital requirement on the cost Jihad Daghar et al (2016) in their study on the benefits 

and cost of bank capital published by the IMF cited 12 empirical studies carried between 2010-2015 with data 

methodology, impact on cost of capital of EU, UK, USA and Canada.  The results of these studies indicated an 

increase and tightening of Capital Adequacy Ratio resulted in decreasing loan growth and increasing interest 

rate and declining trend in GDP was apparent at different percentage in the developed, developing and least 

developing countries. Oscar Jord et al (2017) in their study “Minimum capital requirements, leverage, ratios, 

liquidity and capital surcharges” presented information on capital adequacy ratios from 1870-2008 making 

observation with lowest capital adequacy ratio of 17 developed countries excluding 5 years windows around the 

Wars. These countries are Australia 1976 (2.8%), Belgium 1984 (1.6%), Canada 1980 (2.4%), Switzerland 1998 

(4.5%), Germany 1951 (3%), Denmark 2008 (4.9%), Spain 1956 (3.7%), Finland 1981 (3.2%), France 1951 

(2.3%), UK 1982 (4.1%), Italy 1952 (1.6%), Japan 1952 (2%), Netherlands 1980 (2.5%), Norway 1991 (2.6%), 

Portugal 1978 (3%), Sweden 1981 (3.4%), and the  USA 1974 (5.77%). By the time all these countries turned 

into developed industrialized country over the years on the other hand the situation of emerging developing 

countries can raise the question of translating them into next stage of development with the tightened bank 

capital remains a big question mark, to develop themselves, and remains to the future researcher in coming 

future.  

Comparing capital ratios Globally is difficult. Most bank comparators rely on on capital ratios. However 

Vernessa Le Lesle and Sofiya Avramova (2012) in their paper at IMF (WP/12/90) argues that (a) capitalization 

varies greatly depending on the capital measures used (risk based or unweighted),  (b) headline capital ratios 

may mask very difficult risk level, or at least different measurement approaches and  (c) banks coverage towards 
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the regulatory capital ratio that is the most favorable to them. The better performance of banks in certain 

geographical locations under certain capital ratios are driven by combination of regulatory environment. 

Accounting and Financial Reporting Framework, Economic Cycles, and Probability of Defaults. 

Estimates for lending reduction due to one percentage point increase in capital requirement study conducted by 

Natalya Martynova (2015) on the “Effect of Bank Capital Requirement on Economic Growth: A Survey, (WP 

467, DeNederlandSche Bank” reviewed six studies covering lending reduction percentage, credit growth 

reduction percentage of sample countries UK, and France and other fifteen countries covering 24-48 months 

covering years from 1996-2012. This study recorded 1.2 percent to 4.55 reduction of loans. The study also 

presents the direct and indirect impact of capital requirement on economic growth negatively. Tofael and Li 

Xiajing (2018) in their study on Bank Performance in Emerging Market Setting presented an index of literature 

on the linkage between bank capital and performance 18 (previous) studies from 1982-2015 and current 21 

studies ranging from 2008-2016. The findings of these indicate that higher and tightening capital requirements 

increases the cost of capital and reduces the growth of credit at the leads to negative GDP growth. 

Adrian Blundell-Wignall and Paul Atkinson  (2010) identifies the limitation of BASEL III and suggests 

measures to overcome by putting the concentration penalty in Pillar 1, country specific risk, putting notions of 

ex-ante risk in the specific financial institutions, contagion and counter party risks as hallmarks, making capital 

regulation pro-cyclical and to overcome problems with Pillars 2 and 3 Building buffers in this way requires 

supervisors to be forward looking, that is, to keep up with changes in market structure, practices and 

complexity. This is inherently difficult. Markets just aren’t efficient: Pillar 3 relies on disclosure and market 

discipline that will punish banks with poor risk management practices. Underlying this is an efficient markets 

notion that markets will act in a fully rational way. At the level of markets, the bubble at the root of the sub-

prime crisis, and crises before it, suggest the systematic absence of informational efficiency. The whole 

procyclicality debate concerning the Basel system is premised on the idea that asset prices do not reflect future 

cash flows accurately. To raise the quality, consistency and transparency of the capital base as far as improving 

the definition of capital is concerned, the report stresses that equity is the best form of capital, as it can be used 

to write off losses. Not included in (to be deducted from) common equity are: ...goodwill... Goodwill. This can’t 

be used to write off losses. ...minority interest... Minority interest. That if a company takes over another with a 

majority interest and consolidates it into the balance sheet, the net income of the third
 
party minorities can’t be 

retained by the parent as common equity. ...deferred tax assets... Deferred tax assets (net of liabilities). These 

should be deducted if they depend on the future realization of profit (not including tax pre-payments and the like 

that do not depend on future profitability). ...and investments in other financial institutions….Bank investments 

in its own shares. Enhancing risk coverage, going forward, it is proposed that banks: Use “stressed” inputs- 

Must determine their capital requirement for counterparty credit risk using stressed inputs, helping to remove 

pro-cyclicality that might arise with using current volatility-based risk inputs. Must include capital charges 

(credit valuation adjustments) associated with the deterioration in the creditworthiness of a counterparty (as 

opposed to its outright default). Wrong-way risk- Implement a Pillar 1 capital charge for wrong-way risk 

(transactions with counterparties, especially financial guarantors, whose PD is positively correlated with the 

amount of exposure). This will be done by adjusting the multiplier applied to the exposure amount identified as 

wrong way risk. Correlation multiplier- Apply a multiplier of 1.25 to the asset value correlation (AVC) of 

exposures to regulated financial firms with assets of at least $25bn, (since AVC’s were 25% higher during the 

crisis for financial versus non- financial firms). This would have the effect of raising risk weights for such 

exposures. Margining periods-will be required to apply tougher (longer) margining periods as a basis for 

determining regulatory capital when they have large and illiquid derivative exposures to a counterparty. 

Centralised exchange incentives. 

Barbara Sutotorova (2013) on the impact of BASEL III on lending rates of EU Banks recorded nine empirical 

study findings showing the types of study ratio, country and impact of one percent increase of tightening capital 

on the interest rates and loan rate spreads. In these studies countries covered were consisting of USA (3), EU 

(2), Global (4) and Japan (1). Result of all these studies reported higher interest cost resulting from higher and 

tightened capital requirements at different bps ranges. Federal Reserve Bank of Philadelphia Research 

Department (2018) study recorded their findings for every 1 percent increase in the Capital Adequacy 
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Requirements resulting impact in the long run negatively. Thus, lending would increase a basis point of 5-15% 

and decrease in Economic output 0.15-0.6%. 

Estimates of the steady state and transitional effects of higher capital requirements on the cost of bank credit was 

cited by Jihad Daghor et al (2020). These studies were 16 ranging from the year 2012-2020. Countries covered 

in these studies were 5 from the UK, 8 from the USA, 3 from EU countries. The findings all these studies 

reported the tightening of bank requirements increases cost of borrowing, reduces loan growth and finally 

resulted in declining GDP. Oliver Cobin et al (2014) analyzed transmission of regulatory tightening of bank 

capital to key macroeconomic lending variables. The findings indicate a fall in industrial production with a 

delay and temporarily. The maximum decrease of almost 3 percent is recorded after a bit more than a year. Also 

looking at the GDP to the changes in the tightening capital requirements, it observed a similar shape as for the 

impulse response function of industrial production, in terms of magnitudes, GDP decline by a maximum of 0.8 

percent. Effects of tightening bank capital requirements on the Inequality negatively was reported by Olivaier 

Cobin et al (2014) study by reporting that tightening capital requirements lower financial and macroeconomic 

instability. Inequality tends to rise, specially, in medium run, as the strong increase in unemployment rate 

worsens poor household’s income situation and, as richer household increases their expenditure as a response to 

a decline in income uncertainty. 

The stricter regulatory capital requirement under the Basel Accords is a non-binding constraint on 

banking operations in a developing country, Viet Nam. Rather, the variation of interest rate depends 

majorly on its own innovations; yet, this effect is inclined to weaken in the long-run. This means that 

stabilization of historical interest rate and accumulation of more deposits will help banks to provide a 

better interest rate. With regards to GDP, our short-run dynamic analysis finds that the relationship 

between the aggregate output and CAR is significantly negative. However, the magnitude of CAR on 

the GDP lessens over longer periods. The less significant impact between capital requirements and 

aggregate growth over the long-term period also holds true in such a study by Kashyap et al. (2010). In 

sum, higher microprudential capital requirements on banks have statistically important spill-overs to 

the macroeconomy in short-term, yet their effects lessen over a longer period. One possible 

explanation of the non-binding constraint of the Basel requirement on lending behavior comes from the 

CAR calculation in Viet Nam. Many banks in Viet Nam still use the standardized approach to 

measuring risks. Accordingly, the risk weights applied are mapped to ratings used by external rating 

agencies. Hence, a fixed risk weighting to assets is used to calculate the CAR, which is somewhat 

similar to the calculation under the Basel I framework. Catarineu-Rabell, Jackson, and Tsomocos 

(2003) claimed that ratings issued by external rating agencies are more stable over the business cycles, 

as compared to the internal rating schemes. Nonetheless, the  empirical results show a strong 

dependence of the aggregate output on lending and deposit. This implies that credit easing was a major 

driving force of high economic acceleration in Viet Nam during 2008-2016. This timeframe was also 

characterized by monetary easing policies by the State Bank of Viet Nam. These easing strategies, in 

turn, would offset the contractionary effects of the tighter macroprudential policy on national output 

(Meeks, 2017).  

Following the adoption of Basel accords and core risk management guidelines of Bangladesh Bank, banking 

industry of Bangladesh could avoid the effect of global financial crisis during 2007-2009. But, dependency of 

bank borrowing of the country has increased from 2010 due to capital market shock in recent years. As a 

consequence, aggregate nonperforming loan ratio of banks has increased from 6.1 percent in 2011 to 13.2 

percent in third quarter of 2013 and the ratio of bad loan to classified loan has also increased from 66.7 percent 

in 2012 to 78.7 percent in 2013 (Bangladesh Bank, 2013). This is the indication of degradation of lending 

quality and increase of the credit risk in the banking sector of Bangladesh which may adversely affect the 

profitability of the banks [(Abu Hanifa Md. Noman, Sajeda Pervin, Mustafa Manir Chowdhury, Hasanul Banna 

(2015)]. 
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In case of Bangladesh, Credit creation is the prime operation of the banks, but it exposes to credit risk for the 

bank due to the failure of the borrowers to fulfill the commitment with the banks. Moreover, banks need identify 

and manage the credit risk prudently because it may affect profitability and lead a bank to the banking crisis and 

economy to systematic crisis. In order to strengthen banks ability to handle and manage credit risk. The analysis 

finds that credit risk effects profitability of the commercial banks negatively. Therefore, banks need to use 

prudent credit risk management procedure in order to ensure profitability and safe the bank form loss and crisis 

[(Abu Hanifa Md. Noman, Sajeda Pervin, Mustafa Manir Chowdhury, Hasanul Banna (2015)]. The effect of 

loan loss reserve to gross loan on profitability also negative as we find in the earlier literature such as (Kolapo et 

al., 2012; Sufian, 2009) indicating that profitability will be reduced as banks use more profit as buffer against 

their loan loss. Therefore, prudential credit management also required for reducing loan loss in order to reduce 

reserve ratio and increase the profitability. The beta coefficients of the ratio of loan loss reserve to gross loan 

indicate that one unit increase in the ratio decreases return on average assets by 0.1 unit, return on average 

equity by 1.25 units and net interest margin by 0.02 unit keeping other explanatory variables constant. However, 

the effect of loan loss reserve to gross loan on return on average equity is significant but the effect is 

insignificant on other two indicators which is not unusual as supported by Kosmidou et al. (2005). The result is 

also robust is all other specifications with GLS and GMM.  

 

10.1    Overall Summary of the Paper 

This paper has argued that the implementation of Basel capital requirements may create some unintended 

consequences. On the one hand, higher capital requirements may reduce people’s access to finance, and this 

effect can be particularly harmful in emerging markets taking into account their less developed capital markets 

and their greater problems of financial exclusion. On the other hand, Basel standards do not take into account 

the particular features of a country, despite the fact that, forced by the market and many international 

organizations, most countries around the world end up adopting these practices. Therefore, the one-size-fits-all 

model of regulation incentivized by the Basel Committee may create several problems without necessarily 

improving the robustness of a particular financial system. 

The recent history of international banking regulation is one of failure after failure. Twice within the last 15 

years, the Basel Committee has sought to strengthen global capital standards in response to an international 

financial crisis– and twice it has failed. Why has history repeated itself.  According to the dynamic analytical 

framework it is have presented in this paper, the answer lies in the substantial information asymmetries 

regarding the Basel Committee’s agenda, which, combined with an opaque institutional context on the supply 

side, gave large international banks the crucial first-mover advantage in successive regulatory processes. This 

allowed them to shape decisions in a way that was near impossible to reverse at later stages. Latecomers, 

whether developing country banks or community lenders, had little choice but to accept what was in effect fait 

accompli.  Given the importance of robust capital regulation for the health of the global economy, it is crucial 

that we heed the lessons of this analysis. Future efforts to revise capital adequacy standards must both observe 

basic standards of due process and minimize the information asymmetries between stakeholders at each stage of 

the regulatory process–principally, but not exclusively, by maintaining a clear distance between supervisory 

bodies and the banking industry. Though difficult to achieve in practice, if implemented faithfully these changes 

would ensure that the next time regulators set out to revise global banking rules, they achieve every one of their 

aims.  As well as offering practical lessons for policymakers, the dynamic framework suggests a new direction 

for theoreticians. Scholars in the field of IR have traditionally analyzed political phenomena through the narrow 

lens of comparative statistics. The case of international banking regulation shows that this reductionist approach 

is not always helpful. Drawing out and testing the causal implications of timing and sequencing are essential to a 

proper understanding of process-related politics. Students of global financial regulation and IR more broadly can 

reap enormous analytical gains from placing actors and events in their proper temporal context.  

Perceived differences in RWAs within and across countries have led to a diminishing of trust in the reliability of 

RWAs and capital ratios, and if not addressed, could affect the credibility of the regulatory framework in 

general. This section is a first step towards shedding light on the extent and causes of RWA variability and to 

foster policy debate. The section seeks to disentangle key factors behind observed differences in RWAs, but does 
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not quantify how much of the RWA variance can be explained by each factor. It concludes that a host of factors 

drive differences in RWA outputs between firms within a region and indeed across regions; many of these 

factors can be justified, but some less so. Differences in RWAs are not only the result of banks’ business model, 

risk profile, and RWA methodology (good or bad), but also the result of different supervisory practices. Aiming 

for full harmonization and convergence of RWA practices may not be achievable, and we would expect some 

differences to remain. It may be more constructive to focus on improving the transparency and understanding of 

outputs, and on providing common guidance on methodologies, for banks and supervisors alike. The section 

identifies a range of policy options to address the RWA issue, and contends that a multipronged approach seems 

the most effective path of reform. A combination of regulatory changes to the RWA regime, enhanced 

supervision, increased market disclosure, and more robust internal risk management may help restore 

confidence in RWAs and safeguard the integrity of the capital framework. Finally, this section contends that 

even if RWAs are not perfect, retaining risk-sensitive capital ratios is still very important, and the latter can be 

backstopped by using them in tandem with unweighted capital measures. This section aims to encourage 

discussion and policy suggestions, while the Basel Committee undertakes a more extensive review of the RWA 

framework.  

In previous studies the OECD has identified the main hallmarks of the crisis as [OECD (2009), Adrian Blundell-

Wignall et al. (2009)]:
 
Too-big-to-fail institutions that took on too much risk – a large part of these risks being 

driven by new innovations that took advantage of regulatory and tax arbitrage with no effective constraints on 

leverage. Insolvency resulting from contagion and counterparty risk, driven mainly by the capital market (as 

opposed to traditional credit market) activities of banks, and giving rise to the need for massive taxpayer support 

and guarantees. Banks simply did not have enough capital. The lack of regulatory and supervisory integration, 

which allowed promises in the financial system to be transformed with derivatives and passed out to the less 

regulated and capitalised industries outside of banking–such as insurance and re-insurance. The same promises 

in the financial system were not treated equally. The lack of efficient resolution regimes to remove insolvent 

firms from the system. This issue, of course, is not independent of the structure of firms which might be too-big-

to-fail. Treating promises differently also has implications for how to think about reform of the structure of the 

supervision and regulation process. For example, would it not be better to have a single regulator for the whole 

financial system–and global coordination in this respect – to ensure that it is much more difficult to shift 

promises.  Treating promises differently will also require more substantial thinking about the shadow banking 

system: whether it should be incorporated into the regulatory framework and, if so, how. Finally, the flaws 

identified in the overall RWA framework that make it difficult to deal with concentration issues in Pillar 1, 

suggest that other framework modifications should be considered. For example, a quadratic rule applied to 

deviations from a diversified benchmark portfolio is a feasible way to deal with the issue.  

So far, inference is drawn mainly from either micro econometric empirical studies largely neglecting dynamic, 

general equilibrium and anticipation effects, or from structural models depending heavily on the frictions and 

shocks included as well as the calibration used. We propose a novel indicator of aggregate regulatory capital 

requirement tightening for the US from 1979 to 2008. The indicator includes six episodes of exogenous bank 

capital tightening. We provide ample evidence that it successfully disentangles regulation-induced from other 

developments. This evidence is based on narratives, statistical (exogeneity) tests, careful account of controls in 

our regressions, and the behavior of key indicators capturing credit supply, bank capital, volatility etc. after the 

events, also in comparison to another financial shock. Using local projections of changes in this capital 

requirement indicator on var- ious macroeconomic and financial variables, we conclude that aggregate capital 

requirement tightening lead to temporary credit crunches and contractions in economic activity. This result lends 

support to the assertion of Hanson, Kashyap, and Stein (2011), Admati and Hellwig (2013) and Admati, 

DeMarzo, Hellwig, and Pfleiderer (2013) that higher capital requirements are not associated with substantial 

medium to long-run costs for the economy. Specifically, we find that business and real estate loan volumes 

decline, and lending spreads tend to increase. Negative loan supply effects trigger a temporary decline in 

investment, consumption and production. Non-financial corporations compensate the decline in bank lending by 

issuing corporate bonds and commercial paper, preventing a larger drop in investment. Negative wealth effects 

and a rise in the unemployment rate after the capital requirement changes matter for consumption dynamics as 
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well. Monetary policy cushions negative effects on the real economy of regulatory changes. We also show that 

capital requirement tightenings alter second moments, as they enhance financial and macroeconomic stability in 

the short run and raise inequality in the medium run.  

What are implications for policy makers. First, transitory negative effects of capital requirement tightenings on 

real activity and bank loans, relative to the effects on the bank capital ratio, are found to be larger than what 

previous studies report. We cannot ultimately determine why this is the case. However, to accurately assess the 

side effects of regulation it seems important to take into account general equilibrium and anticipation effects as 

well as to construct accurate macroprudential policy measures. Second, monetary policy can support 

macroprudential policy by lowering the policy rate in a timely manner. This cushions negative effects of 

(exogenous) capital requirement tightening on real activity and loan markets and at the same time helps banks 

adjust their capital ratios more quickly. Third, capital regulation does not put an additional strain on other 

policies through increasing financial and macroeconomic volatility. However, inequality rises in the medium 

run, and this worsens the environment in which other policies operate. 

Using alternative approaches, it finds that, for advanced economies, the marginal benefits of higher bank 

capitalization in terms of absorbing losses in banking crises are substantial at first, but decline rapidly once 

capitalization reaches 15–23 percent of risk-weighted assets. The reason is that protection against extreme crises 

requires substantially more loss absorption capacity, but at the same time, such crises are rare. The 15–23 

percent estimate should be seen as a useful thought experiment with a conservative bend. In particular, the 

estimate does not take into account the potential reduction in risk taking induced by higher capital through 

“skin-in-the game” effects. Notably, the paper focuses exclusively on capital, and abstracts from the loss-

absorption capacity that other bail-in-able securities may provide. Results are more nuanced for emerging 

markets and low-income countries. On the one hand, banking crises in these countries have historically been 

associated with greater bank losses. On the other, because banking systems in these countries tend to be smaller 

than in advanced economies, losses in excess of capital will likely represent a smaller share of GDP and thus 

might have more limited macroeconomic effects. In this context, the relative role of greater loss absorption 

capacity and improvement in governance and institutions aimed at reducing losses in crises should be the subject 

of future research. The paper also reviewed empirical evidence on the costs of higher bank capital. Existing 

studies suggest that the costs of transitioning to higher bank capital might be substantial. When faced with the 

need to adjust their capital ratios quickly, banks are likely to constrain the supply of credit (as was likely the 

case in Europe already). Transition costs might be lower when capital adjustment is staggered or takes place in 

the upswing of the credit cycle. In contrast, the evidence overwhelmingly suggests that the steady-state (long-

term) social costs of higher bank capital requirements, within our estimated range, are likely to be small.  

The estimated loss absorption needs can be refined to allow for heterogeneity across banks and over time. Banks 

that are not systemically important (those that can be allowed to fail without major spillover effects) could be 

allowed to hold lower capital and loss-absorption capacity. Similarly, most banking crises follow periods of 

rapid credit growth, suggesting a role for countercyclical buffers (Borio 2014; Claessens 2014).  

What are implications for policy makers. First, transitory negative effects of capital requirement tightenings on 

real activity and bank loans, relative to the effects on the bank capital ratio, are found to be larger than what 

previous studies report. We cannot ultimately determine why this is the case. However, to accurately assess the 

side effects of regulation it seems important to take into account general equilibrium and anticipation effects as 

well as to construct accurate macro- prudential policy measures. Second, monetary policy can support 

macroprudential policy by lowering the policy rate in a timely manner. This cushions negative effects of 

(exogenous) capital requirement tightenings on real activity and loan markets and at the same time helps banks 

adjust their capital ratios more quickly. Third, capital regulation does not put an additional strain on other 

policies through increasing financial and macroeconomic volatility. However, inequality rises in the medium 

run, and this worsens the environment in which other policies operate. 

ADBI Working Paper Series [(Nguyet Thi Minh Phi, Hanh Thi Hong Hoang, Farhad Taghizadeh-Hesary, and 

Naoyuki Yoshino No. 916 (2019)] study Basel Capital Requirement, Lending Interest Rate and Aggregate 

Economic Growththe stricter regulatory capital requirement under the Basel Accords is a non-binding constraint 
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on banking operations in Viet Nam. Rather, the variation of interest rate depends majorly on its own 

innovations; yet, this effect is inclined to weaken in the long-run. This means that stabilization of historical 

interest rate and accumulation of more deposits will help banks to provide a better interest rate. With regards to 

GDP, our short-run dynamic analysis finds that the relationship between the aggregate output and CAR is 

significantly negative. However, the magnitude of CAR on the GDP lessens over longer periods. The less 

significant impact between capital requirements and aggregate growth over the long-term period also holds true 

in such a study by Kashyap et al. (2010). In sum, higher microprudential capital requirements on banks have 

statistically important spill-overs to the macroeconomy in short-term, yet their effects lessen over a longer 

period. One possible explanation of the non-binding constraint of the Basel requirement on lending behavior 

comes from the CAR calculation in Viet Nam. Many banks in Viet Nam still use the standardized approach to 

measuring risks. Accordingly, the risk weights applied are mapped to ratings used by external rating agencies. 

Hence, a fixed risk weighting to assets is used to calculate the CAR, which is somewhat similar to the 

calculation under the Basel I framework. Catarineu-Rabell, Jackson, and Tsomocos (2003) claimed that ratings 

issued by external rating agencies are more stable over the business cycles, as compared to the internal rating 

schemes. Nonetheless, our empirical results show a strong dependence of the aggregate output on lending and 

deposit. This implies that credit easing was a major driving force of high economic acceleration in Viet Nam 

during 2008-2016. This timeframe was also characterized by monetary easing policies by the State Bank of Viet 

Nam. These easing strategies, in turn, would offset the contractionary effects of the tighter macroprudential 

policy on national output (Meeks, 2017).  

The role of commercial banks is alike blood arteries of human body in developing economies as it accounts for 

more than 90 percent of their financial assets (ADB, 2013) due to less borrowers’ access to capital market (Felix 

Ayadi et al., 2008). Therefore, efficient intermediation of commercial banks is vital for developing economies in 

order to achieve high economic growth, while insolvency of them leads to economic crisis. However, 

intermediation function of commercial banks gives rise to different types of risks with different magnitudes and 

level of causes on bank performance such as credit risk, liquidity risk, market risk, operational risk etc (Van 

Gestel & Baesens, 2008). Among the others Credit risk is found most important type of banking risk (Abu 

Hussain & Al-Ajmi, 2012; Khalid & Amjad, 2012; A. Perera et al., 2014). As it accounts for 84.9 percent of total 

risk elements of a bank (Bangladesh Bank, 2014) and more than 80 percent of Balance sheet items are also 

exposed to it (Van Greuning & Bratanovic, 2009).  

Following the adoption of Basel accords and core risk management guidelines of Bangladesh Bank, banking 

industry of Bangladesh could avoid the effect of global financial crisis during 2007-2009. But, dependency of 

bank borrowing of the country has increased from 2010 due to capital market shock in recent years. As a 

consequence, aggregate nonperforming loan ratio of banks has increased from 6.1 percent in 2011 to 13.2 

percent in third quarter of 2013 and the ratio of bad loan to classified loan has also increased from 66.7 percent 

in 2012 to 78.7 percent in 2013 (Bangladesh Bank, 2013). This is the indication of degradation of lending 

quality and increase of the credit risk in the banking sector of Bangladesh which may adversely affect the 

profitability of the banks [(Abu Hanifa Md. Noman, Sajeda Pervin, Mustafa Manir Chowdhury, Hasanul Banna 

(2015)].  

The effect of CAR is found negative and significant on ROAE but positive and significant on NIM while it 

affects ROAA positively and insignificantly. The results further show that implementation of Basel II accord 

increases NIM of of the commercial bank significantly but reduce ROAE significantly in all specifications. The 

analysis finds that credit risk effects profitability of the commercial banks negatively. Therefore, banks need to 

use prudent credit risk management procedure in order to ensure profitability and safe the bank form loss and 

crisis [(Abu Hanifa Md. Noman, Sajeda Pervin, Mustafa Manir Chowdhury, Hasanul Banna (2015)].  

Under Basel-II, banks in Bangladesh are instructed to maintain minimum capital requirement (MCR) at 10.0 

percent of the risk weighted assets (RWA) or Taka 4.0 billion as capital, whichever is higher, with effect from 

July-September 2011 quarter. As on 2012 the SCBs, DFIs, PCBs and FCBs maintained CAR of 8.1, -7.7, 11.4 

and 20.6 percent respectively. 2 SCBs, 2 DFIs and 4 PCBs could not maintain minimum required CAR. The 

CAR of the banking industry was 10.5 percent in year 2012 and 9.1 percent in 2013 up to end of June. All 
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foreign banks maintained minimum required capital. Noteworthy that industry CAR stood at 9.1 percent. The 

financial health of Bangladesh banking system has improved significantly in terms of capital adequacy ratio if 

we compare the composite ratios from year 2008 to 2013. As per BASEL III norms it will be difficult for state 

owned commercial banks to increase its Tier I and Tier II capital due to higher credit and operational risk. On 

the other hand, for DFIs, it is quite impossible to mitigate the requirement for its negative capital adequacy ratio. 

According to BASEL III norms the bank can increase its equity portion by issuing common equity. At present 

the capital market of Bangladesh is not stable at all and is not quite supportive for banks to collect fund by 

issuing common equity.  

In addition to amending capital adequacy ratios, the Basel Committee included a related requirement on 

liquidity in the new capital accord. This update has major implications for Bangladeshi banks; it arose as a result 

of the liquidity challenges faced by major financial institutions. The advance-to-deposit ratio in the banking 

sector declined to below 72 per cent in September 2013 as credit demand in the private sector continued to drop 

since the second half of the last fiscal year due to dull business situation in the country amid political unrest. 

According to the latest BB data, the overall ADR in the banking sector dropped to 71.65 percent as of 

September 26 from 73.34 per cent as of August 1, 2013. BB data showed that the ADR in the banking sector was 

76.95 per cent as of January 10, 76.28 per cent as of February 7, 75.28 per cent as of March 14, 75.26 per cent 

as of April 25, 74.90 per cent as of May 2, 74.01 per cent as of June 13, 73.35 per cent as of July 11, 73.34 per 

cent as of August 1 and 71.65 per cent as of September 26 of this year. As per the BB rules, the conventional 

commercial banks are not allowed to invest more than 85 per cent of their deposits while Islamic banks and 

Islamic wings of the conventional commercial banks can invest up to 90 per cent of their deposits. The major 

challenge for banks in implementing the liquidity standards is to develop the capability to collect the relevant 

data accurately and to formulate them for identifying the stress scenario with accuracy. However, positive side 

for Bangladeshi banks, they have a substantial amount of liquid assets which will enable them to meet 

requirements of Basel III. 

 

Final remarks  

Banking institutions clearly serve an important function in the economy by providing credit and creating liquid 

deposits. High leverage is not required for them to be able to perform these socially valuable functions. To the 

contrary, high leverage makes banking institutions highly inefficient and exposes the public to unnecessary risk 

and harm. When the possibility of harm from the distress and insolvency of banks becomes so large that 

governments and central banks must step in to prevent it, additional distortions arise. Current policies end up 

subsidizing and encouraging banks to choose levels of leverage and risk that are excessive. Countering these 

forces with effective equity requirements is highly beneficial. Threats that substantial increases in equity 

requirements will have significant negative effects on the economy and growth should not be taken seriously, 

because in fact it is weak, poorly capitalized banks and a fragile system that harm the economy. Transitioning to 

a healthier and more stable system is possible and highly beneficial and would improve the ability of the 

financial sector to serve a useful role in the broader economy. We have based our analysis on an assessment of 

the fundamental economic issues involved. Any discussion of this important topic in public policy should be 

fully focused on the social costs and benefits of different policies, i.e., the costs and benefits for society, and not 

just on the private costs and benefit of some institutions or people. Moreover, assertions should be based on 

sound arguments and persuasive evidence. Unfortunately, the level of policy debate on this subject has not been 

consistent with these standards.  

 

Recommendations 

Tax system   

A simple change in the tax system may favor the capitalization of banks in a more efficient way than the costly 

rules imposed by the Basel Committee. Namely, we propose that the Basel Committee expand its supervisory 

mandate to explore tax strategies in concert with the Organisation for Economic Co-operation and Development 

(OECD) wherein companies may deduct an implied interest of equity [(Frédéric Panier, Francisco Pérez-

Gonzáles, and Pablo Villanueva, (2015)]. Likewise, member countries should consider independently 
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implementing tax strategies wherein the tax benefits of debt are abolished for financial institutions [(Anat R. 

Admati et al., (2010); Mark Roe and Michael Troege, (2016), Aurelio Gurrea-Martínez, (2017)]. Thus, banks 

would have more incentives to increase capital from two different ways: by punishing debt and by favouring 

equity through the tax system. 

In our opinion, while some may argue that the unfavourable treatment of debt may lead to an increase in the cost 

of credit, we do not think this result will occur for two primary reasons. First, our proposal would 

simultaneously include softening the regulatory costs in terms of capital requirements directly or indirectly 

imposed by the Basel Committee. Therefore, the potential increase in the cost of credit generated by abolishing 

the tax benefits of debt would be offset for this reduction of regulatory costs. Second, by giving tax benefits to 

equity, this source of finance would become cheaper. Therefore, this proposal would incentivize banks to have 

higher capital requirements without pushing countries to change their financial priorities, harm their economies, 

or suffer other unintended consequences generated by the implementation of Basel standards. 

 

Regional represention at  the Basel Committee on Banking Supervision is needed  

The particular features and problems of each financial system seem to require a more tailored regulation. 

Therefore, even though various factors (including financial stability and the globalization of finance) require a 

global approach to financial regulation, a local or at least regional focus seems to be needed in the Basel 

Committee. In that way, countries can inform the rulemaking process in ways that help alert rule writers as to 

the distributive impact of the rules, and costs for local economies, that certain reforms may entail. For that 

purpose, we think that the Basel Committee’s regional meetings should have greater say in the production of 

rules that impact their domestic financial system. 

Currently, regional forums are just that, forums, and most developing countries have no say in the formulation of 

international capital standards. We propose that a mechanism of review be launched, along with expanded 

participation in activities setting the objectives of new rounds of policymaking. At present, the only recourse for 

countries disinterested in Basel rules that they have adopted under domestic law is undercompliance in the form 

of regulatory forbearance. This, however, leads to incentives to underimplement even helpful rules necessary for 

growing a domestic financial system. It can also help promote cultures of noncompliance among domestic 

supervisors and an undermining of the rule of law. A better strategy is to have more countries directly 

participating in the reforms, early on. This can increase the fairness of international standards, while also 

heightening their compliance pull. 

 

Further steps to avoid a one-size-fits-all assessment of financial systems and institutions  

Even when the recommendations of the Basel Committee are not directly applicable to many countries and 

institutions, this paper has showed how a variety of factors (including market forces and the role of international 

organizations) might create considerable pressures to conform with Basel capital requirements, regardless of 

their relevance for a country’s developmental and legal status. Many of these pressures are related to the role 

and power of the market. Market participants may choose to punish banks operating in jurisdictions that do not 

comply with Basel standards. Non-compliance may be viewed, as mentioned above, as a signal of risk. In some 

instances, however, such stances may prove unwarranted, and even unhelpful, but with no alternative sources of 

information they may be left with no choice. An optimal system would allow investors, lenders, and other 

financial intermediaries that are stakeholders in Basel compliance to make their decisions based on the particular 

features of a country. Countries and governments can help. But it may be worth also including the Basel 

Committee and the IMF as well, allowing countries subject to surveillance to state their own case in official 

international assessments to provide color to official international monitoring. 

 

Formulate a Permanent Banking Commission for Banglades  

To review and assessment of impact of BASEL application in the developing countries including Bangladesh 

should form a Banking Commission and suggest to the Central Bank and governments to navigate the 

implementation process of BASEL Architecture customized to the political economy, culture, stage of economic 

development and regulations of individual countries, in particular, Bangladesh. 
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PZz_© wkí wecøe Ges evsjv‡`k 

Fourth Industrial Revolution and Bangladesh 

 

KvRx †bqvgyj kvnxb 
*

 

Kazi Neyamul Shaheen 

 

cÖhyw³MZ cwieZ©‡bi d‡j wek^ Rxeb cÖev‡n Ae¨vnZ cwieZ©b NU‡Q| wWwRUvj cÖhyw³i Kj¨v‡Y PZz_© wkíwecøe AvR Kov bvo‡Q| 

B›Uvi‡b‡Ui Avwef©v‡e Z…Zxq wkíwecø‡ei mgq Z_¨ cÖhyw³i mnR I `ªæZ wewbgq ïiæ n‡j mviv we‡k¦i MwZ K‡qK¸Y †e‡o hvq| 

g¨vbyqvj RMr †Q‡o hvÎv ïiæ nq fvP©zqvj RM‡Zi| PZz_© wkíwecøe Avm‡Q G fvP©zqvj RM‡ZiB AviI we¯Í…Z cwimi wb‡q| †hLv‡b 

gvby‡li Avq‡Ë Avm‡Q K…wÎg eyw×gËv Ges B›Uvi‡bU Ae w_sm ev h‡š¿i B›Uvi‡bU, hv m¤c~Y© iƒ‡cB gvbem¤ú‡`i weKí wn‡m‡e 

e¨eüZ n‡Z cv‡i| G wb‡qB GLb †Zvjcvo Pj‡Q mviv `ywbqvRy‡o| cÖhyw³wbf©i G wWwRUvj wecøe‡KB ejv n‡”Q PZz_© wkíwecøe| wek¦ 

GLb †Rvi cv‡q GwM‡q hv‡”Q PZz_© wkíwecø‡ei w`‡K| evsjv‡`kI i‡q‡Q PZz_© wkíwecø‡ei ØvicÖv‡šÍ| 

m¤cÖwZ myBRvij¨v‡Ûi `v‡fv‡m Iqvì© B‡KvbwgK †dviv‡gi (WweøDBGd) evwl©K m‡¤§j‡b Av‡jvPbvi Ab¨Zg welq wQj PZz_© 

wkíwecøe| mviv we‡k¦i ivR‰bwZK †bZv, eûRvwZK K‡c©v‡iU cÖwZôv‡bi cÖavb wbe©vnx, D‡`¨v³v, cÖhyw³we` I we‡kølKiv wWwRUvj 

wkíwecøe wb‡q eûgyLx Av‡jvPbvq Ask wb‡q‡Qb| Aek¨¤¢vex G wkíwecøe‡K Kv‡R jvwM‡q wek¦ A_©bxwZ‡K AviI Kxfv‡e Kj¨vYgyLx 

Kiv hvq, †m wel‡q wewfbœ gZvgZ Zz‡j a‡i‡Qb| evsjv‡`kI PZz_© wkíwecø‡ei mydj Kv‡R jvwM‡q A_©bxwZi PvKv AviI MwZkxj 

Kivi w`‡K g‡bvwb‡ek K‡i‡Q| wek¦e¨vs‡Ki m¤cÖwZ cÖKvwkZ wWwRUvj wWwf‡WÛm kxl©K GK cÖwZ‡e`‡b ejv n‡q‡Q, B›Uvi‡b‡Ui 

gva¨‡g GLb GKw`‡b we‡k¦ 20 nvRvi 700 †KvwU †gBj cvVv‡bv nq, ¸M‡j gvbyl cÖwZw`b 420 †KvwU evi wewfbœ welq Lyu‡R _v‡K|  

GKhyM Av‡MI Z_¨cÖhyw³i †¶‡Î G cwieZ©b¸‡jv wQj AKíbxq| wWwRUvj GB ˆecøweK cwieZ©b‡KB ejv n‡”Q ÒPZz_© wkíwecøeÓ| 

PZz_© wkíwecø‡ei aviYvwU cÖ_g GwcÖj, 2013 mv‡j Rvg©vwb‡Z AvbyôvwbKfv‡e Dc¯’vwcZ n‡qwQj| PZz_© wkíwecøe g~jZ 

Z_¨cÖhyw³wbf©i wWwRUvj wecøe| G wecø‡ei d‡j bvbvgyLx m¤¢vebvi m„wó n‡e †`‡ki mvgwMÖK PvjwP‡Î| †hgb- A‡Uv‡gk‡bi cÖfv‡e 

Kg©‡¶‡Î SzuwK nªvm, Drcv`b wk‡í wbqš¿Y e„w×, ¯^v¯’¨ I wPwKrmv Lv‡Z eo cwieZ©b, we‡klvwqZ †ckvi Pvwn`v e„w×, mvgwMÖK 

RxebhvÎvi gv‡bvbœqb| PZz_© wkíwecøe AR©‡b me‡P‡q eo f‚wgKv ivL‡e K¬vDW Kw¤úDwUs, B›Uvi‡bU Ae w_sm (IoT) Ges 

AvwU©wdwkqvj B‡›Uwj‡RÝ (AI)| evsjv‡`k BwZg‡a¨B Z_¨cÖhyw³‡Z A‡bK fv‡jv K‡i‡Q Ges eZ©gvb we‡k¦i AvaywbK me Z_¨cÖhyw³i 

m‡½ wb‡R‡`i gvwb‡q wb‡Z KvR K‡i hv‡”Q| 

1760 mv‡j ev¯úxq BwÄb Avwe¯‹vi‡K †K›`ª K‡i ïiæ nq c&ª_g wkí wecøe| e¯¿, LwbR, K…wl,wewfbœ Lv‡Z Avg~j cwieZ ©b mvwaZ nq| 

1871 mv‡j ïiæ nq cÖhyw³MZ wØZxq wkí wecøe| we`y¨r, †ijc_, †Uwj‡dvb,Avwe¯‹vi A_©bxwZ‡K †`q Af‚Zc~e© cÖe„w×| 1970 mv‡j 

Kw¤úDUvi, B›Uvi‡bU Avwe®‹v‡ii ga¨ w`‡q Z…Zxq wkíwecø‡ei m~Pbv nq|eZ©gv‡b eyw×`xß wewfbœai‡Yi mvBevi-wdwRK¨vj wm‡ó‡gi 

(Kw¤úDUvi wfwËK A¨vjMwi`g Øviv wbqw¯¿Z I wbixwÿZ) D™¢‡ei ga¨ w`‡q GwM‡q Pj‡Q PZz_© wkíwecøe| GB wecø‡ei PvwjKv kw³ 

bvbv ai‡bi weKvkgvb cÖhyw³i mswgkÖb| Gi g‡a¨ Av‡Q K…wGg eyw×gËv, B›Uvi‡bU Ae w_sm, †iv‡evwUKm, weM †WUv, K¬vDW 

Kw¤úDwUs, Av‡Q wRb cÖ‡KŠkj, b¨v‡bv‡UK‡bvjwR, ev‡qv‡UK‡bvjwR, w_ª-wW wcÖw›Us, AM‡g‡›UW wi‡qwjwU, fvPz©qvj wi‡qwjwUi g‡Zv 

cÖhyw³|  

PZz_© wkíwecø‡ei G mg‡q my‡hvM †hgb m„wó n‡e †Zgwb Avevi i‡q‡Q h‡š¿i Kv‡Q PvKwi nviv‡bvi fq| Iqvì© B‡KvbwgK †dviv‡gi 

ÓwdDPvi Ae Re mv‡f©-2020Ó Abyhvqx 2025 mv‡ji g‡a¨ wek^e¨vwc cÖvq mv‡o AvU †KvwU PvKwi eÜ n‡q hv‡e| Z‡e bZzb fv‡e 

D™¢e n‡e bq †KvwUi Dc‡i PvKwi| †hme PvKwii m„wó n‡e Zvi g‡a¨ cÖ_g cv uPwU n‡jv †WUv we‡kølK, K…wÎg eyw×gËv Ges †gwkb 

jvwb©s we‡klÁ, weM †WUv we‡klÁ,wWwRUvj gv‡K©wUs Ges †KŠkj we‡klÁ, cÖ‡mm A‡Uv‡gkb we‡klÁ| †hme PvKwii Pvwn`v 

Kg‡e,‡m ZvwjKvi cÖ_g cuvPwU n‡jv- †WUv Gw›Uª K¬vK©, cÖkvmwbK I wbe©vwn mwPe,A¨vKvDw›Us, eyK wKwcs Ges †cÕ †ivj K¬vK©, wnmve 

iÿK Ges wbixÿK, Drcv`b KviLvbvi kÖwgK| †`‡ki cvuPwU Lv‡Zi Dci GUzAvB cÖKí Øviv cwiPvwjZ mv¤úªwZK mgxÿvq †`Lv †M‡Q 

2041 mv‡ji g‡a¨ M‡o GB LvZ¸‡jv‡Z cÖwZ cvPuR‡bi `yRb PvKwi nviv‡bvi SuzwKi g‡a¨ _vK‡eb| Gi g‡a¨ ˆZwi †cvkvK I e¯¿ Ges 

                                                      
*      weGmGm (Abvm©) GgGmGm (A_©bxwZ), wewmGm (KvwiMwi wkÿv), Aa¨ÿ, Lyjbv gwnjv cwj‡UKwbK BÝwUwUDU| 
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dvwb©Pvi Lv‡ZB SzuwKi gy‡L co‡e 60fvM PvKwi| GB mg‡q 55 jvL PvKwi nviv‡bvi m¤¢ve¨ ûgwKi wecix‡Z cÖvq 1 †KvwU bZzb 

PvKwii m¤¢vebvI ˆZwi n‡e| DbœZ we‡k^ wkÿv, M‡elYv GLb ˆZwi n‡”Q GB AwZ AvaywbK cÖhyw³‡Z wb‡R‡`i mg„× Kivi j‡ÿ¨| 

PZz_© wkíwecø‡ei mzdj cvIqvi Rb¨ Z_¨cÖhyw³ wbf©i AvazwbK I hy‡Mvc‡hvMx wk¶vi weKí †bB| G j‡¶¨ miKvi †`k‡K ¯§vU© 

evsjv‡`k wn‡m‡e M‡o †Zvjvi cwiKíbv MÖnY K‡i‡Q| cÖYqb Kiv n‡q‡Q RvZxq wk¶vbxwZ 2010 †hLv‡b KvwiMwi I e„wËg~jK wk¶v 

m¤cÖmvi‡Y AwaKZi ¸iæZ¡ †`qv n‡q‡Q| 2041 mv‡ji g‡a¨ evsjv‡`k‡K GKwU DbœZ I mg„× †`‡k cwiYZ Ki‡Z cÖhyw³‡Z `¶ 

gvbem¤ú` M‡o †Zvjv AZ¨šÍ ¸iæZ¡c ~Y©| †mRb¨ KvwiMwi I e„wËg~jK wk¶vi cÖmvi AZ¨vek¨Kxq| 

 

PZz_© wkíwecø‡ei †cÖÿvc‡U evsjv‡`k 

Avgv‡`i eZ©gvb miKvi, gvbbxq cÖavbgš¿x Ges gvbbxq wk¶vgš¿x g‡nv`q GB KvwiMwi wk¶v‡K AwaK ¸iæZ¡ w`‡q Avm‡Qb| 6 

Rvbzqvix 2022 KvwiMwi wk¶vi ¸iæZ¡ Zz‡j a‡i gvbbxq wk¶vgš¿x Wv: `xcz gwb e‡j‡Qb eZ©gvb miKvi‡i j¶¨ 2030 mv‡j KvwiMwi 

wk¶v 30kZvs‡k DbœxZ Kiv Ges 2050 mv‡j KvwiMwi wk¶v 50 kZvs‡k DbœxZ Kiv| KvwiMwi wk¶vi cÖmv‡i KvR Ki‡Q wk¶v 

gš¿bvjq, KvwiMwi wk¶v Awa`ßi,KvwiMwi wk¶v †evW© I Ab¨vb¨ mvnvh¨ ms¯’v| 

2021 mv‡ji RbmsL¨vwgwZ Abzhvqx evsjv‡`‡k eZ©gv‡b 15 eQ‡ii wb‡P RbmsL¨v cÖvq 27.29 kZvsk| 15-64 eQi eq‡mi RbmsL¨v 

cÖvq 66.3 kZvsk, hvi †gvU msL¨v cÖvq 10,57,07,092 Rb| Zv‡`i AwaKvskB ZiæY Rb‡Mvôx Ges Kg©ÿg| GB Kg©ÿg ZiæY 

mgvR‡K KvwiMwi wk¶vq `¶ K‡i Kg ©ms¯’vb Kiv `iKvi| 2021 mv‡ji g‡a¨ †`k‡K ga¨g Av‡qi †`‡k DbœxZ Kivi j¶¨‡K mvg‡b 

†i‡L KvwiMwi wkÿvi mvgwMÖK Dbœq‡bi Rb¨ ÓRvZxq Dbœqb bxwZ 2011Ó cÖbqb Kiv n‡q‡Q| `vwi`ÖÖ we‡gvPb Kg©ms¯’v‡bi my‡hvM m…wó, 

AvZ¥Kg©ms¯’vb I †eKviZ¡ `~i K‡i mg…× evsjv‡`k Mo‡Z Ges D‡`¨v³v Dbœqb, Drcv`bkxjZv e„w×‡Z KvwiMwi I e„wËg~jK wk¶vi 

m¤cÖmviY Acwinvh©|we‡k¦i wewfbœ †`‡ki mv‡_ msMwZ †i‡L KvwiMwi I e„wËg~jK wk¶vi AwR©Z Ávb I `¶Zvi gvb wba©viY Ges 

RvZxq I AvšÍR©vwZK ¯^xK…wZi j‡¶¨ RvZxq KvwiMwi I e„wËg~jK †hvM¨Zv KvVv‡gv cÖbqY Kiv n‡q‡Q|  

KvwiMwi wk¶vi cÖmv‡i A‡bK cÖKí miKvi nv‡Z wb‡q‡Qb| 2021 mvj †_‡K gva¨wgK ch©v‡qi me wk¶v cÖwZôv‡b KvwiMwi welq 

AšÍf©zw³i wm×všÍ K‡ivbvi Kvi‡Y ev¯Íevqb m¤¢e bvn‡j I 2023 mvj †_‡K Zv ev¯Íevq‡bi wm×všÍ wbtm‡›`‡n hy‡Mvc‡hvMx| ax‡i ax‡i 

cÖv_wgK ¯Íi †_‡K KvwiMwi welq AšÍf©z³ Kiv n‡j AviI `ªæZ G wk¶vi cÖmvi NU‡e| KvwiMwi wk¶vi cÖmv‡i Awa`ßi KZ„„„©K wewfbœ 

cÖKí MÖnY Kiv n‡q‡Q, 100wU Ec‡Rjvq 1wU K‡i †UKwbK¨vj ¯‹zj I K‡jR(wUGmwm) ¯’vcb cÖKí(Rvbyqvix 2014 n‡Z wW‡m¤̂i 

2021)| AwaKmsL¨K wkÿv_x© fwZ©i my‡hvM m„wói j‡ÿ¨ we`¨gvb cwj‡UKwbKmg~‡ni AeKvVv‡gv Dbœqb (Rvbyqvwi 2017 n‡Z Ryb 

2021)| wm‡jU, ewikvj, gqgbwmsn,iscyi wefvMxq kn‡i 4 wU gwnjv cwj‡UKwbK Bbw÷wUDU ¯’vcb cÖKí (Rvbyqvix 2018 n‡Z 

Rvbyqvix 2024)| 23 wU †Rjvq cwj‡UKwbK Bbw÷wUDU ¯’vcb (RyjvB 2018 n‡Z Ryb 2024)| KvwiMwi wkÿv Awa`ßivaxb 64 wU 

†UKwbK¨vj ¯‹yyj I K‡jR Dbœqb (A‡±vei 2018 n‡Z wW‡m¤^i 2021)| PÆMÖvg, Lyjbv, ivRkvnx I iscyi wefv‡M 4 wU BwÄwbqvwis 

K‡jR ¯’vcb (‡deªæqvix 2019 n‡Z Ryb 2022)| Ec‡Rjv ch©v‡q 329 wU †UKwbK¨vj ¯‹yj I K‡jR ¯’vcb (Rvbyqvix 2020 n‡Z 

wW‡m¤^i 2024) 

 

KvwiMwi wkÿv‡ÿ‡Î fwel¨r cwiKíbv 

1.  KvwiMwi I e„wËg~jK wkÿv (TVET Act) AvBb cÖYqb 

2.  KvwiMwi wkÿv †ÿ‡Î cÖ‡Z¨K cÖwZôv‡b wMÖbcÖvKwUm (†ccvi‡jm wm‡÷g, we`y¨r mvkÖq, †mvjvic¨v‡bj, wimvB‡Kj, e„ÿ‡ivcY) 

PvjyKiY| 

3. †`‡ki mKj KvwiMwi wkÿv cÖwZôv‡b K¨vwiqvi MvB‡WÝ I KvDwÝwjs PvjyKiY| 

4.  S‡i cov wkÿv_©x‡`i ZvwjKv msiÿbmn †ckvwfwËK cÖwkÿb I mb`vq‡bi e¨e¯’vKiY 

5.  8wU wefvMxq m`‡i 8wU gwnjv †UKwbK¨vj ¯‹zj I K‡jR ¯’vcb (cÖ¯ÍvweZ) 

miKvwi cwj‡UKwbK BÝwUwUDU ¸‡jv‡Z i‡q†Q mg×…kvjx jvB‡e«ix, nv‡Z Kj‡g cÖvw±K¨vj wkLv‡bvi Rb¨ Av‡Q mywekvj IqvK©kc, 

†hLv‡b i‡q†Q AZ¨vaywbK BKzBc‡g›U, †gwkb, ¶y`« I e„nr hš¿cvwZ| miKvwi cwj†UKwbK BÝwUwUD‡U AZ¨vaywbK †gwkb, hš¿cvwZ, 

BKzBc‡g†›Ui †Kv‡bv Afve †bB| cwj†UKwbK BÝwUwUD‡U QvÎ/QvÎx‡`i cÖwZ †mwg÷v‡i 4,000 UvKv e„wË cÖ`vb Kiv nq| 8g 

†mwg÷v‡i Zviv wkíKviLvbvq ev¯Ze cÖwk¶Y †bq| †hLv‡b ÷y‡W›UcÖwZ 12,000/-UvKv cÖ`vb Kiv nq| G QvovI wewfbœ wkí 
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KviLvbvi mv‡_ cÖwZôvb mg~‡ni ¯^v¶wiZ MoU Gi wfwË†Z PvKzwii e¨e¯’vI i‡q†Q| cÖ‡Z¨K cÖwZôv‡b wµov cÖwZ‡hvwMZv, mvs¯‹…wZK 

Abyôvb mn wewfbœ †Ljva~jv, KvjPvivj †cv«MÖvg, wW†ewUs cÖf…wZ wbqwgZ AbywôZ nq| 

cÖhyw³i mnvqZvq bvixi ¶gZvqb 

‘She-Power’ ev ÔcÖhyw³i mnvqZvq bvixi ¶gZvqbÕ bv‡g cÖK‡íi Aax‡b cÖwk¶Y wb‡q ¯^vej¤^x nIqvi cvkvcvwk †`‡ki A_©‰bwZK 

cÖe„w×‡Z we‡kl Ae`vb ivL‡Z m¶g n‡eb bvixiv| Dc‡Rjv ch©v‡qi bvix D‡`¨v³v‡`i Uv‡M©U K‡i Z_¨ I †hvMv‡hvM cÖhyw³ gš¿Yvjq 

G cÖKí nv‡Z wb‡q‡Q| PZz_© wkíwecø‡ei djvdj‡K AbyK‚‡j wb‡q Avm‡Z Ges Gi bvbvwea myweav-Amyweav wb‡q †h Av‡jvPbv n‡”Q, 

Zvi cwi‡cÖw¶Z we‡ePbvq G K_v wbtm‡›`‡n ejv hvq, evsjv‡`k BwZg‡a¨B G wecøe‡K wb‡R‡`i K‡i wb‡Z me iKg cÖ¯‘wZ ïiæ 

K‡i‡Q| 

wek¦ e¨vs‡Ki 2021-22 mv‡ji wi‡cvU© Abyhvqx †`‡ki †eKvi‡Z¡i nvi 6.4 kZvsk| cÖwZ eQi Avgv‡`i wek¦we`¨vjq †_‡K cÖvq 40-45 

j¶ MÖvRz‡qU †ei n‡”Q, wKš‘ eZ©gv‡b PvKwii f¨v‡KwÝ Av‡Q gvÎ 10 j¶| ZvB †`Lv hv‡”Q †`‡k MÖvRz‡qU †eKvi‡Z¡i nvi cÖvq 47 

kZvsk|eZ©gv‡b cÖvq GK †KvwU evsjv‡`wk ˆe‡`wkK Kg©evRv‡i Kg©iZ Av‡Qb,hv †gvU RbmsL¨vi cÖvq 6.25 kZvsk, hviv cÖPzi 

cwigv‡b ˆe‡`wkK gy`Öv AR©b Ki‡Q| 2018 mv‡j cÖvq 18 wewjqb Wjvi †iwgU¨vÝ AwR©Z n‡q‡Q, hv wRwWwci cÖvq 11 kZvsk Gi 

†ewk| we‡`‡k Kg©iZ †jvK‡`i cÖvq A‡a©‡Ki †ewk A`¶| BwÛqv-kÖxj¼vi g‡Zv `¶ kÖwgK †cÖiY Kiv †M‡j †iwgU¨vÝ e„w× †cZ 

K‡qK¸Y †ewk| ZvB fwel¨‡Z hZ †jvK we‡`‡k Kg©evRv‡i cÖ‡ek Ki‡eb Zv‡`i KvwiMwi wk¶v `v‡bi gva¨‡g †cÖiY Kiv †M‡j 

†iwgU¨vÝ evovi cvkvcvwk †`‡ki Av_©mvgvwRK Dbœqb Zivwš^Z n‡e|  

 

m~Î 

ˆ`wbK cÖ_g Av‡jv  

B›Uvi‡bU  

ˆ`wbK hyMvšÍi 
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The Detrimental Effects of Excessive Practice of Democracy in an 

Unprepared Social System Hinder Overall Development: 

A Review of Bangladesh from 1971 to 2023 
 

 

Kazi Al Mamun* 

Abstract 

Democracy has been the most popular, functional, and conventional form of government since democracy 

began in Athens, Greece, in the 15th century BC. Although democracy is the most popular and effective 

system of governance, very few countries have reaped its benefits since its inception because there are several 

preconditions to getting the benefits of democracy. Even in an unprepared social system, excessive practice of 

democracy brings more evil to the people. In such a case, bad politicians drive out good politicians from 

politics. Bangladesh is one of those countries that have been practising democracy since its inception but 

have not been able to become a democratic state till now, and ultra-democratic practices are harming its 

overall economic development. These findings have profound implications for the future of democracy and 

economic growth in Bangladesh and other developing countries, underscoring the urgent need for immediate 

attention and action to prevent further harm. 

Keywords: Excessive democracy, unprepared social system, strong institutions, and overall economic 

development. 

 

Methodology 

This extensive and long-term research, spanning over five decades from 1971 to 2023, is based on a 

comprehensive and rigorous mix of primary and secondary sources. The primary sources include in-person 

interviews with key political figures and phone interviews with experts in the field. The secondary sources, such 

as books, journals, research papers, and online newspapers, offer a broader and more diverse perspective. The 

research also involved extensive literature reviews conducted through meticulous internet browsing to ensure a 

thorough understanding of the topic, thereby enhancing the credibility and thoroughness of the study. 

 

Objectives 

The central theme of my research is the urgent and timely topic of how democracy, despite being the most 

popular form of governance in the world, is overused in an unprepared social system and becomes an obstacle to 

the development of the entire country. This study uniquely focuses on Bangladesh, a nation that fought for 

independence, to understand why it could not build a healthy democratic social structure in fifty-two years. The 

research also aims to uncover why Bangladesh could not become an ideal democratic state even today despite 

continuing to practice democracy. Additionally, it explores how excessive democratic practices in the 

unprepared social system of Bangladesh are harming the country’s overall economy and how the bad politicians 

are driving out the good politicians from politics, thereby emphasizing the need for immediate attention and 

action.  

 

Introduction 

On December 16, 1971, Bangladesh became independent and embarked on the path of democracy. This journey 

was like a baby leaping from its mother’s womb. However, a baby cannot learn to whip itself after birth. He has 

to crawl and walk by holding others’ hands. Then, he can stand for one day, walk, and finally run. The country 

travelling on the path of new democracy should imitate those countries that have been able to come to an ideal 

place by practising democracy for centuries. Bangladesh should have followed the path of an advanced 
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democratic state system and moved on. However, the unfortunate fact is that Bangladesh still needs to do so and 

has gone its own way. So, even today, he is wandering in the alleys of democracy. 

To get the benefits of democracy in a country, some prerequisites must be fulfilled. Such as local governments, 

city governments, ministries, the parliament, and the overall large number of people who understand how 

democracy functions and have the skills to make a difference in that democracy. If these conditions are not met, 

the fragrance of democracy is not available. It is not true that there is a hundred percent democracy, even in 

those countries that have started democracy and are still maintaining it. Despite this, the governance system of 

the centuries-old Western world countries practising democracy is more favourable to the people of that country 

than any other governance system.  

 

Analytical discussion 

All the countries that continue to practice democracy in the present world do not have the same drone of 

democracy. According to most scholars who work on the state system, there are currently several types of 

democracy. However, in my opinion, there are two types of democracy in the world: Real democracy or direct 

democracy and guided democracy or mixed democracy. 

Direct democracy: Direct democracy is often considered the ideal form of democracy because it prioritizes the 

participatory will of the people of a country in determining how a country’s government is run. In this system, 

people get complete freedom in electing political representatives. As a result, an elected public representative is 

accountable to the people for his actions. Norway, Finland, Sweden, Iceland, Denmark, the USA, Canada, the 

UK, and Germany practice direct democracy. 

Guided democracy: Directed democracy, also called managed democracy, is a formally democratic government 

that functions as a de facto authoritarian government or, in some cases, a dictatorial government. In this system, 

free and fair elections legitimize hybrid regimes but do not change the state’s policies, objectives, and goals. 

Here, people’s opinions are not given priority when electing public representatives. Even if there are many 

political parties in the electoral system in such a system of government, the results are always predetermined. 

The guided democratic system operates in many countries, such as Bangladesh, India, and Pakistan. 

 

Preconditions of Democracy 

Some primary conditions must be met for democracy to be effectively established in a state or social system. 

Democracy in society must have essential elements, from free and participatory fair elections to fundamental 

elements such as human rights, equality, and accountability, that must be present for a stable democracy. 

Democracy can never be established in a society without all these conditions. From my knowledge and research, 

I have found thirteen essential preconditions that help establish democracy effectively. 

Proper education: The first and foremost condition for establishing democracy in a society or state is that the 

majority of the people in that society are educated and aware. They can make their own decisions regarding their 

good and bad choices and clearly understand the state’s 

system of government and competing representatives. Democracy can never be established in society by 

ignorant and uneducated people. 

Participation of citizens: According to the definition of democracy, it allows the people to enjoy complete 

freedom in electing their representatives, voting freely, expressing their views through independent voices, and, 

above all, protesting peacefully. Each of these will be the responsibility of the elected representatives. 

Equality: Treating all people equally is essential for democracy to be successfully established in society. This 

means that no caste in a state is discriminated against because of their religion, gender, or sexual orientation. It 

also suggests that the people of that society have equal access to the free enjoyment of their rights. Equality is 

the most essential element in democracy. 

Accountability: The people delegate power to their elected representatives through elections and are held 

accountable to ensure that the representatives use that power for their own good. Elected representatives are 

responsible for their people acting according to their wishes. They cannot abuse their power to enrich 
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themselves and their friends. In short, representatives can only do things as they wish. They have to be 

accountable for every action. 

Transparency: Transparency means that government activities, such as free and fair elections and their results, 

should be clear to the public. With few exceptions, government information must be available to the public upon 

request because people need to know that their elected representatives are making good or bad decisions for 

them and that they are not looting the accumulated wealth of the country’s people. In this regard, the public, 

journalists, and organizations working on transparency can ask their representatives questions. 

Political tolerance: Although the government is run by representatives elected according to the opinions and 

preferences of the majority, it does not mean that this system of governance has provisions to forget the 

minority. In a true democracy, all citizens have equal rights even though they cannot establish their will through 

voting. However, they can share those views with other citizens and the government. Democracy flourishes 

when every citizen can express their wishes and opinions equally. 

Multi-party system: Citizens must have the opportunity to choose at least one party on election day. This 

means there will be a strong opposition party that can freely participate in election campaigns and is a choice for 

the people. When the opposition parties win, there should be a smooth transfer of power, and the way should be 

open for them to form the government. 

Control over the abuse of power: Democracy can only survive if politicians conduct themselves according to 

the rules and work to improve the lives of all, with the will and support of citizens at all times, from polling day 

onwards. Otherwise, if the government decides it is above the law, it can act as it pleases, and then people’s 

money is deposited into the accounts of corrupt leaders and their cronies. In a functioning democracy, there must 

be a mechanism to rein in such capriciousness of the representatives. 

Freedom of economy: In a democracy, a person should have the power to decide what he wants to do with his 

life or what he likes to do. As long as a person obeys the rules of the state, it is not The government’s job to 

dictate what he should study, what job he should take, or how he should grow up. Economic freedom is essential 

for developing strong ethnic groups and solid national economies. 

Human rights: Freedom of expression, free association, unrestricted protest, and assembly are human rights. 

These human rights are the cornerstones of democracy, which guide the state in the right direction of democracy. 

People should have these rights no matter what country they live in. 

Free and fair elections: Change through free, honest, impartial, and participatory elections should be 

considered a natural and healthy feature of democracy. It is born in a democracy in which public opinion 

constantly changes so that elections produce different results at different times. In that case, it is essential that 

these elections are free and fair and that the public should be well-informed about the elections to discuss and 

debate them. This means that on election day, all classes of people have equal access to votes, everyone’s vote is 

worth the same, and all votes count the same. Elections should be regular. This should not be a time when it will 

only suit the government. 

Free judiciary system: The state’s judicial system should be completely independent and administer justice to 

all sections of the state’s population according to the same standards as the country’s constitution. The judiciary 

must ensure that judges are not influenced by the government, relatives, friends, or public representatives to 

accept their verdicts. Judges should be honest and independent. If the judges are controlled by the government 

or influenced by someone, then the people cannot get the correct judgment, which significantly threatens 

democracy. 

Income inequality: The elected representatives should keep a watchful eye so that the country’s wealth does not 

go into the hands of a small number of people. In a democracy, all classes of citizens are given equal respect, 

and they all have to ensure that some people do not enjoy the collective state resources. That is, the maximum 

welfare of the people lies in the fair distribution of the country’s income and wealth, which is the motto of 

democracy. 
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Democracy in Bangladesh 

Based on my knowledge and research, Bangladesh’s democracy does not fall under any of the two types of 

democracy I have mentioned. At the same time, all the prerequisites essential for pure democracy are also absent 

in Bangladesh. So, what kind of democracy exists in Bangladesh? So-called democracy is seen in Bangladesh. 

So-called democracy is a combination of pure democracy and guided democracy. Here, on the one hand, the 

people are given some opportunity to elect their representatives; on the other hand, the people are governed 

mainly through control. After independence, Bangladesh’s governance system can be divided into three periods: 

1971 to 1991, 1991 to 2005, and 2005 to 2023. 

1971 to 1991: This period can be considered the rule of Bangabandhu Sheikh Mujibur Rahman, Shaheed Ziaur 

Rahman, and late President Hossain Mohammad Ershad. Although others were in state power for some time, 

their tenure was short-lived and not discussed. Although apart from Bangabandhu Sheikh Mujibur Rahman, two 

other people became the head of the country through military rule, in my research, the structure of these three 

regimes was almost the same. In this period, although there were many political parties, there was an election 

system, and the people had the right to vote, but it cannot be said that the representatives were elected through 

the people’s votes. Because the government party never wanted their representatives to be defeated in the 

election. They wanted their candidate to win by any means possible. As a result, even though many parties 

participated in the elections, there needed to be proper competition. Local-level polls, such as union chairman 

and member elections, were fair now. However, the people had little power to form the government system at 

the national level. 

1991 to 2005: In 1990, after the fall of the late President Hossain Mohammad Ershad, a change was seen among 

the people to establish a new style of democracy in the country. As a result, for the first time in the country, the 

election was held under a non-partisan, neutral caretaker government. In this election, the people elect their 

representatives through direct suffrage. Although the journey of democracy started with the initial aspirations, 

slowly, the ruling party began to bury the aspirations. Although some of the national-level elections of this 

period gave rise to many controversies, overall, the democracy of this period was somewhat more potent than 

the elections and government systems of all other periods. Upazila and union-level elections were fair at this 

time. 

2005 to 2023: Since the end of 2005, Bangladesh’s political arena has been uncertain due to the widespread 

movement of the Awami League and other parties. As a result, from 2006 to 2008, the nation witnessed a new 

form of government—a caretaker government backed by the military. This government came to power and 

started many good works, but it did not last long. Bangladesh Awami League came to power again in the 2008 

elections. However, I am afraid I have to disagree with many on whether the public’s opinion was prioritized in 

this election. Since the 2008 elections, the country’s electoral system has gradually moved towards complete 

political partisanship. Before this time in Bangladesh, there was no provision for using party symbols in upazila, 

union-level elections. However, after this period, the government party won exclusively due to the use of party 

symbols in these local elections. A new regime begins. What pundits termed a hybrid system of government, and 

the country has been under this hybrid regime since 2008. Although elections were held in 2014, 2018, and 

2024, these elections are not free, fair, and participatory according to the definition of democracy. 

 

Excessive practice of democracy in Bangladesh 

After the independence of Bangladesh, the wave of democracy renaissance in the country through the elections 

of 1991, the people from all over the country danced knowingly or not. Politics is now at home in the country to 

the rhythm of that dance. Bangladesh is a lower-middle-income country. Eighty-five percent of the people of 

this country live in villages. Moreover, eighty-five percent of these people need to be educated democratically. 

They still understand democracy only to be able to vote. They are still determining whether they can vote for 

their preferred candidate, but if they can, the result is selected based on it. A society where most people 

understand being educated as signing their name cannot be an ideal place for democratic practice. It has been 

responsible since the beginning of government. No government in the country’s history has taken steps to make 

this significant population fit for a democratic society in their interest. Every government has used the general 

people only as a ladder to ascend to power. Hereditarily, a handful of people hold the entire polity. The people 
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are never made part of the system of government. As a result, most of the people of Bangladesh are still 

unprepared for a democratic society. Because of this unpreparedness, real democracy has not developed in this 

society, and “monopoly democracy” has emerged. 

As a result of this monopoly democracy, government party organizations have been formed in every sector of 

the country. Although it started after the independence of Bangladesh, its horror began in 1991 and has taken a 

monstrous since 2008. As a result, the country’s governance, executive, and judicial departments have lost their 

independence and are only following government orders. With the formation of professional organizations, the 

environment of education, judiciary, workers’ rights, and even the atmosphere of hospitals have been destroyed. 

The immediate future of the country is being systematically destroyed through student politics. On the one hand, 

income inequality has increased without limit in the country, and corruption, money laundering, loan defaulters, 

and political cases have risen. On the other hand, people’s life security, income security, and social respect safety 

have decreased.  

 

Excessive democracy formula 

ED = f (C, LD, ML, II, PC, U) = SEF1. ED = Excess democracy, C = corruption, LD = loan defaulters, ML = 

money laundering, II = income inequality, PC = political cases, U = unemployment, and SEF1 = socio-economic 

factor1. Excessive democracy has a positive relationship with these functions. As ED increases, so does every 

function. Socio-economic graph-1 

 

Socio-economic graph 1 shows that socio-economic factor 1 is increasing more significantly than the rate at 

which excessive democracy is increasing. 

ED = f (LS, IS, SRS) = SEF2. ED = Excessive democracy, LS = life security, IS = income security, SRS = social 

respect safety, and SEF2 = Socio-economic factor 2. Excessive democracy has a negative relationship with these 

functions. Every function decreases when ED increases. 
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Socio-economic graph-2 

 

Socio-economic graph 2 shows that socio-economic factor 2 is decreasing at a rate more significant than the rate 

at which excessive democracy is increasing. 

 

Excessive democracy formula 1: ED= f (C, LD, ML, II, PC, U) = SEF1 

Corruption: Corruption = (excessive partisanship) - (accountability + transparency + integrity). This indicates 

that corruption emerges when extreme partisanship and lack of ATI (resulting in poor governance) are involved. 

Various theories and models from a sociological perspective can analyze corruption. Multiple factors are 

responsible for the prevailing corruption in Bangladesh. The fixed effect model shows that a 1 percent increase 

in corruption decreases GDP by 0.07 units and negatively affects economic growth. 

When an unprepared society is heavily democratized, everything becomes unlimited government partisanship. 

Moreover, when there is partisanship in all areas of society, corruption begins, which started after Bangladesh’s 

independence and has now become a death sentence. 

Corruption, like cancer, is a persistent problem in Bangladesh. We all know it is horror but cannot remedy it. 

According to all major ranking institutions, Bangladesh regularly finds itself among the most corrupt countries 

in the world. As of 2022, corruption in the public sector was “endemic, chronic, and pervasive.” In Transparency 

International’s 2022 Corruption Perceptions Index, Bangladesh ranks 147 out of 180 countries. Where the 

country is considered to be the most corrupt public sector. Transparency International Bangladesh Executive 

Director Iftekharuzzaman, presenting the 2020 Corruption Perceptions Index, commented, “Among eight South 

Asian countries, Bangladesh is the second lowest in both score and rank – only better than Afghanistan. 

According to a survey of the 2012 elections, 97% of members of parliament are directly involved in corruption, 

77% have abused their position, 75% have misused development projects for their benefit, local administrative 

activities of project implementation, 53% being practical, 69% determining procurement and 62 % Dominant 

local elections. 45% of Bangladeshis see all parties as corrupt. The police and judiciary are noticed as more 

immoral. The TIB survey found that 70.9 percent of households are affected by corruption, with 40.1 percent 

accepting bribes to provide services. In urban areas, more bribes are exchanged than in villages. Heads of 

families with disabilities and physical disabilities are more victims of corruption and bribery. 
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Corruption Perceptions Index (CPI) scores of Bangladesh 2001-2021 

 
 

Loan defaulters: Due to the ongoing hybrid regime in Bangladesh, the monopoly democracy that has been born 

in the country, as a result of which the country’s business groups have mixed with the ruling party politics, has 

brought the country’s banking system to the verge of destruction. For this, it is mainly responsible for 

introducing the practice of politics in the business community. As a result, the government benefits from these 

businessmen. In return, these business groups voluntarily defaulted on loans from banks with the government’s 

help.  

Due to these loan defaults, our economy is not progressing as it should. The country suffers a loss, and its 

development is becoming poor. According to a report, from April 2022 to March 2023, defaulted loans increased 

by Tk. 181.80 billion. According to Bangladesh Bank, defaulted loans had grown to Tk 1.31 trillion at the end of 

March.  

 

Loan Default Trends in Bangladesh 

 
Source: Bangladesh Bank 
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A study found that over three years, a 1.0 percentage point increase in the NPL ratio leads to the cumulative 

effect of about a 0.1 percentage point contraction in GDP (gross domestic product) growth, about a 1.5 

percentage point drop in credit growth, and a 0.1 percentage point pickup in unemployment. NPLs constrict 

investment and lending opportunities, which harm the country’s financial sector. Also, outstanding loans 

adversely affect the ability of banks to meet all expenses, such as interest payments to depositors, salary 

payments to employees, government taxes, etc., especially banks with large NPLs. 

The following figure best illustrates the overall economic damage that nonperforming loans can cause a country. 

 

Economic and financial effects of nonperforming loans 

 
 

The figure above illustrates the disastrous economic and financial impact of NPLs. 

Money laundering: Money laundering occurs when a dishonest person moves his ill-gotten money from one 

country to another for safekeeping. It is widely believed that money laundering is politically motivated in 

Bangladesh and facilitated by politicians, such as politicized banking administrators, businesspeople, regulators, 

and bureaucrats. Hence, a solid political will should be needed to recover laundered money. 

A dishonest person launders money for various reasons. Because the transfer of money from crime to criminals 

can become criminal, criminals must obscure or conceal the source of their wealth to avoid prosecution. In 

addition, the proceeds of crime often become the target of investigations, and to protect the proceeds from illegal 

means and prevent them from being seized, criminals must hide their existence or make them visible.  

The money laundering process from one country to another is completed through three phases: placement, 

layering, and integration. 

Money Laundering stages: Placement is the physical disposal of the initial proceeds from illegal activity. It 

means the movement of cash from its source. 

Layering can often be the most complex stage of the laundering process. In layering, illicit money is blended 

with legitimate money or constantly transferred from one account to another. It often involves generating 

different transactions so that the cash disappears and becomes laundered. 

Integration: In this stage, the money laundering process concludes with the seamless blending of the criminal 

proceeds with the legitimate earnings, making it difficult for authorities to segregate the illegal funds and move 

them back to their origin. 
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Three stages of money laundering 

 
Source: Sanction scanner 

 

The absence of good governance, genuine democratic governance, partisanship in law enforcement, and lack of 

politics will lead to vast amounts of money being laundered out of the country annually. According to Global 

Finance Integration, an average of USD 7.53 billion is laundered from Bangladesh every year through 

international trade, equivalent to Tk 640 billion. 

Several reports published by Global Financial Integrity (GFI) recently identified Bangladesh as one of the 

countries most affected by trade-based money laundering (TBML). According to GFI President Raymond Baker, 

“Illicit financial flows are the most damaging economic problem facing the world’s developing and emerging 

economies.” This means we are among the countries most plagued by the most significant problem (of all 

issues) that developing countries have to deal with, and the first culprit for this is our country’s hybrid regime. 

For this hybrid regime or monopoly democracy, the corrupt business people of our country are smuggling their 

illegally acquired wealth under the shelter of government party politics. Apart from this, because the party 

government has been in power for a long time, the politicians and professionals of different classes of the 

country have built a mountain of wealth through illegal means. Moreover, to secure this mountain-like wealth, 

money laundering has been saved. 

According to the GFI, between 2005 and 2014, USD 61.6 billion was smuggled out of Bangladesh, equivalent to 

25 percent of its GDP in the 2016-17 fiscal year. Between 2008 and 2017, Bangladesh lost an average of US$ 

7.53 billion per year through mis-invoicing, 17.95 percent of Bangladesh’s international trade with all its trading 

partners. Recently, the GFI revealed that US$5.9 billion was laundered from Bangladesh through trade mis-

invoicing in 2015. Also, Transparency International Bangladesh (TIB) announced this year that approximately 

US$ 3.1 billion or Tk 26,400 crore is being illegally smuggled out of Bangladesh every year. Now, Bangladesh 

is among the top 30 countries for illicit financial flows. Besides this, although there was no exact amount of 

money laundering in Swiss banks until 2004, the amount of laundered money in Bangladesh has gradually 

increased since 2004. In 2004, this amount was only Rs 3.65 billion, but in 2019, it reportedly grew to Rs 53.67 

billion. 

After all, our foreign reserves are decreasing daily due to the money being smuggled out of the country every 

year. Due to this, various economic problems have arisen. As the government is forced to cut development 
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spending, exports decline due to the lack of imports of essential raw materials, foreign investors lose interest, 

and unemployment rates rise. In a word, the country’s overall economy is under threat.  

Income inequality: According to data from the Bangladesh Bureau of Statistics (BBS), income inequality in 

Bangladesh has deepened in the last six years. The Gini index measures the extent to which the distribution of 

income or consumption among individuals or households within an economy deviates from a perfectly equal 

distribution. A Gini index of 0 represents perfect equality, while a Gini index 1 represents perfect inequality.  

The Gini coefficient in Bangladesh is forecast to be 0.32 in 2024. The number of people living on less than 

$2.15 per day in Bangladesh is predicted to increase to 16.37 million in 2024, the number of people in 

Bangladesh earning less than $3.65 daily is expected to reach 72.52m in 2024, and the number of people in 

Bangladesh making less than $6.85 per day is forecasted to amount to 144.50 million in 2024. The share of 

Bangladesh’s population earning less than $2.15 per day is forecast to amount to 9.37% in 2024, the share of the 

population in Bangladesh who makes less than $3.65 per day is predicted to amount to 41.51% in 2024, and the 

share of Bangladesh’s population earning less than $6.85 per day is estimated to be 82.73% in 2024. 

 

 
Sources: Statista Market Insights, World Bank 

According to the survey, the per capita income of the people of Bangladesh is 2763 dollars. However, it is only a 

number calculated on the book’s pages. In reality, this number has nothing to do with it. It can be said to 

convince a person with a hairless head that you have hair on your head. The calculation is like this: one has an 

annual income of $5000, and another has an income of $526. Now, after adding the income of these two people 

and dividing by two, I told each of them my annual income is $2763. This cannot be a realistic calculation. 

Income inequality in Bangladesh is increasing at an alarming rate, which the ruling class does not want to see. A 

small section enjoys most of the country’s wealth, depriving the larger sections. The income shares of the top 10 

percent increased from 21 percent in 1984 to 27 percent in 2010, and the income share of the bottom 10 percent 

declined from 4.13 percent to 3.99 percent. 

Income disparity among people in Bangladesh is increasing without limit. Significantly, since 1991, when 

nominal democracy started in the country, this income inequality has risen. This is because when the party that 

formed the government, from the leader of that party to the familiar workers, the wealth and many qualities 

increased. Since a party has been in power for the past 15 years, its followers, political leaders, workers, 

business people, and employees create wealth. However, 90% of the country’s population remains below the 
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poverty line due to resource extraction. This illegal income is behind the general progress in rural areas these 

days. Some have built semi-furnished houses at home on their own initiative. However, in the absence of real 

democracy, even today, the rich are getting richer, and the poor are getting poorer. The figure below shows that 

rural income inequality has increased over time but declined. Urban income inequality rose from 2005 to 2010. 

 

Gini Coefficient of per capita income 

 

 
Source: MD. Niaz Murshed Chowdhury and MD. Mobarak Hossain ‘paper 

 

Political case: Since independence, Bangladesh has used all the powers of the state to eliminate opposition 

parties. The machinery of government that plays the most crucial role in this work is the police and the judiciary. 

Using these two divisions, the ruling government has always suppressed the opposition. Since 1991, the 

repression of opposition parties has increased at a high rate. It has become an epidemic since 2008. Since 2008, 

political practices have grown in the shadow of the ruling government to such an extent that even a family has 

been divided. 

 Moreover, as this division has increased, the political case has risen significantly. To split the country into two 

parts, the government party and the opposition party, political leaders and activists, the police, and the judiciary 

have been using the opposition parties’ leaders and activists since 2008 in approximately 240,000 cases, and 50 

target people have been accused. According to Rahman (Sheikh Azizur Rahman, September 26, 2023, VOA), 

from 2009 to January 2024, more than 140,000 cases were filed against more than 4 million leaders and activists 

of the Bangladesh Nationalist Party and its member organizations alone. It is clear from this information how 

desperate the government and all its allied forces are to wipe out the opposition parties. Now, if we look at a 

projected flow of political cases from 2008 to 2023, it will look like the figure below. 
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Trends of Political Cases in Bangladesh from 2008-2023 

 

Now, the issue is the economy of these 50 lakh convicts. Fifty lakh convicts, i.e., 50 lakh families, are victims. 

They have been financially bankrupt for the past 15 years. The financial and social backbone of lakhs of families 

has been broken. Because most of the people who have been targeted, convicted, or jailed are the family’s 

primary breadwinners. Thousands of families are divorced, and children are growing up as orphans. All these 

families are living neglected lives of elderly parents. The family is socially isolated from others due to various 

problems.  

If the per capita income of the people of Bangladesh is 2763 dollars, then the 15-year income of 50 lakh people 

would be 207 billion dollars. That is, it is for 15 years. However, what will be the future income of these 

families? If these people could earn money, their families’ children would get an education and contribute to 

building a better life, improving our national life. 

Unemployment: Our society has eight types of unemployment: cyclical, frictional, structural, natural, long-

term, seasonal, classical, and underemployment. However, I would like to discuss the unemployment that I 

found outside of these eight types within my research. I saw a new kind of unemployment in Bangladesh—

political unemployment.  

Ironically, when unemployment is discussed in Bangladesh, political unemployment is not a concern. However, 

they are a big part of the total unemployed in Bangladesh. We have seen that since 2008 in Bangladesh, the 

estimated number of political cases is two lakhs, and the number of affected people is 50 lakhs. These 50-lakh 

people, i.e., these 50-lakh families, have not got government jobs in the last 15 years. These families have few 

jobs since government leaders and workers control most private institutions. So, we can assume that at least 50 

lakh politically unemployed people are in our country. However, this number will be more than 50 lakhs. As a 

result, this political unemployment is added to the national unemployment, and the total unemployment in the 

country is increasing, which is very harmful to the country’s overall economy. 

According to Gallup, Investopedia, and Reference, unemployment affects individuals, employers, families, and 

society. It can hurt disposable income, economic output, employee morale, business costs, political stability, and 

crime rates. 
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The Potential Impact of Unemployment 

 

The main reason for creating this political unemployment is the practice of democracy in the country’s immature 

social system. If our society were ideal for democratic practices, then the country would not have built a family-

centred state system. Beneficial politicians, bureaucrats, students, teachers, and professional organizations of 

different classes were not formed. The government was not divided into two parts. Millions of political cases 

would have needed to be created. Millions of politically unemployed people would have needed to be made. 

 

Excessive democracy formula 2: ED= f (LS, IS, SRS) = SEF2 

Life security in Bangladesh: Bangladesh has a proverb that says everything has a price; only people do not 

have a price. Of course, this is not for the rich. It applies to the poor people of the country. In other words, 85 

percent of the country’s poor people who have no influential relatives, who are not government party leaders and 

workers, are worthless animals in this country. In my research, the two main factors that make life worthless for 

the ordinary people of Bangladesh are the transport sector and the health sector. 

Transport sector: The fact that 85 percent of Bangladesh’s lives have no value is evident in the country’s 

transport sector. The first culprit for this condition of this transport sector is the intolerable application of the 

country’s democratic system in this sector. Under the shadow of government party democracy, a group of party 

leaders and workers are making thousands of crores of taka on the roads of the country by exercising undivided 

power on the country’s roads without paying attention to the road and traffic laws and driving transport with 

unfit drivers at will. Moreover, on the other hand, the invaluable people of the country are dying prematurely. 

According to recent data from the Bangladesh Passenger Welfare Association, about 25,000 lives are lost in road 

accidents in Bangladesh every year. An average of 64 people die in road accidents across the country every day, 

resulting in around 25,000 deaths annually. Significantly, 51% of these victims are earners, highlighting the 

economic impact of these incidents, with the World Health Organization estimating that these accidents account 

for a significant 5.3% loss of Bangladesh’s GDP. Another study shows that the labour force loss due to road 

accidents across the country is Tk 23,460 crore per year. If this financial and property damage is considered, the 

figure would be more than 1.5 percent of the country’s gross domestic product (GDP). 

Bangladesh Jatri Kalyan Samiti also noted a stark contrast between Bangladesh’s road accident statistics and 

global averages. While the worldwide average for a country to die in road accidents is approximately 8,000 

people per year, the number in Bangladesh is 25,000. However, Bangladesh’s health department reports an 

average of 64 deaths per day in road accidents, resulting in around 24,000 deaths per year. 
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Tragically, road accidents not only kill but also injure millions of people, leaving around 80,000 permanently 

disabled every year. Of these, more than 12,000 are children under the age of 17. The World Health 

Organization’s global report estimates that 1.3 million people die in road accidents worldwide each year, 

including 24,954 in Bangladesh. The majority of these victims, about 67%, are between the ages of 15 and 64, 

with 15 to 49-year-olds facing the highest risk of death. It is also noteworthy that 99.99 percent of the victims of 

these road accidents are ordinary working people in the country. They are not members of the affluent class of 

the country. 

Health sector: Bangladesh has unknowingly created such an oligarchic class system through its so-called 

democratic governance that service within the country is only due to them. 90% of the country’s general 

population is not considered human but some other animal. The number of people who die without treatment 

due to disease in this country is not anywhere else in the world. Surprisingly, we do not have any accurate 

statistics. The country’s lack of medical services for ordinary people is seen during Corona and Dengue. No 

ordinary person can be admitted to the hospital. According to a study by the Centers for Disease Control and 

Prevention, about 67 percent of the total deaths in the country are due to non-communicable diseases. For 

example, 13% die from cancer, 7% from lower respiratory infections, 7% from chronic obstructive pulmonary 

disease, and 6% from ischemic heart disease. 5% due to stroke, 4% due to premature birth complications, 3% 

due to tuberculosis, 3% due to neonatal encephalopathy, 3% due to diabetes. 3% due to cirrhosis. 

The cruel truth is that there is no treatment for all these diseases in the country for the ordinary people of 

Bangladesh. The wealthy class gets the most advanced services at home and abroad for physical problems. 

Moreover, where are the influential government party members of the country? They fly Singapore-London only 

when they have a slight nose, ear, fever, and cold cough. Moreover, if a poor, helpless person in the country 

loses two kidneys, he cannot undergo dialysis to survive. He lies on the bed and counts his death time. We are 

responsible for creating this society without medicine in the country because we are ignorant of our rights. 

Moreover, behind this is our wrong practice of democracy. 

Besides these, there are the political and administrative sectors. In this unprepared social situation of the 

country, through democratic practice, the governance power has been taken to such a level that all the rest of the 

country’s people except the leaders and workers of the government party and the administration employees are 

cattle and goats. These two classes of people can do and say whatever they want whenever they want. If they 

want, they can heat, kill, and seize other’s property. There is no one in the country to tell them anything about 

this. 

Income security: In my detailed research, I found a class in Bangladesh that has been experiencing income 

insecurity since 2008. They are not the country’s elderly, orphans, poor, temporarily unemployed, or poor day 

labourers. All of them are people who hold different opinions outside the government party system. The 

dissidents, who have had an estimated 5 lakh cases in their name in the last 15 years, have all lost their earning 

power. The estimated number of these people is more than 50 lakhs. They have lost their jobs, their idle trade 

has been taken away, and even their farming enclosures have been infringed upon. One where all their ways of 

earning have been closed. They have been given such an income insecurity situation that the people of any 

country do not experience even in times of crisis. 

Moreover, this has only been possible due to erroneously over-democratic practices in an unprepared social 

infrastructure. In this uneducated society, democratic practice has been reduced by the country’s ruling class to 

such a level that people of the ruling party and the opposition party have been created from house to house. 

Moreover, it is on this occasion that the ruling party workers have invented all the nefarious tricks to deprive the 

dissidents of support. Suppose any employee, self-employed businessman, or agricultural person criticizes the 

government sitting in their house the following day; he will either lose his job, business, or agricultural land. 

Social respect safety: The social respect safety sector has suffered the most damage due to improper democratic 

practices in Bangladesh’s unprepared social infrastructure. In this article, I am not discussing the social security 

of Western countries or Bangladesh’s safety net program. Bengal’s social system has been different from the rest 

of the world since ancient times. Here, the social system is based on clan, family, or individual status. In other 

words, the society was governed by the elders’ respect and the younger ones’ affection. Here, the educated class 
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of the society, the tribe, or the family’s elders were highly respected. The endless wrongdoing has broken the 

thousands of years of tradition of this social status of the masses. Moreover, it started in the 1991 election. From 

this time, the country’s president to the tea shopkeeper became Aristotle and Plato about democracy. 

Those whose work was selling tea, driving a van, working in the fields, or studying correctly in school and 

college became politicians overnight. They are leaders. They are workers. The fate of the Bengali nation has 

burned. The Bengali social order of respect and love was lost forever. Peace, tolerance, compassion, dignity, and 

respect began to decline from this time and are now down to zero. As a result, there are millions of cases in the 

country today. Lakh families are accused. On the way, there are fights with each other like dogs. The father does 

not know the son, and the son does not see the father because of petty party interests. However, in childhood, I 

saw processions of Bangladesh Awami League, BNP, and left and right parties passing through the same road. 

There were no harsh words. No one would abuse anyone. What I discovered as the reason for this is that those 

who did politics at that time, i.e., the leaders and workers of each party, used to maintain a class. They had some 

knowledge of democracy, social status, tolerance, respect, and devotion. That means they were educated, polite, 

and elegant. However, bad politicians have been driving out good politicians from our political parties. 

However, from the day democracy spread its branches among all the educated and uneducated classes of the 

country, democracy not only died but also killed the human race. I am not talking about non-participation in the 

governance of the country’s uneducated tea sellers or day labourers. I want to say that our social infrastructure 

does not provide for the actual practice of democracy for the uneducated labourers. If the social infrastructure of 

the country is suitable for democratic practice, then anyone can discuss the governance of the country. Then, the 

fragrant fragrance of real democracy spreads in society. 

 

Bad politicians drive out good politicians from politics 

The excessive practice of democracy in Bangladesh does not stop only by causing social and financial damage 

to the country; this excessive and intolerable practice is especially harmful to the country’s honest politicians. 

 

Socio-economic paradox 

Since independence, dictatorship, hybrid democracy, lack of good governance, and lack of real democracy, as well as 

excessive democracy practice in unprepared democratic infrastructure, money laundering, loan default, 

unemployment, and income inequality, political cases have continuously increased in the country. Life security, 

income security, and social security have decreased. However, there has been an overall socio-economic 

improvement in the country. This improvement has been made more by private ownership than by the government. 

The country’s public housing, communication, and electricity systems have improved during this period. 

As a result of the massive improvement in the export sector, the health sector, the education sector, and the foreign 

remittances sector, there has been a revolutionary change in the thought of the country’s people. Now, the farmer’s 

son has learned to read and write instead of doing work like his parent. As a result, his family is thriving. People are 

now treated with the disease. Childbirth does not depend on village women. As a result, child mortality has decreased. 

Bangladesh’s infant mortality rate in 2024 is 20.755 deaths per 1000 live births. People can choose nutrients. In short, 

they know which foods are harmful and which are suitable for them. As a result, people’s life expectancy has 

increased, and the mortality rate has decreased. The average life expectancy in Bangladesh is 71.97 years. The GDP 

of the country has increased as a result of the new cultivation of the farmers. 

 

The argument in favor of the discussion 

Through the detailed research discussion above, I have graphically, analytically, and hypothetically shown how 

the excessive practice of democracy in the unprepared social infrastructure of Bangladesh is harming the 

country as a whole and how bad politicians drive out good politicians from politics. I have also proved that this 

practice of excessive democracy is increasing the amount of corruption, loan default, money laundering, 

political cases, and unemployment in the country and reducing people’s life security, income security, and social 

respect safety. Overall, I have shown that this ultra-democratic practice is ultimately damaging every socio-

economic factor, and it is crippling the morals of the people of Bangladesh. 
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Findings 

From my research knowledge and statistics, I have found the following main points while discussing the socio-

economic losses of the country’s people due to the excessive practice of democracy in the unprepared social 

system in Bangladesh. 

Corruption: Over-democratic practices and unprepared social infrastructure have turned the country into a 

paradise state of rampant corruption. Where interest, bribery, money laundering, human trafficking, murder, 

rape, disappearance, extrajudicial killings, political abuse of law, judiciary, governance, and the executive 

department, political cases, and smuggling, there are no wrongdoings that are not done. 

Hybrid regime: Ever since the independence of Bangladesh in 1971 till today, there has never been a real 

democracy in the country. When he came to power, he ruled the country like him. However, there was some 

democracy in the country for some time after the 1991 election. However, after the 2014 elections, the 

government has become a one-party rule within the shell of a democracy, which can be called a combination of 

democracy, feudalism, socialism, and monarchy. 

The democratic trap: Like the poverty trap, Bangladesh is stuck in the vicious cycle of democracy. Here, all 

the rulers talk about the development of democracy during their rule, but in reality, democracy is rotating in a 

vicious circle. No possibility of exit from now is observed, even shortly. 

Geological buffer state: One-party rule at all levels of the country, non-democratic elections, endangering 

opposition movements, and people’s distrust of governance, law, and justice system have made Bangladesh the 

centre of influence of international superpowers. As a result, Bangladesh faces the invisible pressure of foreign 

policy from the superpowers centred on two camps, turning the country into an invisible buffer state. While 

Bangladesh is not either of the two superpowers, it is bearing the pressure of its foreign policy. 

A state without a free and fair election: A free and fair election system has never worked in the country. 

However, some records of free and fair elections at the local level at different times in different areas of the 

country cannot be considered a whole. Central polls of the country are never free and fair without elections 

under the caretaker government. As a result, since the 2014 elections, what is meant by a free, fair, and impartial 

system has been destroyed. 

Reduction of social respect: There was a time when there was peace and harmony among the clans of 

Bangladesh, affection and love for the younger, and respect and dignity for the elders. There was etiquette 

among political leaders and activists. Respect, devotion, love, affection, compassion, peace, harmony, value, 

dignity, manners, and politeness have left the country. The main reason behind this is the excessive practice of 

democracy in the country’s unprepared society. 

A social system without social security: The state is responsible for protecting some basic things for human 

survival. Even today, the state cannot ensure the security of basic things like food, clothing, shelter, education, 

medical care, income, and life security for 90 percent of the people of Bangladesh. 

Funeral of good politicians: There was a time when, even though there was no democracy in the country, the 

most talented students of the country and the most polite and decent people of the society were doing politics. It 

was active till 1991. But after the 1991 election, the flood of democracy started in the country; instead of the 

people of the decent, educated class of the country, the politics went into the hands of the most uneducated and 

terrorists of the society. In short, this terrorist politics has resulted in the burial of educated, decent, idealistic 

politicians in the country. 

Leaving the country: Due to the unstable political situation, lack of rule of law, unlimited unemployment, 

uncertainty of future life, and above all, uncertainty of life, the tendency of educated to uneducated and rich to 

poor people to leave the country and settle abroad has increased at a higher rate. While the tendency of the poor 

and the ignorant to leave the country is an overall benefit to the country, the loss of the educated, talented, and 

wealthy people to leave the country is much more significant. 

Economic paradox: Lack of democracy, free, fair, and impartial elections, rule of law, social security, and the 

lack of security for survival in the country, but the socio-economic condition of the country has improved a lot. 
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The country’s education, medical care, communication, accommodation, per capita income, GDP, and average 

life expectancy increased. The rate of educated people has increased. On the other hand, infant mortality and 

maternal mortality have declined. Behind the success of these things, the contribution of private ownership is 

much more significant than that of the state. 

 

Policy recommendations 

To prevent the country’s overall development from being harmed by the practice of excessive democracy in 

Bangladesh’s unprepared social infrastructure, the following issues should be given immediate attention. 

Changes in the education system: To remove the evils of excessive practice of democracy from society, the 

traditional education system in Bangladesh needs a radical change. Students are not taught about patriotism and 

democracy in the country’s education system. Education is not given about the country’s laws, judiciary, 

governance, and constitution. As a result, patriotism, morality, honesty, democracy, and equality are not 

developed among them. They got involved in corruption and arbitrariness. 

Civil servants’ politics should be banned: From the secretary to Chokidar, all public and private bureaucrats’ 

politics should be stopped. They cannot join politics as long as they are engaged in their profession. If they want 

to do politics, they must give up their responsibilities. Being associated with politics can never fulfil one’s duties 

properly. It damages the overall development of the country. It is possible to have free, fair, and impartial 

elections in the country only if their politics can be stopped, which is the first condition for establishing real 

democracy. Besides, if they do not get involved in politics, the excessive practice of democracy in the country 

will stop in many cases. 

Student-teacher politics should be banned: From British India to the Pakistani era and even Ershad’s era, 

student-teacher politics was a matter of pride. At that time, the most talented students and teachers did mass 

politics for the sake of the country and the nation. However, the unfortunate thing is that the students and 

teachers are now involved in politics for self-interest. Now, student politics means murders, disappearances, 

extortion, tender-rigging, free-eating, and a tool to implement the main party’s agenda on the streets. In short, 

they are now a mercenary army of their party. Among the teachers, those who politicize are involved in 

brokering and evil activities. Therefore, student-teacher politics should stop now. If this can be done, the country 

will be saved from the evils of unnecessary, excessive democratic practices. 

Band the politics of professionals: Bangladesh has no professional organizations, such as doctors, nurses, 

bankers, lawyers, and Mokhtar, who are not involved in politics. As a result of their politics, people are being 

deprived of essential services in all sectors. Due to their unnecessary excessive politics, the country’s service 

sector is becoming severely damaged. The basic infrastructure of every service sector has collapsed. So they 

should stop politics as soon as possible so that they can only fulfil their professional duties. 

Stop the politics of business people: The main obstacle to the practice of real democracy in the country is the 

high rate of elected representatives of the business classes. All these business people have made politics their 

field of business. They chose it as an investment. They think they can earn ten lakh times more once they 

become a public representative by spending 10 Taka. This is their target. From this thought, these dishonest 

business politicians are extending the practice of national politics to all their employees. Due to this, the practice 

of unnecessary politics in the name of democracy is increasing in the country. If this business class politics is 

stopped, which brings various evils into the country, honest politicians can participate in politics. 

Minimum educational qualifications of public representatives: Due to the excessive practice of democracy 

in an unprepared social infrastructure, the situation in Bangladesh has become such that those who do not have 

the signature knowledge are also becoming prominent leaders and public representatives. To represent the 

people and a politician, you have to understand the people’s language. However, they do not have that 

knowledge power. Therefore, minimum educational qualifications should be fixed for public representatives as 

soon as possible. For example, a Master’s degree for the President, Minister, Member of Parliament, District 

Chairman, and City Mayors, a Bachelor’s degree for the Upazila Chairman, Municipal Mayor, City Counselor, 

and Union Chairman, and a Higher Secondary Certificate for Union Member and equivalent. If this could be 
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done, the benefits of real democracy in the country would be obtained, and the government would also be saved 

from the evils of the practice of unnecessary democracy. 

Stop branch-sub-branch politics: Political parties in Bangladesh should band all their branches-subbranch at 

home and abroad. The politics that is going on in the country and overseas in the name of the democratic 

practice of this very enthusiastic branch-subbranches party can be called a kind of oppression. Due to their 

politics, the country’s image is being damaged abroad. On the other hand, their unlimited torture is going on all 

over the country. As a result of the practice of excessive democracy in the name of these branches- the 

subbranch of politics, there are fights everywhere in the country, from mosques, temples, schools, and colleges. 

So their politics should be stopped. 

Setting an age limit for politics: In Bangladesh, there should be a minimum age limit for being involved in 

politics. Today, politics has been extended from university to primary school. It is nothing but misfortune for the 

nation and a plan to destroy the Bengali nation. Why should a person start politics at age 10 when he can only 

vote once he is 18? A minimum age of 25 years should be set for all to join politics so that the country can avoid 

the curse of Child gangs as a result of the excessive practice of democracy. 

Determining the financial position of the politician: A man cannot enter politics just by his will. If he wants 

to do politics, he must have his financial ability with other qualifications. Nowadays, most people have chosen 

politics as the field of maximum profit with less capital in the shortest time. When an honest person is 

financially sound and involved in politics, he may not have the desire to earn by illegal means. But a dishonest 

poor person will always think about how to earn money. So, financially poor people should concentrate on their 

work instead of joining politics. It will be good for them and the country as well. Unfortunately, due to the flood 

of excessive democratic practices in the country, now everyone is getting involved in politics, which is 

unsuitable for the entire nation. 

Abolition of inheritance politics: A tradition has been introduced in Bangladesh: here, the king’s son becomes 

the king, and the sons and daughters of the minister-member of the parliament become ministers and parliament 

members. Even at the local level, this system has been introduced for the children of the members and chairman. 

When it starts in a society, no democratic principles work in that society through which a country or a nation can 

achieve development. This system introduces the family system in the society. This family system is a crucial 

element in creating an undemocratic social structure. They make a group of followers in the name of the practice 

of democracy to maintain the influence and prestige of their family. These followers who commit thousands of 

crimes in society get pardoned because they have people of that family system on their heads. This family 

system allows for unnecessary democratic practice in an unprepared social infrastructure. So this practice should 

be banned immediately. 

 

Conclusion 

Brutal and reprehensible incidents like beating people to death in broad daylight burn people by setting fire to 

buses, trains, factories, and moving vehicles are rare in the world. The mother could not save her little child even 

by hiding it in her chest. Both have become embers. The child inside the mother’s womb is not safe here. The 

bullet of power penetrates the womb and goes to the chest of the child. Father went to save his last possessions 

from the fire and never returned. The fear of death increases in this valley when it gets dark. It is such a terrible 

Myrtle Valley. 

Bangladesh seems to have the highest number of cases and accusations globally. Most of the victims are the 

leaders and workers of anti-government political parties. Jails are now overcrowded with convicts. Even in the 

condemned cells, the ordinary accused are kept. Many people are getting sick. Some are dying. There is no 

break in court. The trial now goes on day and night. Many people are homeless in the country’s villages or cities 

due to fear of arrest and adversaries. Thousands of families are going to sleep with anxiety and panic. Many 

lives in the country are passing through instability and uncertainty. And all of them are known as the people of 

the opposition party. Human rights are worn out by power; democracy is eroding in the game of deception, and 

the dream of freedom is weakening. The country is heading towards an uncertain future. In decaying democracy, 

dreams are flying; countless lives are burning. 
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The time has come to take away the rights in the name of democracy in the politics of Bangladesh. One party is 

arbitrarily usurping the rights of the other party. Using the state apparatus to oppress the party’s interests, unfair 

solutions are imposed on the people. The country’s people cannot now freely and impartially exercise their right 

to vote nor feel safe to express their opinions. Dissent is not only ignored here; it is punished using the state 

apparatus. Desperation is increasing daily among the country’s ordinary people; Discontent is brewing. As a 

result, the fear of conflict and panic are rising. In a word, there is a transitional period in Bangladesh where 

murders, disappearances, kidnappings, extrajudicial killings, usury, bribery, corruption, money laundering, bank 

robberies, black market, willful loan defaults, unemployment, and attacks on opposition parties have increased 

in such a way that it has taken the country to Aiyame Jaheliat era. The only culprit for this is the unnecessary 

and excessive practice of democracy in Bangladesh’s unprepared social infrastructure. 
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Abstract 

The objective of this study is to understand the perceptions of the education professionals currently working 

on a wide range of education sector in Bangladesh on educating school students of Bangladesh about conflict 

and peace. Following Bush and Saltarelli (2000) concepts of bidirectional or ‘two faces’ relationship between 

education and conflict sensitivity, this paper explores the perceptions of the education professionals on the 

potentials strength and threats of existence of different streams of education, textbooks and teaching-learning 

practices of the school education to educate children about peace and conflict. The research approach is a 

distinctly qualitative one rooted in a detailed analysis of interview texts. From the arguments the   following 

themes are derived: ensuring educational access vs. reflections of segregation, inter group understanding vs. 

creating ‘others’, tradition and peace vs. clashes with modernization, teaching solidarity vs. creating others, 

building reading habit vs. concentrate on memorization, praising diversity vs. ‘majority-minority’ binary, 

child centric vs. teacher centric, co-ed vs. gender violence, out of textbook activities vs. textbook centric 

reading and so on. 

Keywords: peace ‧ conflict ‧ streams of education ‧ textbook ‧ teaching-learning process ‧ Education for All 

(EFA) ‧ child centric ‧ teacher centric. 

 

Chapter 1 

Introduction 
 

Education can play a vital role in promoting peace as well as causing conflict (INEE 2013, UNESCO 2011). 

Bush and Saltarelli (2000) articulated with success this bidirectional or ‘two faces’ relationship between 

education and conflict sensitivity. They identified through various ways; such as uneven distribution of 

education, use education as a a weapon for cultural repression, manipulation history for political purposes, 

manipulation of textbooks, propaganda for self-worth and hating others, segregated education to ensure 

inequality, lowered esteem and stereotyping; that education can intentionally or unintentionally provoke conflict. 

For example, fragmented and unequal access to education in Bosnia Herzegovina during the post-war period led 

to intergroup tensions (Magill 2010). In Afghanistan during early 1990s violent content in the textbooks played 

a role in instilling hatred attitudes of hate directed at the Russians and others (Craig 2002, INEE 2013).  

Contrarily, education has enormous potentials to promote peace. Bush and Saltarelli (2000) asserted that 

education can contribute to social tolerance, coherence and justice through nurturing and sustaining an 

ethnically tolerant climate, de-segregating the mind, linguistic tolerance, cultivating inclusive citizenships, 

disarming of history, peace program and response to state oppression. For instance, in Rwanda, peace building 

curricula and instruction practices were introduced to provide values of respect and unity for the next generation 
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(King 2011, pp.145-149, INEE 2013, p.8). Guatemala introduced intercultural bilingual education for 

indigenous people in order to lessen exclusion and support peace building (UNESCO 2011, p.223). 

UNESCO (2011, pp.212-245) emphasized teaching history and religion as vital components for peace building 

though teaching both subjects are very critical and sensitive. Schools can introduce a culture of learning to foster 

critical thinking, understanding of different worldviews and encouraging respect for others. At the same time, 

national, religious and other dogma can create negative stereotypes and instigate intergroup hostility and 

engender violence and so extreme ideological or faith-based education can sow ‘the seeds of potential violence’ 

(UNESCO 2011, p.242). Since in Bangladesh school education is explicitly divided into three streams, thus, we 

need to put a serious effort on this issue.  

In recent years several incidents of violence, in the name of religion and others carried out in Bangladesh which 

has powerfully contributed to my decision to embark on this study. Mohan (2013) documented published reports 

from a range of news media about the incidences of violence against so-called ‘others’ in Bangladesh (Hindus, 

Christians, Buddhists, ethnic communities, women)’. Considering the historical and current political and 

educational contexts of Bangladesh, the author believes among many other factors it is a high time for the 

educationists and social scientists to concentrate and study on the issues of education status and the dynamics of 

prevalent conflict.  

Education can bring peace to society; education can generate pieces in society. Thus, this is important to have critical 

outlooks to deal with education, particularly school education which is the room for the children for early 

socialization and this can create an everlasting impact on them. The author views those critical analyses on school 

education in Bangladesh and the resulting of school education and its potential relations with peace and conflict are 

missing in academic literature.  Hoque (2012) did a survey based report on the current education policy of 

Bangladesh and tolerance. But this report did not reflect any deeper understanding of the issue. Though Rahman 

(2012) attempted to analyze the state of peace education in secondary education; the paper did not critically address 

the issue of textbooks or state of access to education. So, in Bangladesh, the author thinks that we need to do more 

study on the potential and consequences of teaching and learning process in school education with a view to 

endorsing harmony as well as conflict. 

 

1.1   Objective and Research Question 

The objective of this study is to understand about the perceptions of the education professionals currently 

working on a wide range of arena (e.g., academic, development, school, material development. administration) 

of the education sector in Bangladesh on educating school graduates of Bangladesh about conflict and peace. 

The school education plays a vital role to shape the future of a state. In order have a tolerant society in 

Bangladesh, it is utmost important to get the idea about what sort of lessons are imparting in schools to promote 

peace as well as ignite conflict.  

This research explores the diversities of perceptions of the education professionals on the role of the ongoing 

educational trend in Bangladesh on the potential possibility to promote peace as well as conflict.  As the 

participants (education professionals) have the first-hand experience on the current educational practice, so their 

views can help the policy-makers, educators and others to design future education curriculum to establish peace 

and resolve conflict in the society. 

The broader research question for the study is:  

 

How do school educations in Bangladesh educate children on peace and conflict?  

To search the answer of this question, this study will follow Bush and Saltarelli (2000) concepts on ‘two faces of 

education’ (Next section illustrates this framework). On the basis of this framework the sub-questions are: 

(1) What are the potential strengths of the existence of different streams of School education (e.g., Bangla, 

English, Madrasa and so on) to promote peace? 

(2) What are the potential threats of the existence of different streams of School education (e.g., Bangla, 

English, Madrasa and so on) to instigate conflict? 
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(3) To what extent, current school textbooks in Bangladesh can lead to peace? 

(4) To what extent, current school textbooks in Bangladesh can lead to conflict? 

(5) To what extent, current teaching learning practice of school education in Bangladesh can lead to peace? 

(6) To what extent, current teaching learning practice of school education in Bangladesh can lead to 

conflict? 

This study limits its scope on school education and perceptions of the education professionals. Hence, the author 

admits that the role of education on peace and conflict needs to observe from a wider and deeper spectrum of 

education and school education is just a small but significant part of this. Again, education professionals are also 

vitals actors but not at all the sole stakeholders. This author expects that this study could be considered as an 

initial step to open up the avenues for a further one. 

 

1.2   Research Method 

In brief, Figure 1 shows Bush and Saltarelli (2000) concepts on ‘two faces of education.’ 

 

Figure 1: (Source: Bush and Saltarelli (2000) 

Two faces on Education 

FaceA: Peace FaceB: Conflict 

Conflict-dampening impact of educational opportunity  

Nurturing and sustaining an ethnically tolerant climate  

The de-segregation of the mind  

Linguistic tolerance  

Cultivating inclusive citizenship  

The disarming of history  

Education for Peace Programs  

Educational practice as an explicit response to state 

oppression 

The uneven distribution of education  

Education as a weapon in cultural repression  

Denial of education as a weapon of war  

Manipulating history for political purposes  

Manipulating textbooks  

Self-worth and hating others  

Segregated education to ensure  

inequality, lowered esteem and stereotyping 

     

Broadly, Bush and Saltarelli (2000) concepts on ‘two-faces of education’ can be divided into two arrays – Macro 

and Micro.   

The macro spectrum reflects through the overall school education system, for instance, the existence of different 

streams. This existence can bring various outcome on peace and conflict through Conflict-dampening impact of 

educational opportunity, nurturing and sustaining an ethnically tolerant climate, the uneven distribution of 

education, education as a weapon in cultural repression, denial of education as a weapon of war, Segregated 

education to ensure inequality, lowered esteem and stereotyping and so on. 

The micro spectrum textbook and teaching learning process have a great influence to educate children about 

peace and conflict. This can bring various outcomes through the de-segregation of the mind, linguistic tolerance, 

cultivating inclusive citizenship, the disarming of history, manipulating history for political purposes, 

manipulating textbooks, self-worth and hating others and so on. 

 

1.3    Research approach or technique 

The research approach is a distinctly qualitative one rooted in a detailed analysis of interview texts. This study 

uses interview tools to collect information, derives themes based on the responses. Responders are education 

professionals currently working on a wide range of arena (e.g., academic, development, school teaching, 

material development, administration) of the education sector in Bangladesh.  
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Based on the Bush and Saltarelli (2000) concepts of ‘two faces on education’ semi-structure interview questions 

are designed.  The participants were selected on the basis of accessibility and convenience.  For this study, 24 

education professionals involved in different sectors of education expressed their insights.  Here it is worth to 

mention that the author of this study has been working in the education sector for about two decades, and he is 

also one of the participants among the 24. 

As per the ethical procedures, the consent of the willingness to participate, right to withdraw and confidentiality 

about participants’ identity are maintained. 

 

1.3.1  Collection and Organization of information and analysis procedure  

The approach of the study does not lead to generalization but more so to insights that can assist us in better 

understanding the conditions and situations of the current trend of school education to stimulate peace and 

conflict in the society. 

Following steps were followed to organize the information. 

Firstly, the interviews were being recorded (a number of participants gave written interview) with the consent of 

the interviewees in accordance with the ethical process. So, in this paper, the participants would be identified as 

X1, X2 and so on. Here, in only in one place name of an education professional was expressed, as his insights 

were collected from a published article in a newspaper. 

Then the interviews were transcribed.  The information was coded by using key words, for example, nurturing 

and sustaining an ethnically tolerant climate, the de-segregation of the mind, linguistic tolerance, cultivating 

inclusive citizenship,  the disarming of history,  education for Peace Programs, educational practice as an 

explicit response to state oppression, the uneven distribution of education, education as a weapon in cultural 

repression, denial of education as a weapon of war, manipulating history for political purposes, manipulating 

textbooks, self-worth and hating others, segregated education to ensure inequality, lowered esteem and 

stereotyping and so on.  After coding them, the study will extract different themes that corresponded with the 

research topic. Here, the ‘analyst-constructed typologies’1 based on the Bush and Saltarelli (2000) concepts on 

‘two faces of education’ will be applied to categorize the information or reflections which were gained from the 

interviewees (Marshall and Rossman 1999). 

Then themes are derived and the views are presented in an argumentative format (Face A Peace versus Face B 

Conflict). Along with a general observation on the respective subject-matter is derived. 

 

1.4   Structure of the paper  

The research sub questions are used as an analytical framework for understanding the insights of the education 

professionals on the role of the ongoing school educational trend in Bangladesh on the potential possibility to 

promote peace as well as conflict.  So, the sub-questions guide the structure of the write-up. This paper is 

structured as follows. 

In Chapter 1 Introduction, the paper illustrates the objective, research questions, methods and structure of the 

paper. After the Introduction, following Chapter 2 Different Streams of School Education, Peace and Conflict 

addresses the perceptions of the Educators on the dynamics on the existence of different streams of education 

and its relationship with peace and conflict to seek the answers for Sub-questions 1 and 2.  Next two chapters 

Chapter 3 Textbooks, Peace and Conflict and Chapter 4 Teaching –Learning Process, Peace and Conflict, 

highlights the potentials of textbooks (Sub-questions 3 and 4) and teaching-learning process (Sub-questions 5 

and 6) of the school education to impart lessons on peace and conflict. Chapter 5: Conclusion contains a 

summary of the answers along with the limitations of the study. 

 

                                                      
1  In analyst constructed typologies, the themes are created by the researcher and these are grounded in the date but not 

necessarily used explicitly by participants (Marshall & Rossman 1999). 
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Chapter 2 

Different Streams of School Education, Peace and Conflict 
 

Early socialization experiences are very critical for the formation of attitudes of a child (Padilla, Ruiz and Brand 

1974). In a broader nous, socio-cultural attitudes and identities are a function of the interaction of historical 

socio-cultural surroundings, individual characteristics and the physical environment (Riegel and Meagham 

1976). Early socialization can be a pivotal factor to determine peace and conflict for a state. In other words, to 

form some patterns of unity for a generation, early socialization is crucial a concern. As schooling is an 

important platform for early socialization so the existence of different schooling and its role to peace and 

conflict need to be addressed. 

In a macro sense and according to statistics, the government and ruling party of Bangladesh often acclaim that 

Bangladesh has made progress towards increasing both primary and secondary enrollment and has already 

reached ‘gender parity’ in both education levels. At the beginning of the twenty first century, in 2005, about half 

of the 16.2 million students enrolled in primary school in over 80,000 primary education institutions are female, 

according to the 2005 Baseline Survey of PEPD II (Second Primary Education Development Program). This is 

also confirmed by the 2005 Household Income and Expenditure Survey (HIES) and the 2004 Demographic and 

Health Survey. In addition, more than 45 per cent of the children enrolled come from the poorest 40 per cent of 

the population (HIES- 2005). The considerable growth in enrollment between 1990 and 1995 was accompanied 

by an unprecedented growth of non-government primary schools from 9,500 to about 25,000 schools.  The 

country’s net enrollment rate at the primary school level increased from 80 percent in 2000 to 98 percent in 

2015, and secondary school net enrollment is now around 54 percent, up from 45 percent in 2000. Furthermore, 

the percentage of children completing primary school is close to 80 percent, and Bangladesh has achieved 

‘gender parity’ in access, in addition to dramatic decreases in disparities between the highest and lowest 

consumption quintiles at both the primary and secondary levels – as per commented by the government and 

echoed by World Bank  (Word Bank 2007 and 2016) 

However, a crucial question may occur whether the macro scenario and statistics truly provide us a satisfactory 

answer about its implications regarding the solidarity and peace for the state? The following section reflects the 

views of the education professionals of Bangladesh on the issues of streams of education and its potentials 

impact on peace and conflict. 

The school education system of Bangladesh is comprised of a mix of heterogeneous providers. There remains a 

variety of schools. The majority of children enrolled in mainstream general (popularly known as Bangla 

medium) schools those include government schools and government-assisted Bangla schools and cadet colleges 

and private Bangla schools, madrasa students (both in Alia and Qawmi 2 madrasas) and English-medium schools 

(for details please visit: http://data.banbeis.gov.bd/). The enrolment of different types of schooling may reflect 

socio-economic status of the children’s family and socio-political segregation of the state. Taking them as a 

backdrop, participants gave different explanations on its potential roles on peace and conflict.  

In the following section, the perceptions are presented in an argumentative format (FaceA Peace versus FaceB 

Conflict). 

 

2.1     FaceA Peace versus FaceB Conflict 

2.1.1  Ensuring educational access vs. Reflections of Segregation 

Some view that the strength of the existence of different streams of education is that different demands are 

fulfilled. A person coming from a non-English speaking family can feel more comfortable sending their child to 

a Bangla-medium school; a family where English is spoken fluently can choose an English-medium. And for 

those who want a religious development of the child, can opt for Madrasa. Here the affordability factor comes in 

(X1, X9). 

                                                      
2  Qawmi (Arabic: القومية المدرسة) also variously phonetically transliterated as Quawmi, Quomi, Qaumi, Qaumee, Kawmi, 

or Qawmy 
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Moreover, a number of participants mention that in the context of Bangladesh, the existence of different streams 

of Bangladesh is management issues to fulfill EFA (Education For All) goals. The number of school going 

population of Bangladesh is enormous (X5, X14). And one stream or in other words, ‘unified’ to accommodate 

for all is simply impossible (X5). With the same tone, X 14 expresses,  

In Bangladesh, the number of primary school going children is more than the population of many 

European countries. General stream (Bangla medium) cannot simply be able to accommodate the 

number. Existence of different streams may not be an ideal one, but it’s a pragmatic solution. 

In the era of neo-liberal world order education has become a commodity. Bangladesh has long past of colonial 

rule (X8). The impact of colonial inheritance is still going on and education is deeply attached to this. Ahmed 

(2018) emits the scenario, 

... Our present structure of schools has evolved since the colonial period, and had become well-

entrenched by the beginning of this century. The mainstream public school system enrolls the majority 

of Bangladeshi school-going students. A madrasa system, a part of it with government support and an 

independent stream, serves a substantial minority of students. A small elite section of society sends their 

children to the English-medium proprietary schools.  

Participants interpret the scenario in different ways. Some view that due to the existence of different streams of 

education most of the children, if not everyone, are getting access to quality education. They admit that there 

remain divisions and segregation, but they blame the development plan is creating such a condition not 

education (X7, X9). Some even express that due to the access to education for all in future this could reduce the 

social division instead of broadening them (X7).  On the contrary, Ahmed (2018), X9 and X11 opine that 

different streams have a serious gap on the quality, and this difference of quality can trigger to future conflict 

whenever this issue become the deciding factor for the job market. 

Moreover, some support that availability of digital devices and low-cost high speed of internet, students 

irrespective of their streams, can now get more equal access to knowledge (X5, X13). Since access to the world 

of knowledge, teaching-learning materials are available, so the stream of school education remains no more a 

boundary for the division.  Others view that this is a threat to augment another sort of discrimination, they called 

‘digital division’(X9, X8)). They say that the Internet is not an unmixed blessing. They also point out that the 

cost is not the only factor about the internet; the taste and guideline are important subject-matters of concerns 

(X8, X14). 

 

2.1.2   Inter group understanding vs. Creating ‘Others’ 

Nonetheless, the social difference is embedded in the society and this is deeply rooted, always there is 

potentiality to promote peace in different streams of education, through the curriculum and also through the 

teaching learning method (X7). Here the crucial players are teachers. If the lessons of cooperation, respect to 

others, and the value of diversity are taught in the class-room, then the children can learn harmony and different 

streams remain no more a source for social division. However, X7 expresses his doubt about the attitude of 

teachers on this. As the appointment of teachers on different streams is also an outcome of their educational 

background and socio-economic factors determine this, thus, to come to a consensus to impart a lesson about 

peace and solidarity is very complicated (X14). 

Some education professionals clearly state that three major parallel streams of education can be a potential threat 

to divide the nation and instill social and economic disparities. This could bring an adverse impact on the future 

generation. Ahmed (2018) castigates, 

.... the three major streams prevent our building a common foundation of knowledge, shared experience 

and values among the young people. Children study and live in different worlds. The opportunities and 

life prospects disproportionately favor children attending the better English-medium schools and the 

elite enclave of Bangla-medium schools. Schools cannot resolve all social divisions, but good schools 

with a shared curriculum can help minimise them. At present, we are reinforcing our divisions inter-

generationally. 



470 

Bangladesh is rich for its various traditions of cultures. The diversity of cultures enriches a state.   If the 

differences among communities can be taught as a source of ‘diversity’, then the existence of different streams 

of school education in Bangladesh may promote peace This diversity may cover the area of language, couture, 

religion and so on for the learning of young people from each other in Bangladeshi society (X5, X8, X17, X14). 

This learning on diversity is one of the core areas of discussion for developing young global citizens and making 

them conscious about ‘Others’.    

Some say that Bangladesh is in a very unique situation right now. Curriculums and education systems, 

influenced by systemic injustice, radicalism, internationalism, nationalism, power and politics, is making it very 

complicated. Every interest group is competing with each other to implement their agenda. As a consequence, 

international streams are deprioritizing local context, religious steams are busy with proving how they are the 

best than the others. In the meantime, the national curriculum is pouring nationalism, writing stories of 

development in favor of ruling parties introduce and focus on the concept of ‘minority and majority’ rather than 

ethnicity or uniqueness. It is creating a complex and unique situation for the Bangladeshi society (X5, X9, X15). 

It is creating layers of inequity in the society that might lead to a critical crisis. There are incidents on how 

Bangladesh transitioning from a harmonious nation to a very different nation where religion, politics, 

nationality, gender, social show-off becomes our identity rather than humanity (X5, X14). X 5 mentions, 

“...[R]right now it’s difficult to predict where that madness will take us unless we change the narrative or 

branding (purpose) of the education”.  

X8 states that the existence of different streams of school education benefits the varying demands of diverse 

groups of people living in Bangladesh. Bangladesh's population is highly diversified, and hence, different 

people's lifestyle, social background, and economic conditions vary enormously, giving raises to the education 

streams being different. Here she emphasized that the biggest factor is the role of family on how do they teach 

their children. From her own experience, she says, “... my mother had studied in Holy Cross School and then 

became a teacher in a reputed English-medium school, so she always wanted for me to receive an English-

medium education”. She concluded the biggest strength of the existence of different streams of school education 

to promote a conflict-free and peaceful environment is that the major diverse groups' interests are being met 

through the streams. Again, for this the learning value from family is pivotal. 

On the contrary, when students are only concentrated in their own bubble of education stream and have no 

interaction at all with students from other streams, the biggest threat is that they view each other as enemies as if 

they can have no common interests at all. It is very common for English medium students to be viewed as snobs, 

Bangla mediums as people who cannot speak in English and Madrasa students as extremists. There is no shared 

platform throughout the school life, and so the conflict can shape when all three streams enter the university and 

have to mingle for the first time. Here we see group formations and ‘bullyism’ taking place (X7, X13).  

 

2.1.3    Tradition and peace vs. Clashes with modernization 

One opines (X8) that traditional or alternative education streams like Qawmi Madrasa, pagoda or temple based 

education has more scope to offer and promote peace than the mainstream. Philosophically, this traditional or 

alternative education system comes up with the vision that is very different from the mainstream. According to 

him, one of the biggest purposes of education in religious streams is to help create a learner who will believe in 

God and practice some values based on religion. On the other hand, mainstream is more focused on skills, 

creating a strong labor force. This orientation is also impacting the learners, parents and society’s orientation 

toward education. He told, “When a parent sends their child to the religious stream they say Allah raster dial. 

amender mannish Hobe (Send to the path of Allah/God). At the same time when a parent sends their kids in a 

good school (so-called ‘modern’ school), they might say  Valo ekta school a dilam, valo grade pabe, valo chakri 

pabe ( We send you to a good school, achieve a good grade and get a good job). Apparently, it seems that there 

is a good possibility for a happy and harmonious living while keeping the ‘traditional or religious education’ and 

‘modern or religious education’ together.  

Again, some participants (X5, X12) viewed that globalizations may have variously embedded clashes. They 

added, “.... o[O]ne hand we have secularism and multi-cultureless globally localized through EFA,  on the other 
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hand, we have this powerful expansion of aided religious education as a separate stream, which is also being 

funded and globalised in various ways particularly targeting the poorest of the poor”.    They thought 

Curriculums and education systems influenced by Systemic injustice, radicalism, internationalism, nationalism, 

power, and politics are making the context very complicated. Every interest group is competing with each other 

to implement their agenda. As a consequence, international streams are deprioritizing local context, religious 

steams are busy with proving how they are the best religious group then the others. In the meantime, the national 

curriculum is pouring nationalism, writing stories of development in favor of ruling parties introduce and focus 

on the concept of minority and majority rather than ethnicity or uniqueness. Thus, it is creating a complex and 

unique situation for the Bangladeshi society. It is also creating layers of inequity in the society that might lead to 

a critical crisis. This is also visible through different incidents on how we are transitioning from a harmonious 

nation to a very different nation where religion, politics, nationality, gender; social show-off becomes our 

identity rather than humanity. Right now it’s difficult to predict where that madness will take us unless we 

change the narrative or branding (purpose) of the education (X5, X7, X12, and X13).   

 

2.2    General Observation on Different Streams, Peace and Conflict 

The existence of different streams of school education in Bangladesh may promote peace if we consider this 

difference as a source of ‘diversity ’. This diversity may cover the area of language, couture, religion and so on 

for the learning of young people from each other in Bangladeshi society. This learning on diversity is one of the 

core areas of discussion for developing young global citizens and making them conscious about ‘Others. ’ 

Again, for this, some organizational platforms and social network should be created in which students from 

different streams schools can interact and through this interaction, they can know each-other better. In this way, 

the negative stigma about each other can be removed. 

 

Chapter 3 

Textbooks, Peace and Conflict 

 
Manipulation of textbooks, propaganda for self-worth and hating others in a segregated society can lead to 

ensuring inequality, lowered esteem and stereotyping and can intentionally or unintentionally provoke conflict. 

For instance, in Afghanistan during early 1990s violent content in the textbooks played a role in instilling hatred 

attitudes of hate directed at the Russians and others (Craig 2002, INEE 2013).   One example from the third-

grade mathematics textbook: “One group of mujahidin attack 50 Russians soldiers. In that attack, 20 Russians 

were killed. How many Russians fled?”3 (Craig 2002). This example is enough to get the idea of how hatred 

towards ‘others’ can be injected into children’s mind. 

Contrarily, a school textbook has enormous potentials to promote peace. Bush and Saltarelli (2000) asserted that 

education can contribute to social tolerance, coherence and justice through nurturing and sustaining an 

ethnically tolerant climate, de-segregating the mind, linguistic tolerance, cultivating inclusive citizenships, 

disarming of history, peace program, and response to injustice and so on. For instance, in Rwanda, peace 

building curricula and instruction practices were introduced to provide values of respect and unity for the next 

generation (King 2011, pp.145-149, INEE 2013, p.8). Guatemala introduced intercultural bilingual textbooks for 

indigenous people in order to lessen exclusion and support peace building (UNESCO 2011, p.223). 

For the past decade the government and ruling party campaign the distribution of textbooks (free) to all as a 

great success. In many families, children get the textbooks as the only reading materials (X14).  So, in 

Bangladesh role of textbooks regarding peace and conflict may become a crucial factor to consider. 

 

                                                      
3  It is to be noted that the textbook series of Afghanistan was written with the ‘support’ of US grants. The Education 

Center for Afghanistan (ECA) was funded by Education Program for Afghanistan at University of Nebraska, Omaha 

(UNO), under a $50 million grant from the United States Agency for International Development from September 1986 

through June 1994. 
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3.1     FaceA Peace versus FaceB Conflict 

3.1.1  Teaching Solidarity vs. Creating Others 

A number of participants agreed that the national text books are not designed in such a way to promote peace 

(X7, X6, X17), while, some others express those current textbooks especially Bangla, English, social science 

and religious books have some contents those address ethics and value related issues. These issues can be used 

for leading peace. Again, the contrary voices are also being expressed. 

Here, one (X19) points out that if secularism and cultural diversity and tolerance are not threaded within those 

pages future generations will not learn the impact and demands of globalization. Moreover, some participants 

view that in school textbooks, some statements and stories can be found that promote to live together with 

‘Other’ (X12, X19). In this context, it can be said that school textbooks are promoting peace if textbooks contain 

contents on peace, brotherhood, unity, conflict resolution etc. Some education professionals also say that the 

current school textbooks have recently added a lot of colorful pictures depicting children from diverse ethnic 

backgrounds, skin tones and a mixture of boys and girls. As long as the language and picture depictions are 

neutral and portray a balanced and healthy scenario, school textbooks can lead to peace. School textbooks can 

lead to peace to the extent where all religions, communities, and cultures are respected and there is inclusiveness 

in the content of the books. 

Again, contrary views are also expressed. X7, X9 commented that school textbooks on religion and social 

studies to some extent lead young children’s mind to conflicts.  For an instance, in some textbooks, it can be 

found that it argues for the validity for one specific religion whereas others are invalid. In that situation, young 

children may not feel the interest to make friends to other who belong to a different religion or ethnicity. Such a 

situation may create a visible conflict at present or in future. They add that where school textbooks impose 

ideas, language, and contexts that are disrespectful or oppressive towards a certain stratum, region or ethnicity– 

this can lead to conflict. Don’t they raise such questions: Is this not provoking students to think why every 

human being is so different than the others? It does not push students to explore their own purpose, values, or 

how they define peace for themself? 

 

3.1.2. Building Reading Habit vs. Concentrate on Memorization 

X4, X14, X18, and X21 emphasize the importance of developing reading habits. X 21 said, “We need to learn 

how to read in order to read to learn.” Critical reading is important, and to become a critical reader the culture of 

freedom of thoughts and expression are important. In this way, one can develop his/her reading habits and 

explore one’s strength. However, X5, X8, X19 criticize the current textbooks. They view that the contents of the 

textbooks are more focused on information and rote memorization and not offering a space or structure of self-

exploration.  

For Bangladesh teaching ‘history of liberation war’ becomes a crucial content for the school textbooks. X 21 

views that as today’s children are the leaders for the future. Therefore, they need to be informed how the ‘peace’ 

in the society mains a healthy relationship among different level of human beings and how the ‘war’ affects the 

human lives. So it should teach the children that as a complete man what would be the role of him or her 

towards the ‘peace’ and ‘war’ for maintaining a healthy life for himself/herself as well as the other members of 

the society. As the children should have patriotism to be motivated for contributing country’s well-being. 

Understanding about liberation war definitely promotes the children to have a strong background in his/her own 

history, culture and heritage. School textbooks are the vital source for the children to learn about the liberation 

war of Bangladesh. Admitting this learning as very important, X8 puts a cautious note that sometimes it tells 

students about the historical oppression and trauma but does not tell young minds how to heal the trauma. X 17 

expresses that currently it is included in the curriculum as some merely ideal content and are presented in a 

much abstract way which children cannot connect with. But the beauty of our liberation war, the inner lessons 

from it, the ideological stance are missing or not adequately highlighted.  

Moreover, since the purpose of reading the textbooks become a preparation for getting good grades, so, the 

current atmosphere of reading textbooks mostly concentrate on memorization and providing no or very little 
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place for critical reading (X14). He adds, “...b [B]lunt readers can be easily misled to ignite conflict, but critical 

readers do not.” 

 

3.1.3. Praising Diversity vs. `Majority-Minority’ Binary  

Bangladesh is a country of diverse ethnicities and religions. Therefore, ethics, value related issues regarding 

ethnic and ‘other’ communities are included in the National text books, especially Bangle, English, social 

science books have. These issues can be used for leading peace through promoting mutual respect for people 

from diverse identities, cultures and so on (X 15, X17).  

One the other hand, when there is a breach of respect or targeting of a certain group within the context of 

textbooks, it can lead also to conflict.  X5 mentions, “Schools textbooks on religion and social studies to some 

extent lead young children’s mind to conflicts. ... it argues for the validity for one specific religion weather 

others are invalid.” This argument was augmented by X22, he adds that overemphasizing on Bangali 

nationalism could be equally problematic to create ‘Majority-Minority’ dichotomy. 

 

3.2     General Observation on Textbook, Peace and Conflict 

General comments about the textbooks are children should not be taught every single thing that bothers the 

present society. Because if it is done then the result would be a heavily loaded curriculum with so many 

agendas, such as environmental sustainability, rights of children, inclusive environment for all, HIV/AIDS, life 

skills, health and hygiene education, citizenship etc. Rather than teaching every specific issue, we need to focus 

on developing some generic skills and attitude in children, such as critical and analytical thinking, reasoning, 

having empathy for others, tolerance, appreciating and nurturing diversity, collecting and analyzing data and be 

able to take informed decision etc.  

 

Chapter 4 

Teaching –Learning (TL) Process, Peace and Conflict 

 

Rationally it can be hypothesized that there might be a potential gap between the texts and their preaching or 

impetration dynamics to the followers. In recognition of the fact that curriculum and textbook content is not 

automatically transmitted by teachers to students, one needs to explore how teaching-learning process and 

interpretation of the textbooks in relation to its peace and conflict is imparted to the children. 

 

4.1     FaceA Peace versus FaceB Conflict 

4.1.1  Child Centric (CC) vs. Teacher Centric (TC)  

In the current classroom situation, the teacher student ratio is not satisfactory. But in these diverse situation 

students are taking parts in the teaching learning process as well as teachers are managing the class. Different 

background students in terms of social, economic, political identity are studying in the same classroom and they 

are respectful towards each other which also lead to peace (X5, X 19, X16, X21).  

On the other hand, the current teaching learning process in Bangladesh is mostly based on rote learning. The 

practice is examination oriented. As a result, the affective domains of the learners are not addressed in the 

teaching learning methods and techniques followed by the teachers. In addition to this, students’ involvement in 

power-politics, extremist activities, teachers’ unethical deeds and students’ unethical deeds in public exam—

these can lead to conflicts. One serious concern regarding the involvement of the teacher and students on unfair 

means is that this destroys the ethical principles of the children at a very early stage and this can bring adverse 

impacts in near and remote future (X2, X14, and X21). 

 

4.1.2    Co-ed vs. Gender violence 

Class-room is not a place only to learn some texts and develop cognitive competencies. The students learn to 

respect teachers and seniors, love the juniors, co-operate with the classmates and so many important social and 

moral development skills though the class-room. For this, the practice of morning meetings, taking an oath to be 



474 

impeccable with the word, respect each other, love care and protect each other and so on are very important. 

Moreover, annual events like sports, cultural programs help everyone to learn about the hidden talent of others 

can help children to understand diversity and value the potential of everyone (X 5, X14, X7). 

Particularly, such healthy practice can help children to be sensitive about gender identities as pointed out by X3. 

She draws the attention that during the school life one passes from childhood to adolescent period. The 

symptoms and other crises of this period of time for both boys and girls may not be content of the textbooks. 

Here, the teaching-learning process should delicately address such sensitive issues and handle this with proper 

care. This can make both boys and girls (and also people of third sex) sympathetic and respectful for others. 

Otherwise, intentional or unintentional deeds, such incidences bullying, joking, eve-teaching and so on, can turn 

to many violent acts. This can create a-long term impact mental and physical damages on girls and boys (X3). 

 

4.1.3 Out of Textbook Activities vs. Textbook Centric Reading 

X 14 repeats the words, ‘‘Everyone learns, not at the same pace, not in the same way” should the core praxis of 

the teaching-learning activities. The out of textbooks activities bolster to explore and expose the hidden 

potentials. This not only creates the atmosphere to respect each other but also helps one to respect him/herself. 

Such things help the children to get rid of complex (superior or inferior) minds, and appease one (X14). 

On the other hand, the exam-targeted rote learning teaches the learners the ideology about the idea of the 

neoliberal consumerist and competitive globalized world. Young learners are being groomed in a learning 

environment where individual’s academic grade becomes the source of all happiness to them. Here, they do not 

feel the importance of responsibility to others and to the society but uncontrolled competition for personal gain. 

Moreover, students involvement in politics, extremist activities, teachers’ unethical deeds, and partiality, 

students’ unethical deeds in public exam – these can lead to conflicts. Thus, the current teaching learning 

practice of school education in Bangladesh creating them as potential characters of future conflicts (X7, X9, 

X17)   

 

4.2. General Observation on T-L process, Peace and Conflict 

In a simpler form, at the school level, the most important pre-requisite is to have a peaceful learning atmosphere. 

So if the teaching-learning practice in schools of Bangladesh can initiate a peaceful culture which will start from 

within the staff and extend to the pupils, guardians and facilitators- that can lead to a peaceful educational 

system. The teachers should adopt a child-centered learning method rather than applying a teacher-centered 

classroom method. This can be done by developing a friendly and mutually respectful teacher-student 

relationship, and also by developing attitude and behaviors of appreciation, co-operation, belongingness and 

trust. Schools must start teaching peace values, norms and acts of kindness in an active and participatory way.  It 

can probably lead to a collective peace situation. Otherwise, it can give rise to a number of conflicts between 

school kids, between kids and teachers, between teachers and also between communities.  

The present teaching-learning practice is very much concentrated on examinations, grades and results. The 

continuation of such practice can be very dangerous as this can harm the psychological development of the 

learners. This can also bound the teachers to do new experiment and initiate joyful activities in the class-room. 

In addition, in many cases, this boost the ways to practice unfair means. All these can create an everlasting 

impact on children; committing suicide is one of the outcomes of this.  

 

Chapter 5 

Conclusion 
 

Reflecting on the knowledge and insights, gathered from different education professionals; this chapter is going 

to answer the sub-questions regarding the potential of school education in Bangladesh to promote peace and 

conflict. The answers are divided into three broader categories, (different streams, textbook and teaching-

learning process), in relation to peace and conflict. Each category contains different themes. 
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5.1.1   Different Streams of Education, Peace and Conflict 

Education professional makes different arguments on the potentials of the existence of different streams of 

education to stimulate peace and conflict. Some supports that this existence helps to ensure access to all, 

therefore, in future this can bring peace and equity.  Through intergroup understanding, the stigma about others 

can be removed and so this can help to resolve a conflict. Moreover, the traditional system is also a good source 

for learning peace. 

Whereas, others argue that such existence is a reflection of socio-economic, ideological segregation and this is a 

threat for present and future conflicts. This system also creates a sense of ‘others’. Children growing with 

different world views can fight with each other in near or remote future due to their vested interest.  

So, the existence of different streams of school education in Bangladesh may promote peace if we consider this 

difference as a source of ‘diversity ’. This diversity may cover the area of language, couture, religion and so on 

for the learning of young people from each other in Bangladeshi society. This learning on diversity is one of the 

core areas of discussion for developing young global citizens and making them conscious about ‘Others. ’ 

Again, for this, some organizational platforms and social network should be created in which students from 

different streams schools can interact and through this interaction, they can know each-other better. In this way, 

the negative stigma about each other can be removed. 

 

5.1.2   Textbook, Peace and Conflict 

Textbook, particularly in the context like Bangladesh, is an important weapon to create worldviews about peace 

and conflict. The textbook can be a good source for teaching solidarity. Textbooks can help to build and develop 

reading habit. The contents focus on diversity can help the children to praise diversity. 

On the other hand, the content focusing on the ‘mainstream’ identity, culture and so on can lead to creating the 

sense of ‘Others’. This enhances the dichotomy of the concept of the identity of ‘Majority’ and ‘Minority’.  

Again, too much concentration on memorization and examination-orientation are harmful to the development of 

a child to become a critical reader. 

General comments about the textbooks are children should not be taught every single thing that bothers the 

present society. Because if it is done then the result would be a heavily loaded curriculum with so many 

agendas, such as environmental sustainability, rights of children, inclusive environment for all, HIV/AIDS, life 

skills, health and hygiene education, citizenship etc. Rather than teaching every specific issue. The textbooks 

need to focus on developing some generic skills and attitude in children, such as critical and analytical thinking, 

reasoning, having empathy for others, tolerance, appreciating and nurturing diversity, collecting and analyzing 

data and be able to take informed decision etc.  

 

5.1.3   Teaching—Learning (TL) Process, Peace and Conflict 

Curriculum and textbook content is not automatically transmitted by teachers to students, one needs to explore 

how the teaching-learning process and interpretation of the textbooks in relation to its peace and conflict is 

imparted to the children. 

Child centric, sensitive and out of textbook activities can help the children to gain the competence of conflict 

management resolution. However, in Bangladesh teacher-centric Textbook oriented and examination-targeted 

practices provide little space to learn this. 

In a simpler form, at the school level, the most important pre-requisite is to have a peaceful learning atmosphere. 

So if the teaching-learning practice in schools of Bangladesh can initiate a peaceful culture which will start from 

within the staff and extend to the pupils, guardians and facilitators- that can lead to a peaceful educational 

system. The teachers should adopt a child-centered learning method rather than applying a teacher-centered 

classroom method. This can be done by developing a friendly and mutually respectful teacher-student 

relationship, and also by developing attitude and behaviors of appreciation, co-operation, belongingness and 

trust. Schools must start teaching peace values, norms and acts of kindness in an active and participatory way.  It 

can probably lead to a collective peace situation. Otherwise, it can give rise to a number of conflicts between 

school kids, between kids and teachers, between teachers and also between communities.  
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The present teaching-learning practice is very much concentrated on examinations, grades and results. The 

continuation of such practice can be very dangerous as this can harm the psychological development of the 

learners. This can also bound the teachers to do a new experiment and initiate joyful activities in the class-room. 

In addition, in many cases, this boost the ways to practice unfair means. All these can create an everlasting 

impact on children; committing suicide is one of the outcomes of this.  

 

5.2      Limitations and Further to do 

This study has several limitations and also this study explores many avenues for further to do. 

1. The study is based on the Bush and Saltarelli (2000) concepts of ‘two faces of education’. However, 

there are many other concepts regarding the relationship between education, peace and conflict. So, the 

design of this study has limited itself within one conceptual framework. The same subject-matter can be 

designed, interpreted differenly by following different concepts, theories. 

2. The participants for this study are 24 education professionals of Bangladesh. The themes are derived 

from their insights. More insights can be found if the number of participants was increased. Moreover, 

education professionals are not the only stakeholders for this. So, one can do further studies by adding 

different groups of stakeholders. 

3. This interview-based study focuses only on the perceptions of the education professionals on existence 

different streams, textbooks and teching-learning process regarding their relationship to educate peace 

and conflict to the children. So, the information collection process perse has its limitations. One can do 

further study follwoing differnt tools and analyzing procedures, for example, content analysis of texts, 

observation of the class-room and so on. 

4. This study concentrates only on school education. Further study can be done by including tertiary and 

other education sources.  

5. There remains multiple arguments concept of peace and conflict. In this study, the concepts of ‘peace’ 

and ‘concept’ have been taken in a very general manner and not very clearly defined. A study can be 

done on the perceptions of the education professionals on the various concepts of ‘peace’ and conflict’. 

Moreover, for the context of Bangladesh, the teaching and learning about liberation war 1971 is a very 

vital concern. One study can be done on this subject. 
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Abstract 

This paper aims to explore to what degree the Central Bank of Bangladesh(Bangladesh Bank) sterilized  

capital inflows by estimating a sterilisation coefficient, and to explore to what degree the central bank’s 

activities in the domestic market spurred additional capital inflows by estimating an offset coefficient.  

Monthly data for the period from 2013M1 to 2023M12 available from various government publications have 

been utilized in the analysis. The sterilisation coefficient was estimated through the estimation of the monetary 

policy reaction function, while the capital-flow equation was used to estimate the offset coefficient. Multiple 

regression technique has been applied to estimate the effects of the explanatory variables. The control 

variables included are the quantum index of industrial production(QIIP), money multiplier of broad money 

M2(MM2), spread between central bank policy rate and effective federal exchange rate(IF), spread between 

policy rate and call money rate (DS) and the nominal BDT/US$ exchange rate (NER). The results from the 

two equations from all specifications show that sterilization coefficients are relatively higher than the offset 

coefficients implying that the central bank of Bangladesh could frustrate the impact of foreign capital inflows 

on domestic money base. 

 Key words: Central Bank ‧ Monetary and Sterilization Policy ‧ Capital flows ‧ Sterilization Coefficients ‧ 

offset coefficients  

JEL classification: E41‧ E52 

 

1. Introduction 
The ability to run an efficient monetary policy in an open economy with a fixed exchange rate regime largely 

depends on the interaction between monetary policy instruments and capital inflows to the country. Capital 

inflow creates appreciation pressures that are neutralised by the central bank’s foreign exchange interventions 

(i.e. purchases of foreign exchange in the market), with the aim of maintaining exchange rate stability. However, 

the purchase of foreign exchange results in the increase of international reserves and the increase in money 

supply, which can build up inflationary pressures thus being in opposition to the central bank’s key objective. 

Therefore, central banks tend to conduct sterilization policies, estimating that the rise of inflationary pressures in 

the absence of sterilisation would be detrimental to financial stability and the economy as a whole. 

Analysis of sterilisation policy in the available literature is usually based on the estimation of two coefficients. 

The first, which is called the sterilisation coefficient, examines the intensity or the degree of sterilisation, i.e. the 

share of money created by foreign exchange interventions that the central bank neutralises by other monetary 

policy measures. Second, the estimation of the degree to which this kind of policy spurs additional capital 

inflows from abroad can be carried out by calculating the so-called offset coefficient. 

 

2.       Objectives 

The study aims at the investigation of the following: 

a) The money market scenario and the extent of capital flow in the last ten years using monthly 

data from 2013M1 to 2022M12. 

                                                      
*  Professor (Honourary), Institute of Statistical Research and Training (ISRT), University of Dhaka. Dhaka 1000.  

E-mail: kmatin@isrt.ac.bd; kmatin_isrt@yahoo.com 

mailto:kmatin@isrt.ac.bd
mailto:kmatin_isrt@yahoo.com


479 

b) To estimate the sterilisation and offset coefficients and their implications. 

 

3.        Data and Methodology 

The main sources of data has been the various publications of Bangladesh Bank. The Weekly economic 

indicator, the fortnightly economic indicator, Monthly Economic Indicator, Monthly Economic Trend, and 

Quarterly are the principal sources of data. Apart from these, online data from IMF, WB WDI , CEIC Wikipedia 

have been utilized. Current statistics generated by Bangladesh Bureau of Statistics, and Ministry of Finance 

have also been used particularly for macroeconomic variables. The online data maintained by ADB, OECD, 

World Bank and IMF have also been used. The examine the level and trend  Charts, percentage distribution, 
growth rate formulae and regression techniques have been applied.  

All ratios are estimated by the author. The Pooled Ordinary Least Squares (OLS) have been applied to estimate 

the effect of the explanatory variables. GLS random effect and Fixed effect-(Group variable-Months) model for 

panel data have also been applied to estimate the effect of the explanatory variables. The estimation of the 

regression equations has been carried out using the STATA14. 

 

4.         Findings and Analysis 

4.1      Some Stylised Facts on Money Supply 
Movement of various type of money supply, Money multiplier of broad money, Net Domestic Assets(NDA) , 

Net Foreign Assets(NFA) and their change and income velocity of money are depicted in charts 1-7. 

Movement of M0 M1 M2 and M3 

 

Chart 1. Movement of M0, M1, M2 and M3. BDT Crore 

 
Source and note: Data source. Bangladesh Bank. Analysis by the author 
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4.1.2     Movement of Money Multiplier of M2 and M3 

 

Chart 2. Movement of Money Multiplier of M2 and M3 

 
Source and note: Data source. Bangladesh Bank. Analysis by the author 

 

4.1.3     Movement of NFA, NDA and RM 

 

Chart 3. Movement of NFA, NDA and RM of Central Bank. BDT Billion 

 
Source and note. Data source. Bangladesh Bank. Analysis by the author 
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4.1.4    Movement of Share(%) of NDA and NFA in RM 

 

Chart 4. Movement of Share (%) of NDA and NFA in RM 

 
 

4.1.5.    Movement of ∆NDA and ∆NFA 

 

Chart 5. Movement of ∆NDA and ∆NFA 

 
Source & Note: Data source. Bangladesh Bank. Analysis by the author ∆NDA means change in 

NDA which is also called 1st difference of NDA. Similarly for ∆NFA. 

 



482 

4.1.6. Income Velocity of Money 

 

Chart 6. Income Velocity of Money (GDP/M2) 

 
Source & Note: Data source. Bangladesh Bank. Analysis by the author. 

 

5.       Capital Inflow 

5.1     Foreign Assistance 

The two major sources of foreign capital inflow in Bangladesh are (a) assistance from the development partners 

of Bangladesh-bilateral and multi-lateral agencies and (b) foreign direct investment(FDI). Bangladesh has been 

experiencing massive amount of inflow of foreign assistance as grants and loans since its independence in 1971. 

Most of these foreign assistance are negotiated by the Economic Relations Division, Ministry of Finance. This 

are regularly published in their annual flagship publication in great detail. Bangladesh so far have received 

122472 million US$ till June, 2023.  

Apart from this, there are some other channels, through which external assistance is negotiated. These include 

IMF credits and some special borrowings by Ministry of Food, Bangladesh Shipping Corporation, Bangladesh 

Biman, Bangladesh Petroleum Corporation, BPDB, BTCL, BTRC, assistance for Defence, NGOs and the 

private sector.  

Foreign assistance made available through NGO Affairs Bureau is composed of grants and loans. A total amount 

of US$ 14367.81 million from 1989/90 to 2022-2023 has been received on this account.  

Since independence total commitment and disbursement of Budget support was US$ 11081.45 million and US$ 

10282.51 million respectively. In FY 2022-23 commitment & disbursement of budget support was US$ 1875.28 

million & 1769.32 million respectively. (ERD, 2023). 

Table 1 and chart 8 give the amount of assistance negotiated through the ERD during FY2020 to FY2023, their 

relationship with the GDP and the per capita assistance in US$. At the present time foreign assistance equals 

about 2.5% of the GDP. During the period shown in the table per capita assistance has increased from US$ 15.07 

in FY2010 to US$ 58.11 in FY2023.  
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Table 1. Foreign Assistance Inflow (Disbursement) 

 

 

 

    

 

 

 

 

 

 

 

 

 

 
 

Source and note: Data source. ERD and Bangladesh Bank. Analysis by the author. 

 

Chart 7. Disbursement of Foreign Assistance. US$ million 

 
Source and note. Data source. ERD and Bangladesh Bank. Analysis by the author 

 

5.2      Foreign Direct Investment(FDI) 

Compared to foreign assistance, the foreign direct investment (FDI) is relatively a recent phenomenon in 

Bangladesh. Information on FDI is available from FY1997 when it received US$ 366.85 million as net FDI 

inflow. However the extent of FDI kept on moving upwards steadily and in FY2023 it gained a steam of US$ 

3249.68 million. Table 2 and chart 9 & 10 provide detailed information about the net FDI inflows during 

FY2020 to FY2023. The net FDI inflow works through three distinct operational procedures-equity capital, 

reinvested earnings and intra-company transfers. The total net FDI inflow was US$ 911.07 in FY2010 which 

increased to US 3249.68 in 2023-depicting a CAGR of 10.27%. The share of FDI to GDP was 0.79% in FY2010 

which with slight variation in the mid-way remained at about the same level in recent years. The per capita FDI 

inflow which was US$ 6.18 in FY2010 reached a level of about US 60 in recent years-about 10 times higher.  

 

Financial 

Year 

Disbursement 

US$ million 

Disbursement 

as % of GDP 

Per 

capita 

Inflow  

FY2010 2227.8 1.93 15.07 

FY2011 1776.7 1.38 11.86 

FY2012 2126.5 1.59 14.03 

FY2013 2811.0 1.87 18.29 

FY2014 3084.4 1.78 19.80 

FY2015 3043.1 1.56 19.27 

FY2016 3563.9 1.61 22.29 

FY2017 3677.2 1.47 22.72 

FY2018 6369.4 2.32 38.91 

FY2019 6542.6 2.16 39.51 

FY2020 7381.7 2.28 44.10 

FY2021 7957.6 2.24 

 

47.00 

FY2022 10969.3    2.58  64.22 

 FY2023 10012.9 2.38  58.11 
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Table 2. Net FDI Inflow by Components. FY2010-FY2023 

Financial 

Year Equity 

Capital 

 

 

 

 

Reinvested 

earnings 

 

 

 

 

Intra-

company 

Transfers 

 

 

 

Total  

Net FDI 

Inflow 

 

 

 

 

Share of 

Total Net 

FDI 

Inflow in 

DP% 

Per capita 

Net 

FDI 

inflow 

Gross 

FDI 

Inflows 

Share of 

Gross FDI 

Inflow in 

GDP% 

FY2010 515.14 331.10 66.78 913.02 0.79 6.18   

FY2011 249.95 445.19 83.9 779.04 0,60 5.20   

FY2012 454.1 542.35 198.43 1194.88 0.89 7.88   

FY2013 761.03 645.64 323.96 1730.63 1.15 11.26   

FY2014 233.84 795.78 450.72 1480.34 0.86 9.50   

FY2015 528.03 1141.34 164.5 1833.87 0.94 11.61   

FY2016 595.55 1154.45 343.53 2003.53 0.90 12,53   

FY2017 1006.74 1253.00 195.07 2454.81 0.98 15.17   

FY2018 614.76 1253.44 712.24 2580.44 0.94 15.76   

FY2019 1195.2 1363.46 1330.33 3888.99 1.29 23.48   

FY2020 727.93 1510.09 132.43 2370.45 0.73 14.14 3232.81 1.00 

FY2021 816.17 1585.94 105.2 2507.31 

 

0.71 

 

14.80 3386.86 0.95 

FY2022 346.94 

 

 

2044.79 

 

 

47.9 

 

 

3439.63 

 

 

 

0.80 

 

 

 

20.13 4635.67 1.09 

FY2023 795.94 2370.54 83.2 3249.68 

 

0.77 

 

18.86 4428.09 1.05 

Source and note. Data Source. Bangladesh Bank. Analysis by the author. Any Blank cell indicates non-availability of data. 

 

Chart 9. Net FDI Inflow. US$ million 

 
Source and note. BB. (2024). Foreign Direct Investment and External Debt  

January-June, 2023. Bangladesh Bank. Analysis by the author. 
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Chart 10: Net FDI Inflow By Types 

 
Source and note: BB. (2023). Foreign Direct Investment and External Debt January-June, 2023. 

Bangladesh Bank. Analysis by the author. 

 

6.       Capital Outflow 

6.1 The net capital Outflow during the last five financial years in shown in table 3. The net capital outflow was 

US$25.97 million in FY2019 which reached a high of US$ 70.71 million in FY2022 and for the most recent 

FY2023 its value again decreased to US$32.22 million. 

 

Table 3: Net FDI Outflow by Components. FY2019-FY2023 

Financial 

Year 

Equity 

Capital 

 

 

 

Reinvested 

earnings 

 

 

 

Intra-

company 

Transfers 

 

 

Total 

Net FDI 

outflows 

 

 

 

Share of 

Total Net 

FDI 

outflow in 

GDP% 

 

Per capita 

Net 

FDI 

outflow 

Gross 

FDI 

Outflows 

Share of 

Gross FDI 

Outflow in 

GDP% 

FY2019 1.63 22.26 2.08 25.97 0.007 0.16 37.37 0.011 

FY2020 14.94 19.59 -24.00 10.52 0.003 0.06 37.52 0.010 

FY2021 4.13 27.79 27.42 59.34 0.014 0.35 65.17 0.016 

FY2022 6.89 20.63 43.19 70.71 0.015 0.41 75.92 0.016 

FT2023 11.68 41.42 -20.88 32.22 0.007 0.18 67.43 0.015 

Source and note: BB. (2023). Foreign Direct Investment and External Debt January-June, 2023. Also earlier issues. Bangladesh Bank 

 

6.2      Capital Outflow: Capital Flight/Money Laundering 

Apart from ways mentioned above there are other means which are known as illicit money transfers as labeled 

by Global Financial Integrity. According to a 2021 Global Financial Integrity (GFI) report, $61.6 billion was 

smuggled out of Bangladesh from 2005 to 2014. Bangladesh loses $8.27 billion annually to trade misinvoicing. 

By 2030, GFI predicts this could exceed $14 billion annually. The glaring discrepancy between data from the 

Export Promotion Bureau and Bangladesh Bank is an eye-opener to direct capital flight—a $12 billion gap 

between export shipments and actual receipts from abroad-usually attributed to the delay in repatriation of 

export earnings by the exporters. . Last September, customs authorities found 33 readymade garment factories 

and buying houses laundered at least BDT 

821 crore in the previous six years. The launderers resorted to two tactics – under-invoicing and using incorrect 

shipping codes. Experts fear this is only the tip of the iceberg of TMBL in Bangladesh. (GFI,2021)  
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7.        Model Specification 

There are two empirical approaches to assess the impact of sterilization policy of the central bank of a country 

on domestic monetary base. The first approach, based on Cumby and Obstfeld (1981), uses only monetary 

policy reaction function of the central bank to determine sterilization coefficient. 

On the contrary, the second approach, centred on Kouri and Porter (1974), argues that net domestic assets and 

net foreign assets simultaneously affect each other. In other words, both variables endogenous to the model. 

Therefore, according to them, monetary policy reaction function can be converted into capital flow equation by 

merely reversing it as both variables i.e. net domestic assets and net foreign assets are endogenous to the model. 

Thus sterilization and offset coefficients can be estimated from the same function/equation by merely inverting 

the one for the other. 

Following Kouri and Porter (1974), we also assume net domestic assets (∆NDA) and net foreign assets (∆NFA) 

to be endogenous and estimate sterilization and offset coefficients for Bangladesh from the following empirical 

models respectively: 

 ∆NDAt = + ∆NFA t+ 2t +  ∆QIIPt +  ∆IFt +  ∆DSt +  ∆NERt +    (1) 

 ∆NFAt = + ∆NDAt + 2t +  ∆QIIPt +  ∆IFt +  ∆DSt +  ∆NERt +    (2) 

The first equation is the famous monetary policy reaction function which is used to evaluate the effectiveness of 

sterilization policy of the central bank to neutralize the impact of foreign capital inflows on domestic monetary 

conditions. The sterilization coefficient is estimated from this reaction function. The coefficient of net foreign 

assets (∆NFA) in equation (1) i.e.   is the sterilization coefficient whose value is expected to be negative and 

ranges between 0 and -1. First extreme value (i.e. 0) implies no sterilization at all and the second extreme value 

(i.e. -1) means full sterilization of the effect of foreign assets on domestic assets (∆NDA). Any value between 

these two extremes implies partial impact of the central bank’s sterilization policy on domestic monetary 

conditions. Higher sterilization coefficient value is consistent with more effective sterilization policy and vice 

versa. 

The equation (2) is merely a reverse of the equation (1) and is termed as capital flow equation (Kouri and Porter 

1974). It measures how foreign capital or net foreign assets respond to changes in domestic monetary 

conditions.  in equation (2) is the offset  coefficient  that estimates how the central bank’s efforts to sterilize 

the impact of foreign exchange reserves on domestic monetary base are neutralized/offset by the fresh capital 

inflows. Like  the expected value of  is between 0 and -1. Both extreme values represent no and full 

offsetting effect of the net foreign assets on sterilization interventions respectively. Full offsetting effect i.e. = 

-1 implies that net domestic assets and net foreign assets are perfect substitutes of each other suggesting any 

change in one is reflected in equal and opposite changes in the other. Conversely =0 suggests imperfect 

substitutability between net foreign and domestic assets implying that the former do not respond to any changes 

in the latter. Value of the offset coefficient in between these two extremes indicates partial 

neutralization/offsetting effect of the fresh inward capital movements on the sterilization policy. 

Other variables used in equation (1) and (2) are quantum index of industrial production (∆QIIP), money 

multiplier of broad money M2 (∆MM2), difference of call money rate and US three months commercial paper 

rate(∆IF), difference of policy rate and call money rate(∆DS), and nominal BDT/US$ exchange rate(∆NER). 

Used as a proxy of real gross domestic product/income, ∆QIIP is expected to have positive effective on 

domestic and foreign assets (Ljubaj et al, 2010). Hence the expected value of α3 and β3 is positive. Interest rate 

differential (∆IF) is calculated as a difference between domestic and foreign rate of interest. The coefficients of 

∆IF i.e. α4 and β4 in equation (1) and (2) respectively are conditional on the comparative value of the domestic 

and foreign interest rate. 

α4 in equation (1) will be negative if domestic rate of interest is higher than that of foreign rate of interest 

because credit (net domestic assets) is inversely related with interest rate. It will be positive in the opposite case 

because comparatively higher foreign rate of interest will make domestic capital to flow out in search of higher 

profits abroad. On the contrary, the β4 in equation (2) will be positive if domestic rate of interest is greater than 
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its foreign counterpart as foreign capital inflows are positively associated with domestic interest rate. The 

coefficient of nominal exchange rate α6 in equation (1) is assumed to be positive because central banks raise 

domestic credit to decrease appreciating effect of the foreign inflows on local currency with a view to improve 

competitiveness of domestic goods in international market. Conversely, β6 in equation (2) is expected to have 

some negative value as foreign inflows are inversely related with domestic real exchange rate.( Cumby & 

Obstfeld, 1981, Ljubaj et al, 2010, RBI, 2018, Khushik et al, 2021). The following paragraph is a quote from 

RBI analysis in Indian context. 

‘’Sterilisation operations, if undertaken through sale of domestic securities, can put upward pressure on 

Domestic interest rates which, in turn, can widen interest rate differentials. In such a scenario, sterilization 

Operations can trigger higher capital inflows. Thus, the change in net domestic assets (NDA) can be nullified 

through a change in net foreign assets (NFA). Empirically, the extent and effectiveness of sterilisation operations 

undertaken by a central bank can be measured by computing sterilization and offset coefficients, respectively, 

both varying between 0 and -1. The sterilisation coefficient measures the extent to which the NDA of a central 

bank change in response to a change in NFA, while the offset coefficient measures the extent to which a 

decrease/increase in NDA causes an increase/decrease in NFA. A value of -1 for the sterilization coefficient 

suggests complete sterilisation, i.e., no impact of capital flows on the reserve money, a value of 0 would imply 

that forex intervention is not sterilised at all by the central bank. A value of -1 for offset coefficient suggests the 

complete ineffectiveness of the central bank in sterilising capital flows, i.e., complete attenuation of monetary 

control. An offset coefficient value of -1 can also be an indication of perfect capital mobility, while a value of 0 

would imply no capital mobility(RBI, 2018)’’ 

 

7.1.      Data and Variables used in the Regression Analysis. 

To examine the relationship between the dependent variable and the  explanatory variables, the standard 

regression model is used and it could be defined as follows for observation month t  

where    = α0  + β Xit +  εit i = 1 …… N        (1) 

       is the change in dependent variable( NDAt or NFAt) of the Central Bank in the month t 

  (α0,  β)  is a vector of parameters 

   Xit is a vector of explanatory variables,  εit is a stochastic error term 

The description of variables and their measurements are given in Table 1. 

 

Table 4: Description of the variables used in the regression models 

Variable Description 

NDAt Net domestic assets of Central Bank in month t 

NFA t Net foreign assets of Central Bank in month t 

MM2t Money Multiplier of broad money M2 obtained as M2/RM in month t 

MM3t Money Multiplier of broader money M3 obtained as M3/RM in month t 

QIIPt Quantum index of Industrial Production used as proxy for economic growth/GDP in month t 

IFt Spread between central banks’s call money rate and effective federal exchange rate(US three months 

commercial paper rate.)  in month t 

DSt Spread between the policy rate and the weighted average call rate 

 of Central Bank in month t. 

NERt Nominal exchange rate BDT/US$ in month t 

Source & note. In the regression analysis all variables were used in their first difference. 

 

Descriptive Statistics of the study variables used in the regression analysis is shown in table 
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Table 5: Descriptive Statistics 

Variable Observation Mean Std dev Minimum Maximum 

NDAt 120 -20058.4 275796 462342.8 1442188 

NFAt 120 238319.9 78085.5 100134 387438.6 

RMt 120 218261.4 75019.37 106243.7 380011.7 

M2t 120 1093243 349212.6 562476,8 1754176 

M3t 120 1327767 457830.7 637746.2 2144175 

MM2t 120 5.06 0.22 4.48 5.51 

MM3 120 6.08 0.21 5.44 6.55 

QIIPt 120 345.6 105.2 185.7 570.6 

IFt 120 3.97 2.19 0.26 10.14 

DSt 120 1.50 1.52 -3.04 4.58 

NERt 120 82.21 4.63 77.40 98.86 

 

Table 6: Correlation Matrix of the study variables 

 NDAt NFAt MM2t QIIPt IFt DSt NERt 

NDAt 1       

NFAt -0.2107   1      

MM2t 0.1481  -0.7195   1     

QIIPt -0.0041   0.9311  -0.5883   1    

IFt 0.3803  -0.7936   0.6859  0.7179   1   

DSt -0.7838   0.4137  -0.4770   0.2320  -0.7554   1  

NERt 0.4033   0.7485  -0.4645   0.8389  -0.5453  -0.0948   1 

Source and note: Author’s analysis. Any correlation coefficient higher than 0.2107 is statistically significant at 5 per cent 

level. 

Table 7a .  Regression Results of Sterilisation (∆NDA) . Equation (1) 

Independent 

Variables 

Expected sign  Regression coefficient (standard error) 

Pooled OLS GLS Random Effects.Group 

variable(Months) 

GLS Fixed effect. 

Group variable(Months) 

Model  (1a) (1b) (1c) 

∆NFA  -.87*** 

(.06) 

-.90*** 

(.06) 

-.93*** 

(.06) 

∆MM2  -52901.21*** 

(1870.45) 

-51815.52*** 

(1846.45) 

-50807.13*** 

(1931.77) 

∆QIIP  2.00 

(7.16) 

-1.23 

(7.16) 

-3.80 

(7.51) 

∆IF  -1195.22 

(1593.62) 

-944.19 

(1534.80) 

-814.75 

(1570.39) 

∆DS  -879.49 

(1579.92) 

-688.52 

(1544.13) 

-641.18 

(1595.56) 

∆NER  1452.41** 

(559.58) 

1192.38** 

(538.57) 

982.26* 

(552.76) 

CONSTANT  1464.54*** 

(313.88) 

1583.87*** 

(458.22) 

1699.73*** 

(306.56)  
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R square  .9022 .9012 .8989 

Sigma_u   1205.07 1480.84 

Sigma_e  . 2741.42 2741.42 

rho   .1619 .2258 

Wald Chi2   1114.43  

F  172.23  178.33 

P value  .0000 .0000 .0000 

D-W  2.15   

N  120 120 120 

Source and note. Author’s analysis. * statistically significant at 10 percent level,  

** statistically significant at 5 per cent level, *** statistically significant at 1 per cent level. The models were estimated by 

STATA14. In the regression analysis all variables were used in their first difference. 

 

Table b: Regression Results of Offset (∆NFA). Equation (2) 

Independent 

Variables 

Expected sign  Regression coefficient (standard error) 

Pooled OLS GLS Random Effects. 

Group variable(Months) 

GLS Fixed effect. 

Group variable (Months) 

Model  (2a) (2b) (2c) 

∆NDA  -.71*** 

(.05) 

-.70*** 

(.06) 

-.70*** 

(.06) 

∆MM2  -39844.45*** 

(3006.04) 

-39432.63*** 

(2988.16) 

-36536.33*** 

(2976.57) 

∆QIIP  6.34 

(6.34) 

5.89 

(6.41) 

1.78 

(6.52) 

∆IF  -58.54 

(1442.16) 

47.53 

(1423.75) 

525.79 

(1362.08) 

∆DS  673.86 

(1426.72) 

760.28 

(1412.78) 

1024.16 

(1380.45) 

∆NER  378.03 

(518.87) 

327.38 

(511.47 

-38.64 

(486.57) 

CONSTANT  1819.23*** 

(257.55) 

1833.61*** 

(273.75) 

1946.09*** 

(233.69) 

R square  .6619 .6616 .6467 

Sigma_u   334.54 1508.52 

Sigma_e   2376.38 2376.38 

rho   .0194 .2872 

Wald Chi2   223.56  

F  36.54  40.30 

P value  .0000 .0000 .0000 

D-W  1.74   

N  120 120 120 

Source and note: Author’s analysis. * statistically significant at 10 percent level, ** statistically significant at 5 per cent level, *** 

statistically significant at 1 per cent level. The models were estimated by STATA14. In the regression analysis all variables were used 

in their first difference. 
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8. Cross Country Comparison 

Table 8 and 9 provides information about sterilization and offset coefficients obtained from conducting 

research in some peer countries. Our estimated values compares well with the findings in other 

countries.   
 

Table 8. Estimates of Sterilisation and Offset Coefficients 

 
Source and note: Table adapted from Grewal & Trivedi. 2022. 

 

Table 9: Cross Country Comparison 

 
Source and note. Table adapted from. Jan, Elahi and Zaid (2005) 

 

9. Conclusions 
This paper aims to explore to what degree the Central Bank of Bangladesh(Bangladesh Bank) sterilized  capital 

inflows by estimating a sterilisation coefficient, and to explore to what degree the central bank’s activities in the 

domestic market spurred additional capital inflows by estimating an offset coefficient.  Monthly data for the 

period from 2013M1 to 2023M12 available from various government publications have been utilized in the 

analysis. The sterilisation coefficient was estimated through the estimation of the monetary policy reaction 

function, while the capital-flow equation was used to estimate the offset coefficient. Multiple regression 

technique has been applied to estimate the effects of the explanatory variables. The control variables included 

are the quantum index of industrial production(QIIP), money multiplier of broad money M2(MM2), spread 

between central bank policy rate and effective federal exchange rate(IF), spread between policy rate and call 

money rate (DS) and the nominal BDT/US$ exchange rate (NER). The results from the two equations from all 

specifications show that sterilization coefficients are relatively higher than the offset coefficients implying that 

the central bank of Bangladesh could frustrate the impact of foreign capital inflows on domestic money base. 
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Factors Influencing the Capital Adequacy Ratio of Commercial  

Banks of Bangladesh: A Panel Data Analysis  
 

 

Khan A. Matin * 

           

 

Abstract 

This paper examines explanatory factors that influence capital adequacy ratio (CAR) in the commercial banks 

of Bangladesh. The study covers all commercial banks during the period 2010-2020. There were 47 banks in 

2010 which over time increased to 60 banks in 2020. Thus the panel was unbalanced. We examined the 

relationship between CAR as dependent variable and the following independent variables: earning to assets 

ratio, profitability, liquidity, net interest margin, growth, size, loans to assets ratio and deposits to assets ratio. 

We have used Ordinary Least Squares, GLS-random effect and GLS-fixed effect model using STATA14 to 

estimate the parameters in multiple regression analysis. The results show that bank size, equity to asset ratio, 

and earning on assets had significant positive effect on capital adequacy ratio while the effect of 

nonperforming loans, interest rate spread, credit growth and net interest margin and inflation rate was 

negative and statistically significant.  

Keywords: Capital Adequacy Ratio (CAR) ‧ Commercial Banks ‧ Bangladesh  

JEL classification: C4 ‧ F15 ‧ G21 ‧ G28 ‧ L19 

 

1.      Introduction  

Capital to Risk weighted Asset Ratio or Capital Adequacy Ratio CARit 

Capital adequacy ratio makes the banks to ensure their capacity to meet their liabilities and other risks like credit 

risk, market risk and operational risk. Capital adequacy focuses on the overall position of bank's capital and the 

protection of the depositors and other creditors from potential losses that a bank might incur. It helps the banks 

to absorb possible losses due to credit, market and operational risks that a bank might be exposed to during its 

normal course of business. Under Basel-III, banks in Bangladesh are instructed to maintain the minimum capital 

requirement (MCR) at 10.0 percent of the risk weighted assets (RWA) or BDT 5.0 billion as capital, whichever 

is higher. The aggregate amount of regulatory capital of the banking sector was BDT 1571.8 billion as on 31 

December 2022 which increased to BDT 1578.1 billion at the end of June 2023. The CRAR of the banking 

industry as a whole was 11.2 percent at the end of June 2023.(BB Annual Report 2022-23), The average value of 

the CRAR in our sample banks was found to be 11.64% in the panel during the period 2010-2020. Capital 

adequacy ratios are a measure of the amount of a bank's capital expressed as a percentage of its risk weighted 

credit exposures. According to international standards minimum capital adequacy ratio for the banks are 

required because they can absorb a reasonable level of losses before becoming insolvent. Applying minimum 

capital adequacy ratios serves to protect depositors and promote the stability and efficiency of the financial 

system. Chart 1 shows the movement of Capital Adequacy Ratio of the commercial banks of Bangladesh during 

1996-2020.  
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Chart 1: Capital to Risk-weighted Asset Ratio(%):1998-2020 

 

Yhat = 6.407 + .256TIME , R
2
= .727, F(1,21)=56.008 P= .000   DW= 1.479 

Source and note. Data Source. Bangladesh Bank. Analysis by the author. 

 

Banking Sector Performance 

The capital adequacy performance scenario of the banking sector of Bangladesh in 2022 is given in table 1. At 

end-December 2022, out of total 61 banks 45 banks could maintain CRAR of 12.50% and more- with the 

minimum regulatory requirement of 10% with a Capital Conservation Buffer (CCB) of 2.5%, in line with Basel 

III. 11 scheduled banks could not maintain the minimum required CRAR of 10%. Moreover, additional 5 banks 

were not able to maintain the CCB of 2.50% with an existing CRAR of 10%. It is encouraging to see that as 

high as 45(73.8%) of the banks have CRAR of 12.50% and above. 

 

Table 1. Distribution of Banks by CRAR 

CRAR Class Number of 

Banks (%) 

<0.10% 11(18.0) 

≥10.00- but<12.50%   5(8.2) 

≥12.50-but<15.00 16(26.2) 

≥15.00-but <20.00 14(23.0) 

≥20.00 15(24.6) 

All Class 61(100.0) 

Source and note. Data source. BB. FSR 2022. Analysis by the author. 

 

Table 2 provides information on CRAR for some selected countries. We see that the value of CRAR is much 

higher by several percentage point shown in the table. 

 

Table 1: CRAR for some Selected Countries 

Country CRAR (%) 

 2016 2017 2018 2019 2020 

Bangladesh 10.8 10.8 10.5 11.6 11.6 

India/a 13.3 13.9 13.7 15.1 15.8 

Pakistan 16.2 15.8 16.2 17.0 18.6 

Sri Lanka 15.6 15.2 15.1 16.5 16.5 

Source and note. Adapted from BB. FSR 2020. a/ Data as of end-September 
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2.       Objectives  

This paper examines explanatory factors that influence capital adequacy ratio (CAR) in the commercial banks of 

Bangladesh. during the period 2010-2020. 

 

3.       Data and Methodology 

Data of all bank specific variables were obtained from the Websites of the respective banks. The annual data of 

all commercial banks for the sample period of 11 years from 2010 to 2020 have been used to estimate the model 

involving panel data.. The panel variable-banks was unbalanced. The  data were compiled from Annual Reports 

and Financial Statements of individual banks, Annual Reports of Financial Institution Division(FID) and 

publications of Bangladesh bank and Bangladesh Bureau of Statistics. Current statistics generated by 

Bangladesh Bureau of Statistics, Bangladesh Bank and Ministry of Finance have also been used particularly for 

macroeconomic variables. The online data maintained by ADB, OECD, World Bank and IMF have also been 

used. All ratios are estimated by the author. The Pooled Ordinary Least Squares (OLS), GLS Random 

Effects(Group variable-Banks), GLS-Fixed effect-Group variable-Banks model for panel data have been applied 

to estimate the effect of the explanatory variables. The estimation of the regression equations has been carried 

out using the STATA14.   

 

Variable Measurements and their Operationalisations 

Dependent Variable: Capital Adequacy Ratio 

Bank capital adequacy ratio has been measured as ratio of capital fund to Risk Weighted Assets 

To examine the relationship between the capital adequacy ratio of the banks and explanatory variables, the 

standard regression model is used and it could be defined as follows for observation (bank) i by using the capital 

adequacy ratio score as dependent variable, this study extends equation (1) and estimates the following model: 

 

Where it  = α0  + β Xit +  εit i = 1 …… N       (1) 

    

it   
is the capital adequacy ratio of  ith bank in the period t 

  

  (α0,  β)  is a vector of parameters 

  

   Xit is a vector of explanatory variables,  εit is a stochastic error term 

 

The description of variables and their measurements are given in Table 1. 
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Table 2. Description of the variables used in the regression models. 

Variable Description Proxy Hypothesised Relationship 

Dependent   

CARit  Capital to Risk-weighted Assets Ratio     Not applicable 

Independent  

Bank specific characteristics(internal determinants) 

SIZEit Natural logarithm of  Total Assets  Bank size + 

LTAit  Loan divided by Total Assets  Default risk + 

NPLit Non-performing loans divided by Total 

Assets 

Default risk + 

EQUITTAit Total equity/Total assets  _ 

IRS/LSit Lending spread:difference between interest 

rate on loans and interest rate on deposits 

 + 

LD/ADRit Advance to deposit ratio  + 

EOAit Net income/total Assets  +/- 

NIMit Net Interest margins   

CGRit Credit growth   

Macroeconomic variable 

GDPGRt Real GDP growth rate per cent in year t. 

 

Business 

cycle       

+/-- 

INFLt CPI Inflation rate per cent in year t Business 

cycle 

+/- 

 

Variable definitions: 

CAR i, t   = Capital to Risk-weighted Assets Ratio of bank i in year t 

SIZE i, t  =  Natural logarithm of  Total Assets of bank i in year t 

LTA i, t  =  Loan/Total Assetts of bank i in year t 

NPL i, t  =  Non-performing loans/Total Assets of bank i in year t 

EQUITTA i, t =  Equity capital /Total Assets. of bank i in year t 

LS i, t  =   Lending spread:difference between interest rate on loans and interest rate on  

deposits of bank i in year t 

ADRit  =  Advance to deposit ratio of bank i in year  t 

EOAit   =  Net income/total assets of bank I in year t.   

NIMit =  Net Interest margins of bank I in year t 

CGRit =  Credit growth rate of bank i in year t. 

GDPGR t  = Real GDP growth rate per cent. 

INFLt  =  CPI Inflation rate per cent in year t 
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4.        Findings and Analysis 

4.1      Descriptive statistics of study variables 

 

Table 3. Descriptive statistics of study variables (N = 586) 

Variable name N Mean St. dev Minimum Maximum 

CARit 586 11.64 27.43 -133.20 220.70 

SIZEit 586 11.55 1.45 4.03 15.90 

NPLit 586 9.81 15.63 0 100.00 

LTAit 586 2.70 41,96 .04 1015.21 

EQUITTAit 586 5.29 318.87 -3089.67 2837.21 

IRS/LSit 586 4.74 1.85 -3.10 11.65 

LD/ADRit 586 88.96 61.74 2.08 1212.87 

EOAit 586 0.58 13.74 -139.08 158.66 

NIMit 586 2.53 20.05 -33.43 298.92 

CGRit 586 11.10 1.43 3.56 14.93 

GDPt 586 6.46 1.22 3.51 8.15 

INFLt 586 6.75 1.52 5.44 10.91 

Source and note: Data source. Bangladesh Bank. Analysis by the author 

 

4.2 Correlation Matrix of study variables 

4.3  

Table 4: Correlation Matrix of study variables.(N=586) 

 SIZE NPL LTA EQTA IRS ADR EOA NIM CGR GDP 

SIZE 1          

NPL -.188   1         

LTA -.189   .211 1        

EQTA   -.166 -204 -0.201   1       

IRS -,109 .111 0.010  -0.059   1      

ADR -.171 -011 0.032   0.318  -0.046   1     

EOA -.172 -.146   0.037  -0.157  -0.147  0.231  1    

NIM -.386 -0.059   0.294   0.613  -0.032   0.275  0.592   1   

CGR .887 -0.099   0.011   0.856  -0.050   -.014   -.105   -.224   1  

GDP .006 0.039   0.061   0.037   0.097   0.042   0.022   0.074   0.044   1 

INFL -.086 0.0732  -0.041  -0.003   0.224  -.048  -.018  -.018  -.126  -.106   

Source and note: Author’s analysis. Any correlation coefficient higher than 0.105 is statistically significant  at 5 per cent level.   
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Regression Analysis 

Table 5: Regression Results of Capital Adequacy Ratio (CAR) 

Independent 

Variables 

Expected 

sign 

 Regression coefficient(standard error) 

Pooled OLS GLS Random Effects. 

Group variable(Banks) 

GLS Fixed effect. 

Group variable(Banks) 

Model  (1) (2) (3) 

SIZEit + 11.88*** 

(1.99) 

6.76*** 

(1.83) 

2.39 

(1.78) 

NPLit - -.54*** 

(.05) 

.940* 

(.420) 

-.027 

(.08) 

LTAit + .0003 

(.0002) 

.0003 

(.0002) 

.0003 

(.0002) 

EQTAit _ .023*** 

(.004) 

.015*** 

(.004) 

.015*** 

(.004) 

IRS it + -.99** 

(.45) 

-1.03** 

(.423) 

-1.17** 

(.40) 

ADRit + -.014 

(.015) 

-.001 

(.03) 

. 02 

(.01) 

ROAit + .17** 

(.07) 

.111* 

(.06) 

 .10* 

(.05) 

NIMit + -.20*** 

(.06) 

-.145** 

(.06) 

-.133** 

(.06) 

CGRit - -18.77*** 

(1.83) 

.-16.18*** 

(1.70) 

-16.71*** 

(1.66) 

GDPt +/ 1.10 

(.65) 

.88 

(.53) 

.69 

(.49) 

INFLt +/- -2.90*** 

(.53) 

-2.70*** 

(.46) 

-3.2*** 

(.45) 

CONSTANT  109.70*** 

(10.28) 

137.34** 

(12.27) 

193.59*** 

(15.44) 

R square  .5353  .4600 .2507 

Sigma_u    9.8552 22.98 

Sigma_e   13.8613 13.8613 

rho    .3357 .7332 

Wald Chi2(11)   323.00  

F(11,574)  60.11   

F(11,516)    25.76 

P value  .0000 .0000 .0000 

D-W Statistic     

N  586 586 586 
Source and note. Author’s analysis. * statistically significant at 10 percent level, ** statistically significant at 5 per 

cent level, *** statistically significant at 1 per cent level. The models were estimated by STATA14 
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Bank Size 

The Size of a bank has historically been a key determinant in the capital structure/level. Researchers have taken 

the view that large firms are less susceptible to bankruptcy because they tend to be more diversified than smaller 

companies. Bateni L., etl., (2014) in their study of 6 private Iraninan Banks during the period 2006 – 2013 found 

that CAR is adversely affected by bank’s size, with a conclusion that large Iranian banks have low supervisory 

control on their capital adequacy ratio, and large banks attain a high risk assets portfolios. Amidu M (2007) 

investigates on the determinants of Capital Structure in Banks in Ghana and conclude that profitability, 

corporate tax, growth, asset structure, and size influence banks’ capital structure decision. Ghoshi et al. (2003) 

find that Indian public sector banks have not resorted to assets substitution across the risk weight categories but 

instead substituted low risk government securities for high risk loans in order to meet their capital requirement. 

This shows that capital regulation does influence the banks decisions making. Bank Size is an important bank 

specific determinant of bank profitability (Hirindu and Kushani, 2017). The natural logarithm of total asset is 

used as a proxy of bank’s size. The relationship between bank size and capital adequacy it may be positive or 

negative. According to the result Shingjergji and Hyseni (2015) they found positive relationship between bank 

size and capital adequacy ratio. On which they state those Albanian banks with higher total asset they tend to on 

capital adequacy ratio. The result in table 5 shows that bank size has a positive and significant effect on capital 

of the banks in pooled OLS and GLS-random effect model. But its effect on CAR was statistically insignificant 

in GLS fixed effect model.  There are different researches that have been done in different countries and have 

result of positive or negative effect on capital adequacy of the banks. The study done by Shingjergji and Hyseni 

(2015) in the Albanian banks have found that bank size have a positive effect on capital adequacy ratio. 

Almazari (2013) in his study in the Saudi Arabian banks found that as there is a positive relationship between 

bank size and capital adequacy. On the hand Bateni et.al.(2014) they found a negative relationship between bank 

size and capital adequacy in the Iranian banks. The Jim Wong, Ka-fai Choi and Tom Fong (2005) have done 

research in the Hong Kong banks and their estimation results shows as there is astatistically significant negative 

relationship between CAR and bank size have an increase in eir capital adequacy. 

 

Non-performing loans NPLit 

NPLit is a measure of non-performing loans. Rottke and Gentgen (2008) documented high levels of NPLs in 

balance sheets of banks during a banking crisis when an economy experienced distressed debt cycles. Lin and 

Mei (2006) attributed the main cause of a bank failure to a large number of NPLs. The variable NPLit had 

significant negative effect on capital adequacy ratio in pooled OLS model and a moderately significant (P<.10) 

positive effect in GLS-random effect model. Its effect on capital adequacy ratio in GLS-fixed effect model was 

statistically insignificant. The positive effect was statistically significant at 5 per cent level in model(1) and 

model(2) but its effect on provisioning was highly significant(P<.01) in model(3). 

 

Total Loan Ratio LTAit 

Thampy (2004) explains the impact of capital adequacy regulation on loan growth. Since loans have the highest 

risk weight, a capital constrained bank would want to conserve its capital by allocating fewer assets to loans. 

This trend becomes more severe as the capital constraint becomes binding which is the case for banks with less 

than the required capital level. However, for banks with high capital adequacy ratios, there is little impact on 

loan growth. He also shows that in a capital constrained environment banks will reduce the supply of loans. It 

also provides an explanation for the high proportion of investments held by banks. The reduction in the supply 

of loans is greater for banks which are inefficient. The impact of higher capital standards on the supply of bank 

credit in the economy would have a greater impact in economies which have a bank dependent or dominated 

financial system as opposed to a capital markets dominated system. Abdioglu and Ahmet (2011) investigate the 

determinant of capital adequacy in Turkish banks and explain that there is a positive relationship between asset 

quality and capital adequacy, especially the ratio of loan to total asset. Total loan Ratio is the ratio of total loans 

to total assets and represents a proxy for the risk profile of the bank. Fernando and Ekanayake (2015) have 

found that negative and significant relationship between loan loss provision and total loan in public licensed 

commercial banks. The loan to asset ratio (LTA) is a proxy for the bank’s risk profile--the greater the loan 

extension, the high the risk tolerance of bank managers (the alternate is to invest in risk-free government 
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bonds(Ghosh, 2007). However, Dhakal (2015) have found significant and positive relationship with loan loss 

provision. We would expect to have a positive relationship between total loan ratio and loan loss provision. 

Share of loans is a ratio of total loans to total asset. At a bank’s level, the loans are assets with risk, and their 

large share in the bank assets means a growth of the bank’s exposure to risks, especially the credit risk. Thus, a 

high value of the indicator could also mean a possible deterioration of the bank assets’ quality with a negative 

effect upon profitability. On the other side, we consider the fact that the banking loans are the main income 

source for a bank, thus, a high level of this indicator is expected to have a positive impact up on profitability, 

since the bank registers a growth of interest income. The LTA is a metric that measures the relation of total loans 

outstanding as a percentage of total assets. This ratio specifically helps investors to gain a whole analysis of a 

bank‘s portfolio. Banks with a moderately higher LTA get more of their income from loans and investments, 

whereas those with lower LTA level derive more of their income from asset management, noninterest-earning 

sources or trading. These banks with lower LTA are also considered to achieve better throughout any economic 

downturns. Our findings indicate that LTA has a significant positive impact on the capital adequacy ratio. The 

result of regression analysis shown in table 5, indicates that the variable LTA did not exert any significant 

influence on capital adequacy ratio in any of the models considered. 

 

Total equity to total assets (EQTAit)  

There are several different ratios to use in order to assess the leverage of a company or bank. Leverage ratios are 

important, particularly for banks, since they equate core capital to total assets. The Tier 1 capital ratio is used to 

calculate how leveraged a bank is in relation to its merged assets. Tier 1 assets involve assets that are easily 

liquidated if, in time of financial crisis, the bank needs capital. Thus, the financial strength of the bank is 

measured. The BCBS proposed a leverage ratio as part of the Basel III reform package in 2010. The Basel III 

leverage ratio is calculated by dividing the capital measure by the exposure measure. The capital measure is 

known as Tier 1 capital, which has a leverage ratio requirement of at least 3%. When a bank‘s Tier 1 leverage 

ratio is higher, it‘s more likely to withstand negative shocks to its balance sheet. (Keqa, 2021) 

Our empirical findings show that the leverage ratio (EQTAit) has highly significant positive impact (P<.01)on 

the capital adequacy ratio.. 

Spread between lending and deposit rate ( IRSit) 

The variable IRSit had significant (P<0.05) negative effect on the capital adequacy ratio in all the three models 

shown in table 5.  

Advance Deposit Ratio. ADRit  

The varuable ADRit did not exert any significant effect on the capital adequacy ratio in any of the model 

considered in table 5. 

 

Profitability (ROAit) 

For the purpose of the study ROA and NIM are used as a proxy for profitability. The research that is done in the 

Albanian banks by Shingjergji and Hyseni (2015), profitability has no a significant impact on the capital 

adequacy of the banks. Ahmet and Hasan (2011), states as profitability and capital adequacy ratio are most likely 

positively related, because bank is expected to have to increase asset risk in order to get higher returns in most 

cases. This situation is also supported by the research done by Mohammed T. et al. 2013 on which profitability 

has a positive significant effect on capital adequacy ratio. Therefore this study expects positive relationship 

between profitability and capital adequacy. The regression results given in table 5 indicates that both ROA had 

statistically significant positive effect on capital adequacy ratio. 

 

Profitability(NIMit) 

Net interest margin is the ratio of net interest income to average earning assets. The ratio is used to determine 

the ability of banks in terms of management, so that it can generate net income. The greater the ratio, then this 

will affect the interest income earned on earning assets managed by the bank well Yohanna Karina and Herlanto 

(2014). The regression results given in table 5 indicates that both ROA had statistically significant positive effect 
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on capital adequacy ratio. The regression results given in table 5 indicates that NIM had statistically significant 

negative effect on capital adequacy ratio. 

 

Financial Development (CGRt) 

The variable financial development measured by credit growth had highly significant (P<0.01) negative impact 

on capital adequacy ratio in all the models shown in table 5. 

 

Growth of GDPt 

The variable real growth rate of gross domestic product did not have any significant effect on the capital 

adequacy ratio in our analysis.. 

 

CPI Inflation (INFLt) 

The CPI inflation rate had highly significant negative effect (P<0.01) on capital adequacy ratio in all the models 

considered. CPI inflation rate has negative relationship with CAR which states that if inflation rises than capital 

adequacy requirements of the banks will decrease. High inflation increases uncertainty in the economy thus 

banks lead to have more capital requirements CPI inflation rate has negative  relationship with CAR which 

states that if inflation rises than capital adequacy requirements of the banks will decrease. High inflation 

increases uncertainty in the economy thus banks lead to have more capital requirements 

 

5.      Conclusions 

The paper contributes for further researchers taking into consideration the lack of studies within the scope of 

research on bank capital adequacy for Bangladesh on aggregate or on individual basis. New research studies 

could examine capital adequacy disclosing to regulatory authorities potential challenges and increasing their 

awareness in sense of deeper supervisory activities and prompt amendments of prudential regulations.  The main 

objective of the study is to investigate empirically the determinants of CAR in commercial banks. The study 

period covered the year 2010-2020 on which all the banks-59 in total are considered. The study use secondary 

data which is gathered from the banks in the study balance sheet statement and profit and loss account. Panel 

data regression is used in this study and analyzes relationships between bank specific variables and 

macroeconomic variables on the capital adequacy ratio. The results show that bank size, equity to asset ratio, 

and earning on assets had significant positive effect on capital adequacy ratio while the effect of nonperforming 

loans, interest rate spread, credit growth and net interest margin and inflation rate was negative and statistically 

significant.  The results show that bank size, equity to asset ratio, and earning on assets had significant positive 

effect on capital adequacy ratio while the effect of nonperforming loans, interest rate spread, credit growth and 

net interest margin and inflation rate was negative and statistically significant. The commercial banks of 

Bangladesh banks in order to improve the CAR other than the obvious option of infusing capital may 

concentrate on creating greater exposure to higher rated customers thereby lesser risk weighted assets, 

improving the efficiency of earning assets which in turn would translate to greater capital build-ups and thereby 

improvements in the CAR. 
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The Reserve Conundrum – Some Contemporary Issues 
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Abstract 

The study investigates into some vital issues concerning the foreign exchange reserve in Bangladesh using 

monthly data for the last five and half years from 2018M7 to 2023M12. The major issue here is to investigate 

the behavior of factors responsible for rise and fall of Gross international reserve(GIR) in contemporary 

Bangladesh. The factors determining the size of reserves have been investigated under the multiple regression 

frame work. The level and trend of export receipts, import payments, current account balance, capital account 

balance, financial account balance, remittance, inflation have been addressed. The gross international reserve 

(GIR) remained more or less  steady slightly above US$ 33 billion during 2018M7 to 2020M5, after which it 

showed increasing trend reaching US$48.1 billion in 2021M8-the highest reserve in the history of the nation, 

after which it started showing downward trend reaching US$27.13 billion in 2023M12. The reserve according 

IMF BPM6 are available for the period from 2021M7. For 2021M7 the value of reserve according to BPM6 

was US$38.5 billion which reached the highest value of 40.6 billion in 2021M8 after which it gradually 

decreased to US$ 19.3 billion in 2023M11 and in 2023M12 we had a slight rise of reserve to US$21.9 billion. 

For the 30 months period from 2021M7 to 2023M12, the overall percentage of overstatement of reserve was 

25.64%. The average value of monthly share of export receipts in GIR was 10.68% and that of remittance was 

4.80%. Export receipts and inward remittance together comprised of 15.48% of the GIR. For the most recent 

month of 2023M12 this share came out to be 26.90%. For 2018M7 the BDT/US$ exchange rate was found to 

be BDT 83.75 which gradually increased to BDT 86.45 in 2022M4. Afterwards the rate of increase has been 

somewhat rapid and it reached a level of BDT 110.50 in 2023M12. The CPI point to point inflation rate was 

found to be 5.51% in 2018M7 which with mild variation  remain well within 6.0% till 2021M12. After which it 

started moving upwards and in 2022M5 it reached 7.42%. It kept on moving upward to 9.52% in 2022M8 and 

the highest value of 9.94% was witnessed in 2023M5. The inflation slightly declined to 9.41% in 2023M12. 

The regression models has been estimated according to three different time periods (1) Model 1 refers to the 

period of 38 months from 2018M7- 2021M8, when GIR was increasing-ascent model. (2) Model 2 refers to the 

period of 28 months from 2021M9 to 2023M12 when GIR was decreasing –descent model (3) Model 3 

consists of the entire 66 months from 2018M7 to 2023M12. We find that the export(Xbp) had significant 

negative effect on GIR in model 1-ascent model, insiginificant negative effect in model 2-descent model and 

highly significant negative effect in model 3- total period. The variable import(Mbp) had significant positive 

effect on GIR in model 1-ascent model and model 3-total period but insignificant positive effect in model 2-

descent model. The exchange rate (BDK/US) EXCHANGE had highly significant negative effect on GIR in 

model 2-descent model and model 3-total period while its effect on model 1- ascent model was positive and 

insignificant. The variable current account balance(CAB) had significant positive effect on GIR in model 1-

ascent period and model 3-total period but insignificant negative effect in model 2-descent period. The 

variables capital and financial account balance (CFAB), foreign direct investment(FDI) did not exert any 

significant effect on GIR on any of the models studied. 

  Keywords: Foreign Exchange Reserves ‧ FDI ‧ Exchange Rate ‧ Export ‧ Import 

  JEL Classification Code: E52 ‧ F31 ‧ H63 ‧ P24 

 

1. Introduction 
Foreign exchange reserves are assets held on reserve by a central bank in foreign currencies. These reserves are 

used to back liabilities and influence monetary policy. It includes any foreign money held by a central bank, 

such as the U.S. Federal Reserve Bank. The Bangladesh Bank-central bank of Bangladesh coins it as gross 
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international reserves(GIR). GIR refers to the total foreign exchange reserves a country’s central bank or 

monetary authority holds, including foreign currencies, SDR, and gold. These reserves serve several important 

purposes and have significant implications for the overall economic well-being of a nation. It provides a buffer 

against potential shocks in the economy, such as sudden changes in exchange rates or a decline in export earnings. 

The reserves act as a safety net, ensuring the country can meet its external payment obligations even in challenging 

times. (BB, MPS H1 FY24). Starting from 1 July 2023, Bangladesh Bank has been compiling and publishing 

GIR as per the sixth edition of the IMF’s Balance of Payments and International Investment Position Manual 

(BPM6). However, the existing practices of calculating and reporting gross foreign assets by adding export 

development fund (EDF) and other foreign assets with GIR shall continue. The readers will enjoy having two sets 

of reserves-one labeled as GIR and the other as BPM6. 

Reserve is time variant and it can vary greatly across nations due to various competing economic factors arising 

out of the financial negotiations of the residents of the country and residents of the rest of the world. The 

pertinent questions are- how much the country is paying off and how much the country is at the receiving end-

usually labeled as the country’s  balance of payment(BOP) position. 

Table 1 provides information of variation of reserves over time period. It appears that China had the highest 

reserve of US$ 3993.2 billion in 2014M06 and lowest reserve of US$ 3.7 billion in 2000M11. We also see that 

India had the highest reserve of US$638.2 billion in 2023M12 and a lowest reserve of US$1.1 billion in 

1991M06. Sri Lanka had the highest reserve of 9.0 billion in 2021M08 and lowest reserve of US$38 million in 

1972M04. Bangladesh had the highest reserve of US$48.1 billion in 2021M08 and lowest reserve of US$ 42.5 

million in 1974M08. 

 

Table 1. Highest and Lowest Reserve with Date in some peer Countries: US$ billion 

Country Highest Reserve (date) Lowest Reserve (date) 

Brazil 378.1 (Jun 2019) 31.7 (Nov 2000) 

China 3993.2 (Jun 2014) 3.7 (Nov 2000) 

India 638.2 (Dec 2023)/a 1.1 (Jun 1991) 

Indonesia 133.5 (Sep 2021) 25.8 (May 2000) 

Bangladesh 48.1 (Aug 2021)/b 0.0425 (Aug 1974) 

Nepal 11.3 (Jan 2021) 0.9835 (Nov 2002) 

Pakistan 27.1 (Aug 2021) 0.096 (Jan 1972) 

Sri Lanka 9.0 (Aug 2021) 0 .038 (Apr 1972) 

Malaysia 136.8 (May 2013) 23.6 (May 2001) 

Thailand 246.0 (Dec 2020) 20.5 (Fen 1993) 

Vietnam 109.6 (Jan 2002) 0.8783 (1995) 

Source and note https://www.ceicdata.com/en/indicator/foreign-exchange-reserves. Accessed on 20 

Jan 2023. a/ RBI,b/BB 

 

At the present moment (31 Dec 2023, the time of writing this paper), China seems to possess the highest (US$ 

3800.00 billion) reserve among the nations followed by Japan posting a reserve of US$ 1294.64 billion. 

Bangladesh with a reserve of US$27.13 billion ranked in the 28th position, among 194 countries listed by 

www.wikipedia.org accessed on 31.12.2023. The Pacific Ocean island state Kiribati with a reserve of US$6 

million was at the bottom (194th position). Table 2.  

 

http://www.wikipedia.org/
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Table 2. Top 10 Reserve holding Countries 

Rank Country/ Region Foreign Exchange Reserves 

(millions US$) 

Date 

1  China 3,800.000 25 Dec 2023 

2  Japan 1,294,637 31 Dec 2023 

3  Switzerland  828,185 31 Oct 2023 

4  India  623,200 29 Dec 2023 

5  Russia  593,400 22 Dec 2023 

6  Taiwan  567,520 Nov 2023 

7  Saudi Arabia  508,000 Aug 2023 

8  South Korea  484,000 Aug 2023 

9  Singapore  345,464 31 Aug 2023 

10  Brazil  344,177 Aug 2023 

Source: www.wikipedia.org 

The Reserve usually consists of foreign currency assets, gold reserve, special drawing rights(SDRs) and 

reserve position at IMF. The reserve has two more important criteria-control and usable. There is some reserve 

related liability which though under control of the central bank is not usable. Some measures of reserve 

adequacy –total reserve in months of imports, short term debt to total reserve ratio and broad money to total 

reserve ratio.  

 

Combined Foreign Reserves Timeline for China, Japan, Switzerland, India and Russia. 

Chart 1: gives the reserve build up timeline for five major reserve holding countries. 

 

Chart 1: Timeline for five major reserve holding countries 

 

Source and note. Chart adapted from CEIC 

 

Net International Reserve (NIR) 

According to IMF, Net International Reserve(NIR) is defined as follows 

"Net international reserves of the [name of the central bank] are defined as the difference between reserve 

assets and reserve liabilities.  

Reserve assets are readily available claims on nonresidents denominated in foreign convertible currencies. They 

include the [name of the central bank] holdings of monetary gold, SDRs, foreign currency cash, foreign 

currency securities [specify], deposits abroad, and the country's reserve position at the Fund. Excluded from 

reserve assets are any assets that are pledged, collateralized, or otherwise encumbered, claims on residents, 

https://en.wikipedia.org/wiki/US$
https://en.wikipedia.org/wiki/China
https://en.wikipedia.org/wiki/Japan
https://en.wikipedia.org/wiki/Switzerland
https://en.wikipedia.org/wiki/India
https://en.wikipedia.org/wiki/Russia
https://en.wikipedia.org/wiki/Taiwan
https://en.wikipedia.org/wiki/Saudi_Arabia
https://en.wikipedia.org/wiki/South_Korea
https://en.wikipedia.org/wiki/Singapore
https://en.wikipedia.org/wiki/Brazil
http://www.wikipedia.org/
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claims in foreign exchange arising from derivatives in foreign currencies vis-a-vis domestic currency (such as 

futures, forwards, swaps, and options), precious metals other than gold, assets in nonconvertible currencies, and 

illiquid assets.  

Reserve liabilities are all foreign exchange liabilities to residents and nonresidents, including commitments to 

sell foreign exchange arising from derivatives (such as futures, forwards, swaps, and options), and all credit 

outstanding from the Fund." 

 

2. Objectives 

The study aims at the investigation of the following: 

c) The ascent (accumulation) and descent(depletion) of reserves in the last five years using 

monthly data. 

d) To investigate the role of macroeconomic factors in shaping the demand for reserve 

2.1      Methodological Issues 

The main sources of data has been the various publications of Bangladesh Bank. The Weekly economic 

indicator, the fortnightly economic indicator, Monthly Economic Indicator, Monthly Economic Trend, and 

Quarterly are the principal sources of data. Apart from these, online data from IMF, WB WDI , CEIC Wikipedia 

have been utilized. Current statistics generated by Bangladesh Bureau of Statistics, and Ministry of Finance 

have also been used particularly for macroeconomic variables. The online data maintained by ADB, OECD, 

World Bank and IMF have also been used. The examine the level and trend  Charts, percentage distribution, 
growth rate formulae and regression techniques have been applied.  

All ratios are estimated by the author. The Pooled Ordinary Least Squares (OLS) have been applied to estimate 

the effect of the explanatory variables. The estimation of the regression equations has been carried out using the 

STATA14.  

 

3.      Findings and Analysis 

3.1    Movement of GIR and BPM6 Reserve 

Gross international reserves (GIR) play a vital role in ensuring the stability and resilience of a country’s economy. 

GIR refers to the total foreign exchange reserves a country’s central bank or monetary authority holds, 

including foreign currencies, SDR, and gold. These reserves servel several important purposes and have 

significant implications for the overall economic well-being of a nation. Having reserves equivalent to 3 

months of import payments is generally considered healthy for a country’s external financial position. It 

provides a buffer against potential shocks in the economy, such as sudden changes in exchange rates or a decline 

in export earnings. The reserves act as a safety net, ensuring the country can meet its external payment 

obligations even in challenging times. 

Bangladesh Bank is the sole authority to hold and manage the country’s GIR, as it has been doing this job since 

its inception in 1972. It is important to mention that BB will compile and publish GIR as per the sixth edition of 

the IMF’s Balance of Payments and International Investment Position Manual (BPM6) starting from 1 July 

2023. However, BB will also keep track of current practices of calculating and reporting gross foreign assets by 

adding EDF and other foreign assets with GIR. From Chart 2 it appears that in 2018M07 the GIR stood at US$ 

32.10 billion which with mild variation remained below US$33 billion till 2020M04. Since 2020M05 the 

reserve posited an upward shift and reached the pinnacle of glory with US$48.1 billion as reserve in 2021M08. 

Since then it exhibited decline in reseve more or less in the same fashion in which it showed increase in the 

previous months. It showed the lowest level of US$25 billion in 2023M11 after which there was a slight gain to 

US$27.13 billion in 2023M12. For the latest available month of March 2024 the value of GIR was US$ 25.23 

billion and the BPM6 reserve further dropped to US$ 19.91 billion. Considering the reserve related liability 

which is about US$ 4 billion the amount of usable reserve shall stand as US$ 16 billion. 
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Chart 2: GIR, BPM6 Reserve, their Difference. US$ million 

 
Source and notes: Data source. Bangladesh Bank. Analysis by the author. COVID 19 onset 

in Bangladesh Mar 08, 2020. Russia invaded Ukraine on 24 February, 2022 in an 

escalation of the Russo-Ukrainian War that started in February 2014. 

 

3.1.1   Overstatement/Misclassification of Reserve 

Although Bangladesh Bank adopted BPM6 in FY13, compilation of Reserve according to BPM6 started from 

July, 2023 under strong persistence of the IMF. Earlier practice was to compile reserve according to BPM5. 

However data from July, 2021 according to BPM6 have also been compiled later and are now available in the 

Bangladesh Bank publications. The value of the reserve according to BPM6 and their corresponding differences 

with BPM5 reserve have also been shown in chart 1. For July, 2021 the value of reserve according to BPM6 was 

US$38.5 billion which reached the highest value of 40.6 billion in 2021M08 after which it gradually decreased 

to US$ 19.3 billion in 2023M11 and in 2023M12 we had a slight rise of reserve to US$21.9 billion For the 30 

months period from 2021M07 to 2023M12, the mean value of Gross reserve was US$ 37.04 billion while the 

mean value of BPM6 reserve  was US$29.66- their difference being US$7.38 billion. The highest value of  the 

difference of US$8.51 was observed for the month of 2022M04 and the lowest value of the difference of US$ 

5.23 billion was observed for the month of 2023M12. The overall percentage of overstatement of reserve for the 

period was 25.64%.  Chart 3 gives the extent of variation in overstatement during the period. 

 

Chart 3: Overstatement/Misclassification of BPM6 Reserve (%) 

 
Source and note. Data source. Bangladesh Bank. Author’s analysis 

 

While not adhering to BPM6 the reserve was overstated by 19.07% in 2021M07 which gradually increased to 

31.48% in 2022M11 following which it indicated some decline to 26.12% in 2023M08 then again it increased to 

29.53% in 2023M11. For the month of 2023M12 it recorded a decline to 23.88%. By and large a quarter of the 

reserve is found to be overstated/misclassified.. 
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The important factors contributing to the difference in Gross(BPM5) and BPM6 reserve values have been 

identified by the visiting IMF team in March 2023.  

The IMF introduced the BPM6 manual in reporting the reserve and balance of payment in FY2013 under its 

Safeguards Assessments agreement, which applies to all members of the Fund. The Bangladesh Bank adapted 

the BPM6 in FY2013 but there has been massive lack of prudence in implementing it which resulted in 

continuous overstatement of reserve. It did not comply with fully. This helped its forex reserves look higher than 

actual, prompting the government to use it for different infrastructural projects 

According to BPM6 calculation, the Bangladesh Bank had to exclude foreign currency loans to local banks, 

known as the Export Development Fund (EDF); deposits with state-owned local banks; deposits with the IDB 

Group; fixed-income securities below investment grade; a loan to Sri Lanka; and other foreign currency assets in 

non-convertible currencies from its previous gross reserves figure to come to the actual reserves figure. As per 

the IMF formula based on the Balance of Payments and International Investment Position Manual, the 

Bangladesh Bank will have to exclude foreign currency loans to local banks, known as the Export Development 

Fund (EDF), which is now $5.5 billion, deposits with state-owned local banks, deposits with the IDB Group, 

fixed-income securities below investment grade, a loan to Sri Lanka and other foreign currency assets in non-

convertible currencies, which total $2 billion of the gross reserve. The IMF says the central bank must also 

exclude the reserve-related liabilities to estimate the net reserve. Bangladesh's current reserve-related liabilities 

amount to $4 billion. The net reserve will be $19 billion-plus if this amount is excluded. ( Islam, 2022, Alo, 

2023). 

EDF was established in 1989 to facilitate financing in foreign currency for input procurements by manufacturer-

exporters. The central bank disburses the fund through authorized dealer banks. The fund decreased from $7 

billion to $6 billion in 2022M12 then to $5.2 billion in February, and now(April, 2023) to $5 billion. As such 

similar differences in Gross and BPM6 reserves is expected to prevail in the period before 2021M07.  

 

3.1.2   GIR held by Commercial Banks. 

Chart 4 gives the GIR held by the commercial banks of Bangladesh for the period 2019M7 to 2023M12. The 

reserve held by commercial banks was US$ 4.4 billion in 2019M7 which decreased to US$ 3.8 billion in 

2019M10 after which with slight variation attained a height of US$ 6 billion in 2021M7. Following a nosedive 

to US$ 4.6 billion in 2022M2 the reserve started rising again but declined to US$ 4.5 billion in 2022M10. It 

showed upward trend to a maximum level of US$ 6.2 billion in 2023M9 and then decreased to US$ 5.6 in 

2023M12. The average monthly holding of the reserve by commercial banks is US$ 5.1 billion. 

Chart 4: GIR held by Commercial Banks. US$ Billion 

 
Source and note: Data source. Bangladesh Bank. Author’s analysis. Broken line means data for the 

period 2020M04 and 2020M5 are not available. COVID 19 onset in Bangladesh was on (Mar 08), 

2020M03. 
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3.2     Export and Remittance. Volume 

Export receipts and inward remittances are considered by many as the two major components of reserve. Chart 5 

shows the level and trend of export receipts and inward remittance. As regards the export receipts there is a an 

increasing trend upward except the COVID19 onset month 2020M07. For the starting month of y, 2018M07 

export receipts was US$ 3581.5 million which with fluctuations reached US$5308.1 million in 2023M12. The 

average monthly value of export receipts turned out to be US$3759.84 million. The value of remittance for 

2018M07 was 1318.18 million which reached the highest value of US$2598.21 million in 2020M07 and for 

2023M12 it was found to be US$1989.97 million. The monthly variation in Inward remittance was mild and the 

average was found to be US$1709.74 million. 
 

Chart 5: Export Receipt and Inward Remittance, US$ million 

 
Source and note. Data source. Bangladesh Bank. Analysis by the author 

 

3.3    Export and Remittance. Share 

The share of exports receipts and inward remittance and their trends are shown in chart 6. The share of export 

receipts in gross reserve varied between 7 to 20 per cent except for 2020M04 when it was 1.58% and for 

2020M05 it was 4.41% (COVID 19 onset  was on March 08, 2020). The share of export receipts has shown 

upward trend and in recent months of 2023M11 and 2023M12. it’s value was about 19.56%. The average value 

of monthly share of export receipts was 10.68%. The share of inward remittance in gross reserve varied between 

4-8% during the period. Unlike export COVID19 indicated some positive impact on the level of inward 

remittance. The highest value of 7.8% for the share of remittance was observed for 2023M11. The monthly 

mean value of the remittance share was 4.80%. Export receipts and inward remittance together comprised of 

15.48% of the gross reserve. For the most recent month December this share came out to be 26.90%.  

 

Chart 6: Share(%) of Export and Remittance in GIR 

 
Source and notes: Data source. Bangladesh Bank. Analysis by the author 
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3.4     Export and Import 

We have described the variation of export receipts in chart 6. As such a brief description of import payment is in 

order. For the starting month of 2018M07 the value of import payment was US$ 4562.5 million which with 

slight variation reached a level of US$ 4121.2 million in 2020M03. For 2020M04 we had a downward fall to 

US$ 2489.8 million after which it exhibited upward trend till, 2022M01 reaching US$4569.3 million. Import 

payment jumped further to US$7305.8 million in 2022M08. Since then there were steady and drastic fall in 

import payment reaching US$4423.0 million in 2023M02 Since then import payment has been fluctuating at 

low level and in 2023M12 it amounted to US$4530.0 million. The average value of monthly import payment 

was found to be US$5117.7 million.  

 

Chart 7: Export and Import of Merchadise 

 
Source and notes: Data source Bangladesh Bank. Analysis by the author. 

 

3.5     Exchange Rate Regime 

Historically, after transitioning from a fixed to a floating (managed) exchange rate regime in 2003M05, the 

movement of the BDT/US$ exchange rate remained largely stable for a considerable period. Two kinds of 

monthly nominal exchange rate are provided by the Bangladesh Bank. One is average rate computed from the 

daily rates and the other is end period rate which prevails on the last day of the month. In the present analysis end 

period rate has been used. Chart 8. For 2018M07 the exchange rate was found to be BDT 83.75 which gradually 

increased to BDT 86.45 in 2022M04. Afterwards the rate of increase has been somewhat rapid and it reached a 

level of BDT 110.50 in November 2023. It may be mentioned that the difference between the two rates –average 

and end period is very minimal. Just in one occasion in 2023M06 the average exchange rate was found to be 

higher by BDT 2.84 than the end period rate .The monthly average rate of the end period exchange rate for the 

period turned out to be BDT 90.00, while that value for the average exchange rate was found to be BDT 89.93 –

an average difference of BDT 0.07. 

 

Chart 8: Nominal Exchange Rate(NER). Period Average and End Period 

 

Source and notes: Data source. Bangladesh Bank. Analysis by the author 
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This instability in exchange pressure is mainly attributed to higher global commodity prices along with 

unprecedented interest rate hikes in major developed countries, especially in the USA, to curb higher inflation. 

Consequently, the BDT exchange rate against the US dollar has experienced a significant depreciation. 

Exchange rate is determined by the Bangladesh Foreign Exchange Dealer Association (BAFEDA) and the 

Association of Bankers, Bangladesh (ABB) under advice of the Bangladesh Bank. At present several exchange 

rates exists- namely for interbank exporters, importers, remitters, kerb market. Presently (December, 2023) the 

variation of exchange rate is between BDT 110-124 per US Dollar according to various type of use. Remitters 

are given 2.5% of the government's incentive and 2.5% banks' own incentive. In this milieu of exchange 

extravaganza one should be prepared to accommodate a myriad of enchanting offers.  

Bangladesh Bank keeps selling dollars to commercial banks from its foreign exchange reserves to maintain 

price stability. It sells US$60 million on every working day, which makes it about US$1.2 billion a month and 

about US$ 14 billion in a year. 

Although exchange rate fluctuations have eased, the gap between the official rate and the unofficial rate is still 

high at above Tk12, diverting remittances into informal channels. The officially declared dollar rate is Tk110 to 

Tk110.5 for interbank buying and selling, but most banks have been purchasing remittances at rates above 

Tk122 and selling to importers at rates exceeding Tk123, reports industry insiders. In the monetary policy for 

the January-June period of 2024 declared last week, the BB said it would introduce the crawling peg system as 

part of the plan to move towards a market-based exchange rate regime in future. The crawling peg is a system of 

exchange rate adjustments in which a currency with a fixed exchange rate is allowed to fluctuate within a band 

of rates.(MPS H2 FY24) 

 

3.6      CPI inflation Rate 

The movement of CPI inflation rate is shown in Chart 9. The CPI point to point inflation rate was found to be 

5.51% in 2018M07 which with mild variation remain well within 6.0% till 2021M12. After which it started 

moving upwards and in 2022M05 it reached 7.42%. It kept on moving upward to 9.52% in 2022M08 and the 

highest value of 9.94% was witnessed in 2023M05. The inflation slightly declined to 9.41% in 2023M12. 

 

Chart 9: CPI Inflation Point to Point and Average(%). 2018M7-2023M12 

 

Source and notes: Data source. Bangladesh Bank. Analysis by the author 

 

3.6.1   Inflation Rate and Interest Rate 

Chart 10 and 11 gives the interest rate and inflation rate of several countries for comparison. A good number of 

countries have been successful in taming inflation by changing the interest rate. Bangladesh increased the 

interest rate to 7.75% but with no accompanying declining response in inflation rate. Some expert opinion on 

stubborn inflation rate is given in the following quote.  

 

 

https://www.thedailystar.net/business/news/how-the-crawling-peg-currency-will-work-3521616
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Chart 10: Cross Country Comparison of Inflation Rate(%). 2013M12 

 
Source. https://tradingeconomics.com/country-list/inflation-rate/Retrieved 16JAN2024 

 

Chart 11: Cross Country Comparison of Interest Rate(%). 2023M12 

 
Source. https://tradingeconomics.com/country-list/interest- rate/Retrieved 16JAN2024 

 

“Pervasive inflation is deeply entrenched. There are three, not necessarily mutually exclusive, explanations: 

First, monetary tightening has not been long enough and tight enough. Maximum lending rates have been 

allowed to increase by less than 350 basis points since last July. Countries where monetary tightening seems to 

be working have done much larger tightening for longer. It is, therefore, premature to judge the effectiveness of 

recent monetary tightening. Second, foreign exchange shortage, exacerbated by policy uncertainty on 

Bangladesh Bank's stance on future exchange rates, has not eased. There may have been some second order 

improvements such as a decline in the rate of decline of forex holdings in the banking system. Consequent 

increase in parallel market rates have increased the cost of producing and importing goods and services. Third, 

one remarkable fact about recent inflation is its volatility driven by greater volatility in food inflation. Prices of 

some essential food items such as onions, sugar and edible oil tend to be more volatile than others (Hossain, 

2023). 

2.1 Balance of Payments 

Chart 12-14 gives the movement of current, capital and financial account balance of payments. of payments.  

 

 

https://tradingeconomics.com/country-list/interest-%20rate/Retrieved%2016JAN2024
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2.1.1 Current, Capital and Financial Account Balance. 

 

Chart 12: Current, capital and Financial Account Balance.US$ million 

 
Source and note: Data source. Bangladesh Bank. MET.Balance of Payments.Table IIIA. 

Analysis by the author 

 

The deficit in the financial account narrowed slightly in July-December of the current financial year, 

highlighting an easing of stress facing Bangladesh, central bank figures showed. The shortfall, almost a rare in 

the country's history registered in the first five months of the year. The financial account, a key component of 

the balance of payments (BoP), records transactions that involve financial assets and liabilities and that take 

place between residents and non-residents. It covers claims or liabilities related to foreign direct investment 

(FDI), medium and long-term loans, trade credits, net aid flows, portfolio investments, and reserve assets. 

 

2.1.2    FDI, Portfolio and Other Investmnets 

Despite developing economic zones and adopting one-stop services to attract foreign direct investment (FDI), 

Bangladesh has failed to get as much as it targeted. According to UNCTAD's World Investment Report 2023, 

Bangladesh ranks fourth among South Asian nations in terms of FDI inflow as a percentage of gross domestic 

product (GDP) despite being the second-largest economy in the region. . Bangladesh's FDI inflow amounted to 

only 0.75 percent of its GDP From 2017 to 2022, Bangladesh received an annual average of $2.92 billion in 

FDI. (UNCTAD, 2023). The factors responsible for poor FDI flow have been identified by analysts as policy 

regulatory uncertainty, discretionary behavior of public officials, absence of investor friendly attitudes and lack 

of legal infrastructure. If I am not mistaken, everything remains well articulated on paper, but it is the practice 

where the deviation is astronomical. Chart 13 gives movement of FDI, Portfolio And other investments, 

 

Chart 13: FDI, Portfolio and Other Investments. US$ million 

 
Source and note. Data source. Bangladesh Bank. MET.Balance of Payments.Table IIIA. 

Analysis by the author 

 

 

 

https://www.thedailystar.net/business/news/fdi-flow-drops-36-q3-3524906
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3.7.3   Reserve Assets 

Reserve assets is a component of financial account in BoP. According to IMF Reserve assets are one of the four 

functional types of investment distinguished in the balance of payments. Reserve assets consist of financial 

instruments available to the central authorities for financing or absorbing an imbalance of payments or for 

regulating the size of such imbalances. (The authorities may regulate the size of imbalances by intervening in 

the market to influence the exchange rate of the national currency.) Reserve assets are distinctly different from 

other types of investments. The principal function of reserve assets is to provide or absorb the liquidity 

necessary to facilitate, by various means, the adjustment of an imbalance of payments between a country and the 

rest of the world. In addition, reserve assets may be held for other reasons. For example, reserve assets may be 

held to preserve confidence, to satisfy domestic legal requirements, or to serve as collateral for borrowing 

abroad. According to the BPM6, “reserve assets are those external assets that are readily available to and 

controlled by monetary authorities for meeting balance of payments financing needs, for intervention in 

exchange markets to affect the currency exchange rate, and for other related purposes (such as maintaining 

confidence in the currency and the economy, and serving as a basis for foreign borrowing).” Main attributes that 

would qualify an asset as reserve assets are: the asset should actually exist and it should be an external asset, be 

under effective control of monetary authorities, and be readily available. The movement of reserve assets of 

Central bank is shown in chart 14. 

 

Chart 14, Movement of Reserve Assets. US$ million 

 
Source and note: Data source. Bangladesh Bank. MET. Balance of Payments. 

Table IIIA. Analysis by the author 

 

4.        Determinants of Reserve. Regression Analysis 

4.1      Variable Measurements and their Operationalisations 

Dependent Variable: Gross International Reserve in million US$  

To examine the relationship between the Gross International Reserve and the explanatory variables, the standard 

regression model is used and it could be defined as follows for observation month i by using Gross International 

Reserve as dependent variable, this study extends equation (1) and estimates the following model: 
Where      = α0  + β Xi +  εi t = 1 …… N        (1) 

    

   

is the Gross International Reserve loan loss provision of tth month  

  (α0,  β)  is a vector of parameters 

   Xt is a vector of explanatory variables,  εt  is a stochastic error term 

 

The description of variables and their measurements are given in Table 3. 
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Table 3: Description of the variables used in the regression models 

Variable Description  

Source 

Hypothesised 

Relationship 

Dependent   

GIRt   Gross International Reserve. US$ million,  MET. Table IB Not applicable 

Independent  

X bpt Export receipts freight on board US$ million MET. Balance of 

payments.Table IIIA 

+ 

Xt Export receipts freight on board US$ million MET. Selected  

Economic Indicators. 

Table IB 

 

Mbpt Import payments freight on board US$ million MET.Balance of 

Payments.Table IIIA 

- 

Mt Import payments  US$ million MET. Selected  

Economic Indicators. 

Table IB 

 

REMITt Inward Remittances. US$ million Table IB + 

CAB t  Current Account Balance. US$ million MET.Balance of 

Paymens. Table IIIA 

+ 

CFABt Capital and Financial Account Balance. US$ 

million 

MET Balance of 

Payments. Table IIIA 

+ 

FDIt Foreign Direct Invesment-direct, portfolio and 

other(Net). US$ million 

MET Balance of 

Payments. Table IIIA 

+ 

EXRATEt Nominal Exchange Rate  BDT/US$ at the end 

period 

MET. Table IB +/- 

Source and note: Data source. Bangladesh Bank. Analysis by the author. Balance of Payments data in BDT has been converted 

to US$ by applying the nominal exchange rates. MET means Monthly Economic Trends. 

Source & 

note for Table 

IB 

1. Export figures include that of EPZ 

2. Weighted average exchange rate represents the inter-bank exchange rate 

3. Export data are shipment based & Import data are on C&F/CIF basis upto June 2014  and fob 

basis from July 2014 & onwards 

4. IMF Reserve Position amount is included in Foreign Exchange Reserve from April, 2018 & 

onward  

5.Foreign Exchange Reserves represents Total International Reserves of the country 

1. Export Promotion Bureau (EPB) for export data 2. Statistics Department, Bangladesh Bank for 

import data 

3. Accounts and Budgeting Department, Bangladesh Bank for foreign exchange reserves 

Table IIIA  

 

 

:  

1. *As per BPM6, Net Errors & Ommissions= -(Current Account Balance+Capital Account (Net) 

- Financial Account (Net)) 

2. As per BPM5, Net Errors & Ommissions= -(Current Account Balance+Capital Account (Net) + 

Financial Account (Net)) 
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4.2     Descriptive Statistics of the variables used in the regression analysis is shown in table  

Table 4: Descriptive Statistics (US$ million) 

 Variable Observation Mean Std dev Minimum Maximum 

GIRt  66 36298.91   6253.82   24894.60  48060.0 

X bpt 66   3578.56   807.03   510.76   5099.2 

Xt 66 3759.84   898.45   520.00 5365.2 

M bpt 66  5291.49   1173.05   2644.71   7804.9 

Mt 66 5117.69   1171.48  2489.80    7706.4 

REMITt 66 1709.74   304.26   1092.96   2598.2 

CABt   66 -504.53   912.77  -2616.24   2039.0 

CFABt 66 -356.75   856.94  -2237.84   1883.3 

FDIt 66 -768.32 1977.15   -8873.90  2728.5 

EXRATEt 66 89.99683   8.71  83.75  110.50 

 

4.3 Correlation analysis 
 

Table 5. Correlation Matrix of the study variables .(N=66) 

 GIRt Xbpt Mbpt REMITt CABt CFABt FDIt 

GIRt  1       

Xbpt 0.0049   1      

Mbpt 0.5431   0.6575   1     

REMITt 0.3939 

   

0.2428   0.2359   1    

CAB t  -0.5028   

--0.5028  

0.5028  -

0.5028  -

0.5028   

0.0665  -0.6546   0.2444   1   

CFABt -0.2329   0.3002  -0.2315   0.2394   0.6419   1  

FDIt -0.2727   0.2466  -0.0334   0.2255   0.3211   0.1688 1 

EXRATEt -0.4571   0.5481   0.1547   0.1887   0.2746   0.2535 0.4330   

Analysis by the author. Any correlation coefficient greater than 0.2444 is statistically 

significant at 5 per cent level. 
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4.4     Regression Results 
 

Table 6: Regression Results of Gross International Reserve (GIR) 
Independent 

Variables 

Expected 

sign 

 OLS Regression coefficient (standard error) 

Model 1 

2018M7-

2021M8 

(Ascent) period) 

Model 2 

2021M9-

2023M12 

(Descent 

period)  

Model 3a 

2018M7- 

2023M12 

(Total period) 

Model 3b 

2018M7- 

2023M12 

(Total period) 

Model  (1) (2) (3a) (3b) 

Xbpt + -9.87*** 

(3.76) 

-0.68 

(2.58) 

-11.92*** 

(2.73) 

 

Xt +    .97 

(1.04) 

Mbpt _ 10.30*** 

(4.02) 

-0.60 

(2.64) 

13.47*** 

(2.72) 

 

Mt -    .57 

(.89) 

REMITt  + 1.96 

(4.70) 

1.05 

(2.32) 

-2.00 

(3.04) 

11.18*** 

(1.56) 

CABt  + 8.17** 

(3.76) 

-0.34 

(2.40) 

9.31*** 

(2.66) 

-2.99*** 

(1.00) 

 

CFABt + -1.32 

(2.36 

0.54 

(0.39 

0.48 

(.58) 

.27 

(.69) 

FDIt + 0.37 

(0.24) 

-0.29 

(.28) 

-0.27 

(.21) 

-.24 

(.25) 

EXRATEt +/- 797.17 

(1751.06) 

-789.05*** 

(74.80) 

-248*** 

(60.22) 

-382.86*** 

(68.09) 

CONSTANT  -49686.32 

(147629.5) 

117781.3*** 

(10060.22) 

38185.44*** 

(4971.57) 

43560.71 

(5981.94) 

R squared  0.7777 0.9747 0.8117 0.7394 

Adj R squared  0.7258 0.9659 0.7886 0.7074 

F  14.99 110.26 35.10 23.10 

P value  .0000 0.0000 .0000 .0000 

D-W   1.3134 0.6325 1.2545 1.3864 

N  38 28 66 66 

 
Source and note: Data Source. Bangladesh Bank. Author’s analysis. * statistically significant at 10 percent level, ** statistically 

significant at 5 per cent level, *** statistically significant at 1 per cent level. The models were estimated by STATA14  

 

Regression Result 

The regression models has been estimated according to three different time periods (1) Model 1 refers to the 

period of 38 months from July 2018-August 2021, when GIR was increasing/accumulating -ascent model. (2) 

Model 2 refers to the period of 28 months from September, 2021 to December 2023 when GIR was 

decreasing/depleting –descent model (3a) Model 3a and 3b consists of the entire 66 months from July,2018 to 

December, 2023. The OLS estimates of regression are shown in table 6. 

We find that the export (Xbp) had significant negative effect on GIR in model 1-ascent model, insiginificant 

negative effect in model 2-descent model and highly significant negative effect in model 3a total period. The 
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variable import (Mbp) had significant positive effect on GIR in model 1-ascent model and model 3a-total period 

but insignificant positive effect in model 2-descent model.  

In model 3b we have used different export(X) and import (M) values other than Xbp and Mbp. These export(X) 

and import (M) series was also obtained from Bangladesh Bank publication Monthly Economic Trends. In 

model 3b, the effect of both export(X) and import (M) is found to be positive but insignificant. The effect of 

remittance was found to be positive and statistically highly significant. The variable current account balance 

(CAB) and exchange rate (EXRATE) exerted highly significant negative effect on the GIR.  

It may be mentioned here that when GIR was regressed upon only variable Xbp, the effect of Xbp was 

insignificant on GIR in all the models. But when GIR was regressed upon Mbp the effect of Mbp on GIR was 

positive and statistically highly significant (P<.01) in all the models. The Correlation coefficient between Xbp 

and GIR was found to be 0.0049, while the correlation coefficient of Mbp and GIR was found to be  0.5431. 

The nominal exchange rate (BDK/US) EXRATE had highly significant negative effect on GIR in model 2-

descent model and model 3-total period while its effect on model 1- ascent model was positive and insignificant. 

The variable current account balance (CAB) had significant positive effect on GIR in model 1-ascent period and 

model 3-total period but insignificant negative effect in model 2-descent period. The variables capital and 

financial account balance (CFAB), foreign direct investment (FDI) did not exert any significant effect on GIR on 

any of the models studied. All the fitted models shown in the table had desirable statistical properties. 

 

10.     Conclusions 

The study investigates into some vital issues concerning the foreign exchange reserve in Bangladesh using 

monthly data for the last five and half years from 2018M7 to 2023M12. The major issue here is to investigate 

the behavior of factors responsible for rise and fall of Gross international reserve (GIR) in contemporary 

Bangladesh. The factors determining the size of reserves have been investigated under the multiple regression 

frame work. The level and trend of export receipts, import payments, current account balance, capital account 

balance, financial account balance, remittance, inflation have been addressed. . The regression models has 

been estimated according to three different time periods (1) Model 1 refers to the period of 38 months from 

2018M7- 2021M8, when GIR was increasing-ascent model. (2) Model 2 refers to the period of 28 months 

from 2021M9 to 2023M12 when GIR was decreasing –descent model (3) Model 3 consists of the entire 66 

months from 2018M7 to 2023M12. We find that the export (Xbp) had significant negative effect on GIR in 

model 1-ascent model, insiginificant negative effect in model 2-descent model and highly significant negative 

effect in model 3- total period. The variable import (Mbp) had significant positive effect on GIR in model 1-

ascent model and model 3-total period but insignificant positive effect in model 2-descent model. The 

exchange rate (BDK/US) EXCHANGE had highly significant negative effect on GIR in model 2-descent 

model and model 3-total period while its effect on model 1- ascent model was positive and insignificant. The 

findings are raising the scope of more detailed investigation about the accumlation and depletion of reserve by 

the central bank of Bangladesh 
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The Effect of Bank Size and Funding Risks on Bank's  

Stability: An Empirical Investigation on the  

Commercial Banks of Bangladesh 
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Abstract 

This study was conducted to investigate the determinants of bank’s stability using data from Commercial 

Banks of Bangladesh over the period from 2010 to 2020. The panel was unbalanced. Scanty research 

conducted on this topic has poised two questions -(a) does bank size significantly explain the variation in 

bank stability? (b) does bank funding risk significantly impact bank stability? In the regression analysis of 

ZBSTAB model bank SIZE had significant negative (P<.01) effect on bank stability in both GLS-random effect 

and GLS-fixed effect models. The variable funding risk FRISK had highly significant (P<.01) positive effect 

on bank stability. The variable liquidity risk LRISK had highly significant (P<.01) negative effect on bank 

stability on both the models. CRISK exerted considerable positive influence in GLS-random effect model but 

no significant effect in GLS-fixed effect model. The variable ROA exerted significant negative effect on bank 

stability in both the model. The variable ROE did not have any significant effect on bank stability. Net interest 

margin NIM had significant negative effect on bank stability in the GLS-fixed effect model. The variable credit 

growth FINDEV had significant positive effect on bank stability in random effect model. The variable gdp 

growth rate had highly significant positive effect on bank stability in fixed effect model. In the model RAROA 

bank SIZE had mildly significant negative effect on RAROA. In GLS-fixed effect model. The effect of FRISK 

was positive and statistically highly significant (P<0.01) in both the model. The effect of LRISK on RAROA 

also turned out to be positive and statistically highly significant (P<0.01). The effect of CRISK on RAROA 

was positive and statistically highly significant (P<0.01). The effect of ROA on RAROA was positive and 

statistically highly significant (P<0.01) The net interest margin NIM had moderately significant (P<0.05) 

positive effect on RAROA. The variable credit growth FINDEV, gdp growth rate, INFL did not exert ive effect 

on RAROA .The bank SIZE had highly significant (P<0.01) negative effect on RAEA. The effect of FRISK on 

RAEA was positive and statistically highly significant (P<0.01). The effect of LRISK was negative and 

statistically significant in both the model. The effect of CRISK was positive and statistically significant 

(P<0.05) in random effect model. The effect of ROA was negative and statistically highly significant (P<0.01). 

The variable GDP growth rate exerted significant positive effect on RAEA. All the fitted models have desirable 

statistical properties. Overall, present research is probably a first attempt to empirically analyse the size–

stability and funding risk–stability relationship in the banking sector of Bangladesh 

JEL Classification: B26 ‧ G21 ‧ G31 ‧ G32 ‧ M41  

 

1.   Introduction 

A great debate has been going on about the role of bank size in ensuring stability in the financial system 

centering bank supervision and regulation. The financial institutions have always been concerned with limiting 

the bank size in order to ensure financial stability. (Adusei, 2015, Ali & Pua, 2021). But, after the recent 

financial crisis of 2007/2008, this issue has gained much more importance in recent days and requires more 

explanations. The possible reason could be that empirical evidence accounted larger banks for the crisis, 

whereas these banks provide significant damage to several countries across the globe. Since the economies has 

emerged from the financial crisis, there has been raised a question on organizational complexity, wider range of 

banks’ activities and the optimal size of banks (Viñals, Pazarbasioglu, Surti, Narain, Erbenova, & Chow, 2013). 
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In Bangladesh, the banking sector is considered as an imperative for industrialization and economic growth 

through efficient financial system, optimal resource utilization and significant returns on the investor’s fund. 

Furthermore, the banking system in Bangladesh plays an important role in performing well of the economic 

growth.  

The contributions of this paper to knowledge are largely twofold. The first contribution of this paper to 

knowledge is that it analyses bank stability which is one of the risks that are of much significance to policy-

makers in their quest to achieve financial development and economic growth. The finding that size promotes 

bank stability makes a contribution to the ongoing debate on the effect of bank size on bank stability. . Overall, 

present research is a first attempt to empirically analyse the size–stability and funding risk–stability relationship 

in the banking sector of Bangladesh. 

Table 2 provides information on Z-sore on Bank stability of selected countries during the period 2018-2021. 

 

Table 1: Z-score for Bank Stability for some Selected Countries 

Country Z-score 

2018 2019 2020 2021 

Bangladesh 14.1 14.0 13.6 12.8 

India 16.5 17.6 19.0 19.4 

Pakistan 9.3 9.7 10.1 8.9 

Sri Lanka 36.0 37.9 34.3 35.1 

Nepal 35.7 33.9 30.4 28.9 

Maldives 19.2 19.0 14.8 - 

Indonesia 5.3 5.5 4.9 5.3 

Malaysia 20.4 21.1 20.4 20.7 

Vietnam 13.3 13.0 13.6 14.7 

Source and note: https://databank.worldbank.org/source/global-financial-development/ 

Series/GFDD.SI.01. Analysis by the author. Any blank cell indicates data not available. 

 

2.     Objective  

This study was conducted to investigate the determinants of bank’s stability using data from Commercial Banks 

of Bangladesh over the period from 2010 to 2020. The panel was unbalanced. Scanty research conducted on this 

topic has poised two questions -(a) does bank size significantly explain the variation in bank stability? (b) does 

bank funding risk significantly impact bank stability? 

 

3.     Data and Methodology 

Data of all bank specific variables were obtained from the Websites of the respective banks. The annual data of 

all commercial banks for the sample period of 11 years from 2010 to 2020 have been used to estimate the model 

involving panel data. The panel variable-banks was unbalanced. The data were compiled from Annual Reports 

and Financial Statements of individual banks, Annual Reports of Financial Institution Division (FID) and 

publications of Bangladesh bank and Bangladesh Bureau of Statistics. Current statistics generated by 

Bangladesh Bureau of Statistics, Bangladesh Bank and Ministry of Finance have also been used particularly for 

macroeconomic variables. The online data maintained by ADB, OECD, World Bank and IMF have also been 

used. All ratios are estimated by the author. The GLS Random Effects (Group variable-Banks), GLS-Fixed 

effect-Group variable-Banks model for panel data have been applied to estimate the effect of the explanatory 

variables. The estimation of the regression equations has been carried out using the STATA14.   

 

3.1.     Variables 

In this section, the variables used for analysing bank stability are presented.. 

 

https://databank.worldbank.org/source/global-financial-development/%20Series/GFDD.SI.01
https://databank.worldbank.org/source/global-financial-development/%20Series/GFDD.SI.01
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Dependent variables. According to World Bank bank’s Z-score  is defined as 

Code GFDD.SI.01 

Indicator Name Bank Z-score 

Short definition It captures the probability of default of a country's commercial banking system. Z-score compares 

the buffer of a country's commercial banking system (capitalization and returns) with the volatility 

of those returns. 

Long definition It captures the probability of default of a country's banking system. Z-score compares the buffer of 

a country's banking system (capitalization and returns) with the volatility of those returns. It is 

estimated as (ROA+(equity/assets))/sd(ROA); sd(ROA) is the standard deviation of ROA, 

calculated for country-years with no less than 5 bank-level observations. ROA, equity, and assets 

are country-level aggregate figures. Calculated from underlying bank-by-bank unconsolidated data 

from Bankscope and Orbis. The result is not reported if a country-year has less than 3 bank-level 

observations. 

Source and note. https://databank.worldbank.org/source/global-financial-development/Series/GFDD.SI.01 

 

Studies (Demirgüç-Kunt & Huizinga, 2010; Stiroh, 2004a, 2004b, Adusei, 2015, Ali and Puah, 2018) have been 

conducted using this measure to identify the factors responsible for bank stability. It is computed as: 

 

where BSTABi, t is the stability Z-score of bank i in quarter t, ROAit is the return on assets ratio, E/A is the 

equity-to-asset ratio of bank i in year t and σROAip is the standard deviation of the ROA of bank i over the 

whole sample period p (Köhler, 2015). Z-score is defined as the number of standard deviations by which a 

bank’s ROA has to fall for the bank to become insolvent. It is, thus, an indicator of insolvency risk. Thus, a 

higher Z-score predicts a lower risk of instability or insolvency. In this study, Z-score is used to measure the 

overall bank stability.  

Following the example of Köhler (2015), the two components of the Z-score are also used as dependent 

variables to gain an insight into the component that is driving the relationship between the Z-score and the 

independent variables. The components are: 

 
Independent and control variables 

Bank size is an independent variable and is measured as the natural logarithm of total assets of a bank. The 

second independent variable is funding risk (FRISK) which is measured by a Z-score. The Z-score is computed 

as follows: 

 
where Z-score (FRISK) is the funding risk Z-score of bank i in time t which measures the number of deviations 

customer deposits would have to fall to compel the bank to wipe out equity finance. This measure of funding 

risk of is important because retail-oriented banks fund their activities with customer deposits (Köhler, 2015). It 

is, therefore, expected that funding risk will positively impact bank stability 

Empirical Models 

Based on the above discussion, we formally characterized the relationship between bank size, funding risk and 

stability in the banking sector of Bangladesh in Equations 1-3, which are as follows: 
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ZBSTABit 

= 

α +β1BSIZE i,t-1 +β2FRISK i,t-1 +β3LRISK i,t-1+ β4CRISK i,t-1 +  

β5 ROA i,t-1 + 

 

 β6 ROE i,t-1 + β7NIM i,t-1 + β8FINDEV i,t-1 + β9GDP i,t-1 + β10 

INFL i,t-1 + εit   

(1) 

 RAROAit 

= 

α +β1BSIZE i,t-1 +β2FRISK i,t-1 +β3LRISK i,t-1+ β4CRISK i,t-1 +  

β5ROA i,t-1 + 

 

 β6ROE i,t-1 + β7NIM i,t-1 + β8FINDEV i,t-1 + β9GDP i,t-1 + β10 

INFL i,t-1 + εit   

(2) 

  RAEAit  = α +β1BSIZE i,t-1 +β2FRISK i,t-1 +β3LRISK i,t-1+ β4CRISK i,t-1 +  

β5ROA i,t-1 + 

 

 β6ROE i,t-1 + β7NIM i,t-1 + β8FINDEV i,t-1 + β9GDP i,t-1 + β10 

INFL i,t-1 + εit   

(3) 

where ZBSTAB, RAROA and RAEA represents bank stability, risk-adjusted return on assets and risk adjusted 

capitalization, respectively, while BSIZE denotes bank size; FRISK is the fund risk; LRISK indicates liquidity 

risk; CRISK is symbolized as credit risk; ROE is the return-on-equity; INF highlights inflation; FINDEV 

denotes financial development and GDP indicates gross domestic product. Additionally, β and ε are the 

regression parameters and error term, respectively. Also, i is the individual bank and t denotes the time period. 

Furthermore, the explanatory variables in (t−1) are related to the dependent variable in time (t). This signifies 

that all exogenous variables are lagged variables in the model in order to mitigate the problem of potential 

endogeneity (Adusei, 2015; Hannan & Prager, 2009). The reason behind this approach is that bank stability is 

considered as a function of the lagged values of all the exogenous variables. 

The detailed description of all dependent and independent variables is presented in Table 1. 

 

Table 1. Description of the variables used in the regression models. 

Variable Description Proxy Hypothesised 

Relationship 

Dependent   

ZBSTABit  Z-score.     Not applicable 

RAROAit risk adjusted return on asset   Not applicable 

RAEAit risk adjusted return on equity  Not applicable 

Independent  

Bank specific characteristics(internal determinants) 

SIZEit Natural logarithm of  Total Assets  Bank size + 

FRISKit Defined in the narrative above Funding risk + 

LRISKit Liquid assets/Total assets Liquidity risk - 

CRISKit Loan divided by Total Assets  Default risk - 

ROAit Net income/total Assets Profitability + 

ROEit Net income/Equity Profitability + 

NIMit Net Interest margins Profitability + 

FINDEVit Credit growth rate. Financial 

development 

+/- 
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Macroeconomic variable 

GDPt Real GDP growth rate per cent in year t. Business cycle       +/-- 

INFLt CPI Inflation rate per cent in year t Business cycle +/- 

 

4. Findings and Analysis 

4.1 Descriptive statistics of study variables 

Variable Name N Mean St. dev Minimum Maximum 

ZBSTAB 570   13.89   87.81 -472.35  1745.34 

SIZE 570  11.58  1.48  3.61  15.90 

FRISK 570   .68  13.81   -73.22   278.86 

LRISK 570  35.39  481.41  -17.11  11547.57 

CRISK 570   2.70   41.43  .02   1015.22 

ROA 570   0.58   13.78 -139.08   221.62 

ROE 570   7.85   90.19 -2081.97   388.08 

NIM 570   2.54    36.22 -33.43   240.54 

FINDEV 570  15.61  5.00   8.6    25 

GDP 570   6.47  1.23   3.51   8.15 

INFL 570   6.72  1.51   5.44    10.91 

 

4.2      Correlation Matrix of study variables (N = 570) 

- SIZE FRISK LRISK CRISK ROA ROE NIM FINDEV GDP INFL 

SIZE 1          

FRISK -

0.1840   

1         

LRISK -

0.2726   

0.8538   1        

CRISK   -

0.1855  

-0.1313   0.0538   1       

ROA -

0.1689   

0.6419   0.5639   0.2938   1      

ROE 0.0342  -0.0005  -.0044  -0.0049   0.1158   1     

NIM -

0.3818   

0.8717   0.8628   0.0111   0.5927  -.0017   1    

FINDEV -

0.0544   

0.0129   0.0134  -0.0258  -.0278   0.0379   0.0061   1   

GDP -

0.0080   

0.0432   0.0499   0.0605   0.0234  -.0545   0.0740   0.2888   1  

INFL -

0.0728  

-0.0077  -.0294  -0.0403  -.0206   0.0304  -.0433   0.5949  0.1115   1 

Source and note: Author’s analysis. Any correlation coefficient higher than 0.1115 is statistically significant  at 5 per cent level. 

 



524 

3    Regression Analysis 

 

Table 7: Regression Results of Bank Stability 

Dep Variable ZBSTAB ROROA RAEA 

Independent 

Variables 

GLS 

Random 

Effects 

GLS Fixed 

effect 

GLS 

Random 

Effects 

GLS Fixed 

effect 

- 

GLS 

Random 

Effects 

GLS Fixed 

 effect 

Model (1a) (1b) (2a) (2b) (3a) (3b) 

SIZE(-1)/a 

 

-9.38*** 

(2.03) 

-35.21*** 

(5.63) 

-.05 

(.03) 

-.17* 

(.09) 

-3.84*** 

(.82) 

-14.31*** 

(2.27) 

FRISK((-1) 

 

11.92*** 

(.62) 

11.86*** 

(.70) 

.09*** 

(.01) 

.08*** 

(.01) 

4.81*** 

(.25) 

4.80*** 

(.28) 

LRISK(-1) 

 

-.27*** 

(.09) 

-.23*** 

(.01) 

-.002*** 

(.0002) 

-.001*** 

(.0002) 

-.11** 

(.005) 

-.09*** 

(.005) 

CRISK(-1) 

 

.26*** 

(.08) 

.08 

(.08) 

.008*** 

(.001) 

.008*** 

(.001) 

.100** 

(.03) 

.02 

(.03) 

ROA(-1)  

 

-.79*** 

(,25) 

-.52* 

(.26) 

-.010*** 

(.004) 

-.015*** 

(.004) 

-.316*** 

(.103) 

-.20* 

(.10) 

ROE(-1) 

 

.02 

(.03) 

-.001 

(.03) 

.0005 

(.0004) 

-.0006 

(.0004 

.008*** 

(.01) 

.0005 

(.01) 

NIM)-1) 

 

-.13 

(.17) 

-1.45*** 

(.21) 

.0008 

(.002) 

-.009** 

(.003) 

-.05 

(.07) 

-.58*** 

(.08) 

FINDEV(-1) 

 

1.16* 

(.68) 

.35 

(.65) 

.007 

(.01) 

.006 

(.01) 

.47 

(.27) 

.14 

(.26) 

GDP(-1) 

 

5.04 

(3.83) 

15.38*** 

(4.17) 

.05 

(.05) 

.094 

(.065) 

2.02 

(1.54) 

6.23*** 

(1.68) 

INFL(-1) 

 

-2.78 

(2.37) 

-3.53 

(2.22) 

-.008 

(.035) 

-.012 

(.035) 

-1.14 

(.94) 

-1.44 

(.89) 

CONSTANT 78.26** 

(38.74) 

330.53*** 

(62.23) 

-.213 

(.58) 

1.39 

(.97) 

31.97** 

(15.59) 

134.56*** 

(25.06) 

R square .6294 .4871 .2784 .1795 .6325 .4905 

Sigma_u  54.9652  .5751 0 22.1628 

Sigma_e  52.13  .8121 20.99 20.9902 

rho  .5264  .3339 0 -.5271 

Wald Chi2(10) 845.68  192.15  857.16  

F(10,440)  49.28  12.07  50.08 

P value .0000 .0000 .0000 .0000 .0000 .0000 

N 509 509 509 509 509 509 

Group 59 59 59 59 59 59 

Source and note. a/Regression models have been estimated on the lagged (first lag) of the explanatory variables. Data set has been 

considered as panel with Banks as group variable. *** means statistically significant at 1 per cent level.**means statistical significant at 

5 per cent level, * means statistically significant at 10 per cent level. The models have been fitted using STATA14. 
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Regression Result 

ZBSTAB (Z-score) Model 1(a) and 1(b)  

In the regression analysis of ZBSTAB model (1a) and (1b) in table 7, we see that bank SIZE had significant 

negative (P<.01) effect on bank stability in both GLS-random effect and GLS-fixed effect models. The variable 

funding risk FRISK had highly significant (P<.01) positive effect on bank stability. The variable liquidity risk 

LRISK had highly significant (P<.01) negative effect on bank stability on both the models. CRISK exerted 

considerable positive influence in GLS-random effect model but no significant effect in GLS-fixed effect model. 

The variable ROA exerted significant negative effect on bank stability in both the model. The variable ROE did 

not have any significant effect on bank stability. Net interest margin NIM had significant negative effect on bank 

stability in the GLS-fixed effect model. The variable credit growth FINDEV had significant positive effect on 

bank stability in random effect model. The variable gdp growth rate had highly significant positive effect on 

bank stability in fixed effect model. 

 

RAROA Model 2a and 2b 

In the model (2a) and 2(b) for RAROA in table 7, we see that bank SIZE had mildly significant negative effect 

on RAROA. In GLS-fixed effect model. The effect of FRISK was positive and statistically highly significant 

(P<0.01) in both the model. The effect of LRISK on RAROA also turned out to be positive and statistically 

highly significant (P<0.01). The effect of CRISK on RAROA was positive and statistically highly significant 

(P<0.01). The effect of ROA on RAROA was positive and statistically highly significant (P<0.01)  

The net interest margin NIM had moderately significant (P<0.05) positive effect on RAROA. The variable credit 

growth FINDEV, gdp growth rate, INFL did not exert ive effect on RAROA . 

 

RAEA Model 3a and 3b 

The bank SIZE had highly significant (P<0.01) negative effect on RAEA. The effect of FRISK on RAEA was 

positive and statistically highly significant (P<0.01). The effect of LRISK was negative and statistically 

significant in both the model. The effect of CRISK was positive and statistically significant (P<0.05) in random 

effect model. The effect of ROA was negative and statistically highly significant (P<0.01). The variable GDP 

growth rate exerted significant positive effect on RAEA. 

 

5.      Discussions and Conclusions 

This study was conducted to investigate the determinants of bank’s stability using data from Commercial Banks 

of Bangladesh over the period from 2010 to 2020. The panel was unbalanced. In the regression analysis of 

ZBSTAB model bank SIZE had significant negative (P<.01) effect on bank stability in both GLS-random effect 

and GLS-fixed effect models. The variable funding risk FRISK had highly significant (P<.01) positive effect on 

bank stability. The variable liquidity risk LRISK had highly significant (P<.01) negative effect on bank stability 

on both the models. CRISK exerted considerable positive influence in GLS-random effect model but no 

significant effect in GLS-fixed effect model. The variable ROA exerted significant negative effect on bank 

stability in both the model. The variable ROE did not have any significant effect on bank stability. Net interest 

margin NIM had significant negative effect on bank stability in the GLS-fixed effect model. The variable credit 

growth FINDEV had significant positive effect on bank stability in random effect model. The variable gdp 

growth rate had highly significant positive effect on bank stability in fixed effect model.In the model RAROA 

bank SIZE had mildly significant negative effect on RAROA. In GLS-fixed effect model. The effect of FRISK 

was positive and statistically highly significant (P<0.01) in both the model. The effect of LRISK on RAROA 

also turned out to be positive and statistically highly significant (P<0.01). The effect of CRISK on RAROA was 

positive and statistically highly significant (P<0.01). The effect of ROA on RAROA was positive and 

statistically highly significant (P<0.01) The net interest margin NIM had moderately significant (P<0.05) 

positive effect on RAROA. The variable credit growth FINDEV, gdp growth rate, INFL did not exert ive effect 

on RAROA .The bank SIZE had highly significant (P<0.01) negative effect on RAEA. The effect of FRISK on 

RAEA was positive and statistically highly significant (P<0.01). The effect of LRISK was negative and 

statistically significant in both the model. The effect of CRISK was positive and statistically significant (P<0.05) 
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in random effect model. The effect of ROA was negative and statistically highly significant (P<0.01). The 

variable GDP growth rate exerted significant positive effect on RAEA. All the fitted models have desirable 

statistical properties. Overall, present research is probably a first attempt to empirically analyse the size–stability 

and funding risk–stability relationship in the banking sector of Bangladesh 
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The Disability Free Life Expectancy in Bangladesh 
 

 

Khan A. Matin * 

 

 

Abstract 

The paper investigates the prevalence of disability in the last four decades 1981-2021 or so using data 

generated by Bangladesh Bureau of statistics-the national statistical organisation. The disability rate for both 

sex in 1980 was 0.82% which gradually increased to 2.80% in NSPD2021. The HIES has expressed much 

higher rate of disability rate of 9.07% in 2010 and 6.94% in 2016. In all the Census and Survey the disability 

rate for male was found to be higher for male while compared to female. Life table techniques have been 

applied to find the extent of life time lost due to disability at various ages. Abridged life table have been 

constructed to find disability free life expectancy for three selected years – 2011, 2014 and 2021 depending on 

the availability of data. In doing so, the age specific disability rate have been applied on the various life table 

functions constructed by the Bangladesh Bureau of Statistics The DFLE at birth for both sex for 2011 was 

67.74 years, while the life expectancy at birth was 69.02 years thus yielding 1.28 years as life time expected in 

disabled state which was 1.85% of life time. For the year 2014 the DFLE at birth for male, female and both 

sex was 68.19, 70.63 and 69.73 respectively- the corresponding life time spent in disability was 1.34%, 1.28% 

and 1.32%. For the year 2021 the average life time expected in disability for male, female and both sex was 

2.31, 3.31 and 2.87 years respectively. The per cent of life time expected in disability was higher for female 

(4.46%) while compared to male(3.55%).  

Keywords: Prevalence of disability ‧ abridged life table ‧ Life expectancy ‧ disability free life expectancy ‧ 

Bangladesh 

JEL Classification: I12 ‧ I19 ‧ J11 ‧ O15 

 

1.       Introduction 

Disability is part of the human condition. Almost everyone will be temporarily or permanently impaired at some 

point in life, and those who survive to old age will experience increasing difficulties in functioning. Most 

extended families have a disabled member, and many non-disabled people take responsibility for supporting and 

caring for their relatives and friends with disabilities. Every epoch has faced the moral and political issue of how 

best to include and support people with disabilities. This issue will become more acute as the demographics of 

societies change and more people live to an old age. (WHO, World Report on Disability 2011). 
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WHO Chapter 1, p5 

According to NSPD2021conducted by Bangladesh Bureau of Statistics the number of persons with disabilities in 
the country is 4.62 million which is 2.8% of the total population.Among them, 2.68 million are male and 1.93 

million are female. Among the people with special needs, 1.35% – the highest – suffer from physical 

disabilities. Other types of disability include - visual disability, hearing disability, multiple disability, speech 

disability, mental illness disability, intellectual disability, cerebral palsy disability, and autism. Some of the most 

cited reasons of disability are – congenital (41.09%), illness or disease (36.35%), falling from tree or rooftop 

(12.27%) and road accidents (5.53%). Around one-third of the disabled persons aged 15-64 years are employed. 

The survey shows that 43.7% of the persons with disabilities have felt discriminated against or harassed. Around 

90.5% of the disabled persons who felt discriminated or harassed said mainly their neighbors were responsible 

for such incidents. Besides, their relatives, friends and family members were also responsible for discrimination. 

In order to provide safeguard to the disabled persons Bangladesh enacted  

 

Rights and Protection of the Persons with Disabilities Act 2013 in 2013 

Ministry of Social Welfare provide some financial help to disabled persons. Typically, disabled people receive 

direct benefits in two main categories: disability allowance and education stipend. There are specific allocations 

for institutions such as neuro-developmental disability protection trust and national academy for autism and 

neuro-development. Only 0.42% of the total budget is allocated for this group, or 2.52% if converted to safety 

net funding. We believe this is inadequate. 

During the financial year 2022-23, Ministry of Social Welfare sanctioned an amount of BDT 24291.8 million for 

2.36 million beneficiaries under the disability allowance scheme. The monthly rate of allowance is at the rate of 

BDT 850. During the same period an amount of BDT 956.4 million was sanctioned for 0.10 million student 

suffering from disability. The monthly rate of stipend is BDT 750 at primary level, BDT 880 at secondary level, 

BDT 900 at higher secondary level and BDT 1300 at higher education level. (MoSW, 2023) 

 

2.        Obectives 

The study will attempt to ascertain the extent of prevalence of disability. Further it will estimate the disability 

free life expectancy (DFLE) using life table technique using published data. 
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3.        Data and Methodology 

The data generated by Population Census, Sample Vital Registration System (SVRS) and special surveys on 

disability conducted by the Bangladesh Bureau of Statistics (BBS) shall be used. Life tables were constructed by 

employing suitable demographic techniques (Siegel and Swanson, 2004, Sullivan, 1971). The information on 

the DFLE for some other countries compiled from the publications available in the internet and website of the 

respective public health and vital statistics department.   

 

4.         Findings and Analysis 

4.1.      Disability Prevalence Rate 1981-2022 

Table gives the prevalence of disability by gender composition in Bangladesh for the period 1981-2022. 

The disability rate for both sex in 1980 was 0.82% which gradually increased to 2.80% in NSPD2021. The 

HIES has expressed much higher rate of disability rate of 9.07% in 2010, 6.94% in 2016 and 5.71% in 2022.. In 

all the Census and Survey the disability rate for male was found to be higher while compared to female. 

Table 1: Disability Prevalence Rate (%). Bangladesh 1981-2022          

Census/SVRS Both sex Male Female 

BBS Census 1981 0.82 na na 

BBS Disability Survey 1987 0.8 0.9 0.8 

BBS Census 1991 0.47 na na 

BBS Disability Survey 1994 1.06 na na 

BBS Census 2001 0.60 na na 

BBS Census 2011 1.41 1.51 1.30 

BBS Census 2022 1.43 1.63 1.23 

BBS SVRS2010 1.02 1.14 .88 

BBS SVRS2011 0.99 1.11 .88 

BBS SVRS2012 1.00 1.10 .90 

BBS SVRS2013 0.90 .97 .82 

BBS SVRS2014 0.90 .99 .82 

BBS SVRS 2015 0.88 .96 .80 

BBS SVRS 2016 0.90 .98 .83 

BBS SVRS 2017 0.89 .98 .90 

BBS SVRS 2018 0.85 .93 .77 

BBS SVRS 2019 0.84 .92 .76 

BBS SVRS 2020 0.85 .93 .76 

BBS SVRS 2021 2.41 2.38 2.44 

BBS NSPD2021 2.80 3.29 2.34 

BBS HIES 2010 9.07 8.13 10.00 

BBS HIES 2016 6.94 6.27 7.59 

BBS HIES 2022 5.71 5.50 5.92 

BBS SVRS2022 2.55 2.56 2.54 

Source and note. Data source.BBS. Analysis by the author. 
 

Source and note. Chart adapted from ESCAP 2012. Disability at a Glance 2012: 

Strengthening the Evidence Base in Asia and the Pacific. 
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4.2      Age Specific Disability Prevalence Rate. 2014-2021 

Charts 1-2 give the pattern of age specific disability rate for male, female and both sex for the years SVRS2014 

and SVRS2021. In general age specific disability rate increases as there is advances in age. In their later years of 

life female seems to have higher prevalence than the male. Moreover, the age specific disability rate has greatly 

increased in later years of life in SVRS2021 in comparison to SVRS14. In SVRS2014 at the closing age of 65+ 

the age specific disability rate was 39.3 per 1000 male, 38.4 per 1000 female and 39.0 per 1000 for both sex. In 

the SVRS2021 similar prevalence was observed at around age 50. For the closing age of 65+, age specific 

disability rate was found to be 116.1 per 1000 male, 147.3 per 1000 female and 131.3 per 1000 total population, 

Chart 1: Age Specific Disability Rate/1000 by Sex SVRS2014 

 
Source and note. Data source. BBS. Analysis by the author 

 

Chart 2: Age Specific Disability Rate/1000 by Sex SVRS2021 

 
Source and note. Data source. BBS. Analysis by the author 
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4.4   Life Expectancy at birth and Healthy Life Expectancy at birth. Cross Country Comparison 

 

Table 2: Life expectancy at birth and healthy life expectancy at birth of some selected  

countries of South and South West Asia, 2019 

Countries and areas 

Life expectancy at birthb (years) Healthy life expectancy at birthb 

(years) 

South & South West Asia Male Female Both 

sexes 

Male Female Both 

sexes 

Year 2019 2019 

Afghanistan 63.3 63.2 63.2 54.7 53.2 53.9 

Bangladesh 73.0 75.6 74.3 64.2 64.4 64.3 

Bhutan 72.0 74.4 73.1 63.2 63.5 63.4 

India 69.5 72.2 70.8 60.3 60.4 60.3 

Iran (Islamic Republic 

of) 75.7 79.1 77.3 66.0 66.5 66.3 

Maldives 78.6 80.8 79.6 69.7 70.0 70.0 

Nepal 68.9 72.7 70.9 60.6 62.1 61.3 

Pakistan 64.6 66.7 65.6 56.9 56.8 56.9 

Sri Lanka 73.8 79.8 76.9 65.1 69.0 67.0 

Türkiye 76.4 80.7 78.6 67.8 69.0 68.4 

Source and note: WHO. World Health Statistics 2023. b/Global health estimates 2019: Life expectancy, 2000–2019. 

Geneva: World Health Organization; 2020 (https://www.who.int/data/gho/data/themes/mortality-and-global-health-

estimates/, accessed 1 May 2021). 

Table 3 shows the construction procedure of the disability free life expectancy(DFLE) for Bangladesh using the 

life table(mortality table) constructed by the Bangladesh Bureau of Statistics(BBS) and the age specific 

disability rate as obtained in SVRS2021. The data were available in the published SVRS reports. We had to 

construct a good number of life tables to prepare the table 4, but only one table for SVRS2021 has been 

presented here for the purpose of illustration. (Siegel and Swanson 2004), Sullivan, 1971, Matin, 1984, Matin 

1986) 

 

5.      Construction of Disability Free Life Table for Both sex SVRS 2021. 

 

Table 3: Construction of Disability Free Life Table for Both sex SVRS 2021 

 

Disability adjusted life tablefunctions 

  

 

Age 

Number of 

survivors at 

exact age x 

Person 

years 

Proportion 

Disabled 

Disability free 

person 

years=(1-dis) 

XnLx 

Disability 

free Tx 

Disability 

free ex 

Expectation 

of life 

Diff= 

LE-

DFLE 

Per cent 

lifetime 

in 

disability 

x lx nLx dis nLx’ Tx’ ex’(DFLE) ex(LE) diff Percent 

0 100000 485406.8 0.0069 482057.5 6940596 69.40596 72.3 2.89 4.00 

5 96721.45 482899.7 0.0113 477442.9 6458538 66.77462 69.7 2.92 4.20 

10 96438.44 481756.9 0.0132 475397.7 5981095 62.01982 64.9 2.88 4.44 

15 96264.34 480425.6 0.0129 474228.1 5505697 57.19353 60.1 2.91 4.84 

20 95864.52 477851.2 0.013 471639.1 5031469 52.48521 55.3 2.81 5.09 

25 95261.26 474969.6 0.0131 468747.5 4559830 47.86657 50.6 2.73 5.40 

30 94725.02 472118.6 0.0153 464895.2 4091082 43.18903 45.9 2.71 5.91 

35 94101.15 468605.2 0.0148 461669.8 3629412 38.56926 41.2 2.63 6.38 

file:///F:/BEA%2022nd%2017-18%20May%20FINAL/Global%20health%20estimates%202019:%20Life%20expectancy,%202000–2019.%20Geneva:%20World%20Health%20Organization;%202020%20(https:/www.who.int/data/gho/data/themes/mortality-and-global-health-estimates/,%20accessed%201%20May%202021)
file:///F:/BEA%2022nd%2017-18%20May%20FINAL/Global%20health%20estimates%202019:%20Life%20expectancy,%202000–2019.%20Geneva:%20World%20Health%20Organization;%202020%20(https:/www.who.int/data/gho/data/themes/mortality-and-global-health-estimates/,%20accessed%201%20May%202021)
file:///F:/BEA%2022nd%2017-18%20May%20FINAL/Global%20health%20estimates%202019:%20Life%20expectancy,%202000–2019.%20Geneva:%20World%20Health%20Organization;%202020%20(https:/www.who.int/data/gho/data/themes/mortality-and-global-health-estimates/,%20accessed%201%20May%202021)
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40 93293.08 463559 0.0181 455168.6 3167742 33.95474 36.5 2.54 6.97 

45 92024.53 455058.4 0.0242 444046 2712573 29.47663 32.0 2.52 7.88 

50 89826.65 441581.7 0.0319 427495.2 2268527 25.25450 27.7 2.44 8.83 

55 86579.83 421032.9 0.0461 401623.3 1841032 21.26398 23.6 2.34 9.90 

60 81530.22 391982.4 0.0622 367601.1 1439409 17.65491 19.9 2.24 11.28 

65+ 74852.78 1233806 0.1313 1071808 1071808 14.31888   16.5 2.18 13.21 

Source and note. Data source BBS. Analysis by the author. The symbols bears standard life table meanings. 

 

Difference in LE and DFLE 

From charts 3 we see similar pattern of decline in both LE and DFLE according to ages. 

Chart 3. LE and DFLE both Sex SVRS2021 

 
Source and note. Data source. BBS. Analysis by the author. 

 

Chart 4 shows that difference in LE and DFLE decreases over age, but slowly. 

Chart 4. Difference between LE and DFLE both Sex SCRS2021 

 
Source and note. Data source. BBS. Analysis by the author 
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Chart 5: shows that per cent of lifetime spent in disability is expected to increase  

along with age Per cent life time in Disability Both Sex SVRS2021 

 
Source and note. Data source. BBS. Analysis by the author 

 

Table 4: Life Expectancy (LE) and Disability Free Life Expectancy(DLFE) 2011-2021 

Source Indicators Gender 

Census 2011  Male Female Both sex 

 Life expectancy at birth(LE) in years 67.93 70.26 69.02 

 Disability Free Life expectancy(DFLE) 

In years 

na na 67.74 

 life time Expected in disability in years na na 1.28 

 Per cent life time Expected in disability na na 1.85 

 Disability rate (%) na na 1.41 

SVRS2014     

 Life expectancy at birth(LE) in years 69.12 71.55 70.66 

 Disability Free 

Life Expectancy(DFLE) In years 

68.19 70.63 69.73 

 life time Expected in disability in years 0.93 0.92 0.93 

 Per cent life time Expected in disability 1.34 .1.28 1.32 

 Disability rate (%) 0.987 0.822 0.905 

SVRS 2021     

 Life expectancy at birth(LE) in years 70.61 74.13 72.31 

 Disability Free Life expectancy (DFLE) In years 68.10 70.82 69.44 

 Life time Expected in disability in years 2.51 3.31 2.87 

 Per cent life time Expected in disability 3.55 4.46 3.97 

 Disability rate (%) 2.38 2.44 2.41 

Source and note: Data source. BBS. Author’s analysis 

Table 4 gives the comparative picture of change in life expectancy (LE) and disability free life expectancy 

(DFLE) by gender during the period 2011-2021 as obtained by the analysis of the Population Census 2011 and 

SVRS for 2014 and 2021. In census 2011 the difference in LE and DFLE for both sex was found to be 1.28 

years and the per cent lifetime expected in disability was found to be 1.85%. For the SVRS2014 the difference 
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in LE and DFLE for male, female and both sex was 0.93 , 0.92 years and o.93 years respectively and the 

corresponding lifetime expected in disabled state was 1.34%, 1.28% and 1.32%. In SVRS2021 the difference in 

LE and DFLE was 2.52, 3.31 and 2.87 years for male, female and both sex which yielded corresponding life 

time spent on disability to be 3.55%, 4.46% and 3.97%. We observe a considerable amount of increase in 

percent of life time spent in disabled state within a span of 10 years. 

 

6.       Discussion and Conclusions   

The paper investigates the prevalence of disability in the last four decades 1981-2021 or so using data generated 

by Bangladesh Bureau of statistics-the national statistical organisation. The disability rate for both sex in 1980 

was 0.82% which gradually increased to 2.80% in NSPD2021. The HIES has expressed much higher rate of 

disability rate of 9.07% in 2010 and 6.94% in 2016. In all the Census and Survey the disability rate for male was 

found to be higher for male while compared to female. Life table techniques have been applied to find the extent 

of life time lost due to disability at various ages. Abridged life table have been constructed to find disability free 

life expectancy for three selected years – 2011, 2014 and 2021 depending on the availability of data. In doing so, 

the age specific disability rate have been applied on the various life table functions constructed by the 

Bangladesh Bureau of Statistics. The DFLE at birth for both sex for 2011 was 67.74 years, while the life 

expectancy at birth was 69.02 years thus yielding 1.28 years as life time expected in disabled state which was 

1.85% of life time. For the year 2014 the DFLE at birth for male, female and both sex was 68.19, 70.63 and 

69.73 respectively- the corresponding life time spent in disability was 1.34%, 1.28% and 1.32%. For the year 

2021 the average life time expected in disability for male, female and both sex was 2.31, 3.31 and 2.87 years 

respectively. The per cent of life time expected in disability was higher for female (4.46%) while compared to 

male (3.55%). Amongst the countries in this region Bangladesh has the lowest allocation of current health 

expenditure of 2.27% of GDP, while the value of domestic government expenditure as per cent of GDP is 

0.38%. The Government of Bangladesh is also committed to move progressively towards universal health 

coverage by 2032, which is documented by the Health Care Financing Strategy of Bangladesh is a signatory to 

the Convention on the Rights of Persons with Disabilities (UNCRPD) and has national documents, such as 

action plans, legislation, and policy documents, that aim to protect the rights of people with disabilities. The 8th 

Five-Year Plan, which focuses on promoting prosperity and fostering inclusiveness, includes a specific direction 

to foster the inclusion of people with disabilities. However, these are not reflected in the budget. The Plan 

mentions issues related to people with disabilities, such as education, health, and accessibility. For example, the 

government has mentioned taking appropriate social protection measures, such as child dependency benefits for 

young children and school-age children, adult disability benefits for young and working-age adults, and pension 

for old age.  
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Impact of Renewable Energy on the National Economy of  

Bangladesh as well as climate Vulnerability in the world 
 

 

M. Golam Mostofa* 

 

Abstract 

Renewable energy has been under sharp focus globally as far as it’s urgency for achieving sustainable 

development and combatting climate change impacts. In order to contribute thus achieve the United Nation’s 

2030 Agenda for Sustainable Development and in particular Sustainable Development Goal 7 (SDG 7) has 

led to a global consensus that share of renewable energy in the world energy mix need to be substantially 

increased. Keeping global temperature to limit global warming to 1.5°C as per the Paris Agreement (held in 

Paris, France, on 12th December, 2015 which entered into force on 4th November, 2016.) also calls for 

increasing the share of renewable energy as it emits no greenhouse gas. Globally the use of renewable energy 

has risen considerably in recent times.  

 

Renewable Energy’s Benefits and Impacts on Global Economy and Climate Change 

Energy is the key source of the global economic growth. Because, production and consumption activities 

involve energy as a basic input. From the physical point of view, the utility of energy drives economic 

productivity and industrial growth and it is central to the operation of any modern economy. As populations 

expand, living standards improve and consumption rises, total demand for energy is expected to increase supply 

by 21% within 2030 (International Energy Association-IEA, 2015). At the same time, growing concerns over 

climate change are prompting governments worldwide to seek ways to supply adequate renewable energy in 

order to minimize greenhouse gas emissions including its economic, social and environmental impacts.  

A study by IRENA titled “Renewable Energy Benefits: Measuring the Economics” claims as the first 

quantification of the macroeconomic impact of doubling the global share of renewable energy in the energy mix 

by 2030. Adoption of the Sustainable Development Goals (SDG) and the Paris Agreement (2015, came into 

force in November 2016) provide a clear message that the transition to sustainable energy is central to meet the 

development and climate objectives.  

As the policy makers has been considering options at their disposal, understanding the socio-economic benefits 

of this transition is of vital importance. To address international debates and facilitate sound decision-making, a 

study titled, “Renewable Energy Benefits: Measuring the Economics” conducted by International Renewable 

Energy Agency (IRENA) in 2016 focuses global analysis of the impact of renewable energy deployment on the 

economy and the interdependencies between sectors and markets. The study analyses the linkages between the 

energy system and the world’s economies within a single quantitative framework. It builds on IRENA’s previous 

work on the socioeconomic benefits of renewable energy and IRENA’s roadmap for doubling the global share of 

renewables. It finds that, within the time frame of the Sustainable Development Goals, renewable energy can 

offer solutions for dual objectives for ensuring economic growth and imperative to decarbonize economies 

across the globe.  

Accelerating to the deployment of renewable energy it will be the fuel for economic growth, create new 

employment opportunities, enhance human wellbeing and contribute to a climate-safe green environment for the 

future. Advances in renewable energy technologies and growing cost-efficiencies have strengthened the business 
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case of renewables and opened new opportunities for countries to transform their energy systems. Increased 

deployment can meet the energy needs of a growing population, drive development and improve well-being of 

the world wide nations, while reducing greenhouse gas emissions and increasing natural resources productivity. 

It provides empirical evidence that economic growth and environmental conservation are fully compatible. 

 

It’s Impact on Global GDP 

Evidences show that doubling the share of renewables in the global context increases GDP in 2030 between 

0.6% to 1.1%, or between around USD 700 billion to USD 1.3 trillion. Most of these positive impacts on GDP 

are driven by the increased investment in renewable energy deployment; which triggers ripple effects throughout 

the economy. If doubling of renewable share is achieved through a higher rate of electrification of final energy 

uses, the increase in global GDP is even higher, amounting to some 1.1%, or USD 1.3 trillion globally. 

 

Renewable energy could improve human well-being beyond GDP 

Benefits of the renewables reach far beyond the traditional and limited measurements of economic performance. 

Doubling the share of renewable energy by 2030 will have a positive impact on global wellbeing, which 

increases by 2.7 % compared to 0.6% GDP improvement.  

A combined indicator for the wellbeing considers a number of factors including:  

• Economic impacts based on consumption, utilization  and investment;  

• Social impacts based on expenditure on health and education;  

• Environmental impacts measured as greenhouse gas emissions which has been addressing global climate 

change impacts.  

 

Employment Opportunities by Renewable Energy (RE) 

Doubling the share of renewables increases direct and indirect employment in the sector to 24.4 million by 

2030. Renewable energy jobs will grow across all technologies with a high concentration in the same 

technologies that account for a majority of the employment today, namely, bioenergy, hydropower and solar 

energy. Along with the renewable energy value chain, most renewable energy jobs will come from biofuel 

supply (bioenergy feed-stocks such as trees, agricultural crops, plant residues, animal parts and many other 

biological materials), installations and equipment manufacturing. 

 

World Trades 

The world wide trading in renewable energy equipment, accessories and other investment goods and services 

will increase is an increasing rate as a result of the scaled-up disposition in power and users-end. At the same 

time this will result in a decrease in trade of other energy sources, especially the fossil fuels. The increase in the 

share of renewable energy in the global energy system will impact both fuel import and export. For fossil fuel 

imports, the switch to a greater share of renewables has potentially favourable trade implications curtailing from 

the ripple effects on their economies, as well as improved energy security due to greater reliance on 

indigenous/domestic sources. World experts in this sector are convinced that deploying early renewable energy 

in fossil fuel exporting countries could be seen as an opportunity for economic diversification, thereby 

positioning them in the new markets that will be created. 

 

Bangladesh Perspective 

Bangladesh National Plans for Power Generation Including RE 

As per the Vision 2021 of the Government of Bangladesh; It was planned to produce 10% of total energy from 

renewable energy sector by 2021(Vision-2021).  

As per SDG-30 (2016-2030); target for power generation capacity has set to be upto 40,000 MW of which, 4000 

MW will be contributed from the renewable energy (RE) sector by 2030.  
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As per Bangladesh Perspective Plan (2021-2041); the target for power generation capacity will be 60,000 MW 

of which 40% of total capacity will be contributed by renewable energy (RE) sources. It indicates that the 

renewable energy will contribute about 24,000 MW.  

As per Mujib Climate Prospective Plan of Bangladesh (MCPP) aims to reduce temperature upto 1.5 degree 

aligned with Paris Agreement 2015 and produce energy by 30% within 2030; 40% by 2041 and 100% by 2050 

from renewable energy sources in Bangladesh. This plan will be achieved within the framework of national 

planning process (NPP) and will further strengthen. 

 

Where we are? 

Despite of all the above mentioned plans of Bangladesh Government, to increase the renewable energy sector 

for achieving above mentioned targets from renewable energy sources might be impossible. Unfortunately, 

Bangladesh is lagging far behind in this sector in comparison with other developing countries in the world. 

Bangladesh yet not be exceed more than 3.1% of its capacity to produce renewable energy. According to the 

publication titled “Renewable Capacity Statistics-2023” published by International Renewable Energy Agency 

(IRENA), where the status of renewable energy of a number of 222 countries globally were published. The 

report shows that Bangladesh has reached only to 3.1% of its targeted plan in producing renewable energy 

during last 10 (ten) years. The capacity of renewable energy in 2013 was 329 MW where in 2022 it reached up 

to 775 MW only.  Whereas, the world has already increased the production as well as consumption of renewable 

energy by reducing fossil generated fuel and increasing the capacity of renewable energy sector. Many countries 

in the world has planned to transform to use of renewable energy by half of their capacity. “Strongly”, in Asia, 

China, India, Pakistan, Malaysia and Philippines have progressed tremendously in this sector but, Bangladesh is 

nowhere in comparison with them. The following bar diagram shows the status of six Asian countries’ 

renewable energy generation against their capacity as of 2022.  

 

 
Source: IRENA, published in BanikBarta, 26 March 2023 

 

Solar Energy Sources and Challenges 

The most significant source of Renewable Energy in Bangladesh is “solar energy” as it receives 4.5 KW/m2 

energy on average. But the pathetic challenge is the complicated and time consuming land acquisition process, 

including lack of proper information and understanding gap of the GOB decision makers.  

The outline of 100% access to electricity for such instance comes at a stake since many remote areas were 

inaccessible for grid expansion due to geographical and multidimensional cost implication. In this 

circumstances, introduction of solar home system had given us a hope. By providing 248 MW power by 

installation of 5.8 million solar home systems which have been installed all over the country till 2018 and the 

people in remote areas were encouraged to take advantages of it as it was affordable. Solar home systems are 

mostly financially supported by development partners like World Bank, JICA. ADB, GIZ, etc. in the rural and 
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urban areas. Apart from solar home systems, initiatives and opportunities of solar energy usage are solar park, 

solar rooftop, with and without net metering, solar mini, micro and nano grids, solar water heating system and 

solar irrigation pumping system (SIPS).  

The thematic area for supplying electricity directly to the grid instead of using a battery backup from solar 

panels is known as solar park. This initiative have been implementing in the unused open spaces and rooftops of 

government and non-government organizations. Conventional irrigation pumps consume a significantly high 

volume of electricity from grid. As the agricultural sector is the most important sector in our country, this 

consumption has to be guaranteed, but such seasonal consumption is a burden to the grid. Moreover, remote 

areas are to be covered by grid for such access.  

Solar irrigation pumping systems are the most demandable alternatives for ensuring tremendous supply from 

SIPS through net metering system like the above mentioned countries. According to the Asian Development 

Bank (ADB), about 43% of total costs in agricultural sector are only due to diesel and electricity driven 

irrigation pumps. Installation of solar irrigation pumps will reduce such expenses though one-time capital 

investment must have to be considered because of future cost-economy. It will also contribute for reducing CO2 

emission percentage. Moreover, it is anticipated that this will reduce the burden of electricity demand from the 

grid. Solar irrigation pumps are at present contributing 35 MW off-grid power by installation of a number of 

1,271 SIPS all over the country. The upcoming projects will contribute more in this initiative. These are mostly 

financially supported by the above mentioned development partners. Solar mini-grids, micro-grids and nano-

grids are also old ideas. These grids are different from solar park in the sense, that there are isolated from the 

national grid and installed to support access to electricity in remote areas where consumptions to national grid 

construction cost is now efficient. Rural areas are selected under a specified mini or micro grid and power is 

generated and distributed among the habitats in those areas. This establishment is efficient and bringing 

significant changes in the lifestyle and socio-economic development in the remote regions. A number 21 solar 

mini-grids along with 2 nano-grids are contributing 4.5 MW energy. A total of 650 KWp solar mini-grid located 

at Shulllah, Sunamganj is the largest mini-grid installed in the south Asian region. (Source: www.sreda.gov.bd). 

 

(a) Solar Home Systems  

Bangladesh had the largest off-grid solar power program in the world up to 2018, which offers experiences and 

lessons for other countries to expand access to clean and affordable electricity. By harnessing solar power, the 

program enabled to provide for 20 million people in Bangladesh to access solar electricity. This Solar Home 

System installed from 2003 up to 2018, has able to reduce approximately 1.14 million tons of kerosene (worth 

estimated 411 million USD) per year. During the same period, this SHS project (by IDCOL) reduced greenhouse 

gas (GHG) emissions by approximately 9.6 million tons of CO2 equivalent. The program helped to reduce 

indoor air pollution by avoiding the consumption of 4.4 billion liters of kerosene.  (Source: 

https://www.worldbank.org/en/news/press-release/2021/04/07) 

 

(b) Solar Rooftop System 

Solar Rooftop System can also be a prompting way to increase RE by introducing and accelerating GOB net 

metering system (net metering system published in 2018 ). Although there are so many discrepancies/obstacles 

to utilize this system with the national conventional grid. This is lack of coordination, communication and 

cooperation between GOB concerned authorities and the implementing organizations/companies. The rooftops 

of commercial and residential buildings and the open spaces of industrial zones are asked to install PV panels to 

reduce their electricity expenses. Bangladesh has implemented new rules stating that, new buildings with 

rooftop spaces exceeding 92.2 square meters must install net-metered solar power systems with at least 20% of 

total sanctioned load as a prerequisite for grid connection. In this system, consumers can provide surplus 

electricity from their solar rooftop system to the grid and eventually paid for the export of generation at the bulk 

rate of distribution utility which is settled at the year end. The GOB buildings, RMG and textile sector can be 

vital producers and users of rooftop solar power and come forward to install solar rooftop. Bangladesh Textile 

Mills Association have about 42 million square feet of rooftop space, which could be used to install solar PV 
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system with 400 MW capacity (The Financial Express). Along with the RMG and Textile sector, other 

government and non-government buildings with long roof can be used for Solar Rooftop System.  

 

Exclusive Solar Irrigation Pumping System 

According to a roadmap published by ADB in December 2023 says expanding the solar irrigation pump (SIP) 

systems will gradually enable Bangladesh to cut consumption of diesel fuel by 10 lakh tones annually. Also the 

roadmap of ADB, titled "Road Map to Scale up Solar Irrigation Pumps in Bangladesh (2023–2031)", released in 

December 2023, SIP system also helps to reduce emissions of 30 lakh tones of CO2 per year. Around 12.2 lakh 

conventional diesel pumps and about 4.3 lakh electric pumps are used in conventional irrigation in Bangladesh, 

which accounts for 43 percent of total agricultural costs in Bangladesh by replacing diesel pumps and electric 

pumps. Replacing diesel pumps with modern and efficient SIPS will enable a transition to clean energy and 

reduce dependency on diesel and electricity. 

According to the road map of ADB, installing up to 45,000 SIPS with pump ratings from 4 kW to 25 kW will 

add up to 1,000- MWp of solar capacity to the country, irrigating up to 4 lakh hectares of land and serving more 

than 13 lakh farmers. The suggested breakdown per SIP system is 15,000 solar low-lift pumps for surface water 

irrigation, 2,000 solar deep tube wells and 28,000 shallow tube wells for groundwater irrigation. (Source: "Road 

Map To Scale Up Solar Irrigation Pumps In Bangladesh" (2023–2031, by ADB) 

There is an unanimous views among government, nongovernment and private sector personnel that the SIPS roll 

out is necessary for Bangladesh and the roll out is a cross-sectoral initiative that will require synergy among all 

key stakeholders for being its success. There is also consensus that attention must be given to reduce pressure on 

Bangladesh’s groundwater: water-use efficiency must be increased and cropping patterns rationalized, 

considering water availability and sustainability of aquifers. Although Bangladesh’s cropped area has been 

reasonably stable, cropping intensity is gradually increasing, putting pressure on irrigation requirements. In 

2021, more than 5 million ha were irrigated, with 72.65% irrigated during Rabi season (October–March) with 

groundwater using tube wells and the remainder irrigated with surface water using Low Lift Pumps (LLP). 

Measures that will help to achieve a more efficient use of water for irrigation include replacing diesel LLPs and 

tube wells pumps with SIPS (Source: ADB, Roadmap to Scale up SIPS in Bangladesh 2023-31). 

 

Challenges/Obstacles for expanding Renewable Energy in Bangladesh 

There are huge opportunities in Solar Irrigation Pumping System by replacing a number of 12.2 lac diesel and 

electric driven pumps in the agricultural sector in Bangladesh. Accordingly, opportunities in solar rooftop 

system all over the country on GOB and Private owned buildings. Also opportunities in solar street lighting 

system besides and on the roads, highways, bridges and rural markets. And accordingly there are huge 

opportunities for installation of solar mega power project in the remotest area in Bangladesh. It is to be 

mentioned here that a huge fellow land, non-agricultural land, charlands, dead rivers, dead cannels etc. for 

installing thousands and thousands solar mega power system. For such initiative, it is needed to be committed, 

devoted, hard working and having ownership to the country. 

Lack of management efficiency, proper information, commitment and devotion of the GOB concerns for land 

acquisition system, it is quite impossible to proceed to establish solar mega power project in a large scale. 

Complicated land acquisition system and time consuming process is the top most challenge for setting 

up/installation of renewable energy plants/set-ups.  

The second big challenge is the grid integration of renewable energy system. The power grid in Bangladesh is 

not very robust and reliable and suffers from frequent power outages and voltage fluctuations. The grid also has 

limited transmission and distribution capacity, limiting power evacuation from renewable energy sources. 

Moreover, the grid operators are not well-equipped to handle the variability and intermittency of renewable 

energy, which can affect the grid stability and power quality. (Bangladesh's Renewable Energy Odyssey: 

Challenges, Opportunities, and the Path Forward by Al Mamun, Economist, November 10, 2023). 

The sector requires trained and qualified engineers, technicians, managers, and entrepreneurs who can design, 

install, operate, and maintain renewable energy systems. However, there is a shortage of such human resources 
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in Bangladesh, as the education and training institutions do not offer adequate courses and programs on 

renewable energy. There is also a need for more research and development activities to improve the efficiency 

and performance of renewable energy technologies which will be creating impact on the national economy.  

Another challenge is the low level of public awareness and acceptance of renewable energy but many people in 

Bangladesh benefitted and they have potentials in renewable energy sectors. Others have misconceptions or 

doubts about the reliability and affordability of renewable energy systems. They may also face social and 

cultural barriers, such as resistance from the local community or religious authorities. Therefore, there is a need 

for more awareness campaigns, outreach programs and skill development trainings to know more about the 

system of the renewable energy.  

It is to be mentioned here that if the implementing organizations can be able to get comfort with the GOB 

concerns about the existing obstacles and challenges, they will be able to provide sustainable renewable energy 

as per the government plans based on the mentioned opportunities.  

Despite of all of the challenges, Bangladesh has ample opportunities, as mentioned above, to work for the 

growth of this sector. One of the main opportunities for renewable energy development in Bangladesh is the 

plentiful solar potentials. The government has also introduced feed-in tariff schemes to encourage rooftop solar 

installations. These schemes allow consumers to sell excess electricity to the grid or receive reasonable price for 

their generation.  
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cwiewZ©Z we‡k^ cvwb ~̀lY: msK‡U my‡cq cvwb 

Water Pollution in Changing World: Clean Water in Crisis 

 

gvmy` KvRx 
*

 

Masud Kazi 

 

mvims‡ÿc Av‡jvP¨ cÖe‡Ü †UKmB Dbœqb wbwð‡Z cwiewZ©Z we‡k^ my‡cq cvwb cÖvc¨Zvi g‡Zv GKwU †gŠwjK welq Av‡jvKcvZ Kiv 

n‡q‡Q| gvby‡li my ’̄ my›`i Rxe‡bi Rb¨ my‡cq cvwbi Dci ¸iæZ¡ †`Iqv Riæwi| cÖe‡Üi ïiæ‡Z jÿ¨ I D‡Ïk¨ Ges Z_¨ I c×wZ 

m¤ú‡K© Av‡jvKcvZ Kiv n‡q‡Q| my‡cq cvwbi msÁv, eZ©gv‡b cvwb ~̀l‡Yi ev Í̄e wPÎ, my‡cq cvwb msK‡U Rb¯̂v‡¯’¨i Dci 

mvgvwRK I A_©‰bwZK cÖfve wb‡q Av‡jvPbv Kiv n‡q‡Q| cvwb ~̀lY †Kv‡bv ’̄vb ev AÂ‡ji g‡a¨ mxgve× bq eis GwU cwiewZ©Z 

we‡k^; wek^e¨vcx we Í̄…Z GKwU mgm¨v| cÖe‡Üi †klvs‡k my‡cq cvwb wbwðZ Ki‡Y mycvwikgvjv Dc ’̄vcb Kiv n‡q‡Q|  

 

1.      my‡cq cvwb 

‡h cvwb‡Z `ªexf‚Z Ae¯’vq jeYv³Zvi gvÎv 500 wcwcGg ev GK wgwjq‡bi cuvPkZ fv‡Mi †P‡q Kg _v‡K Zv‡K my‡cq cvwb e‡j| 

Avevi Ab¨ Z_¨ †gvZv‡eK hw` cvwb‡Z jeYv³Zvi gvÎv GK wgwjq‡bi GK nvRvi †_‡K wZb nvRvi fvM _v‡K Z‡e Zv my‡cq cvwb 

wn‡m‡e we‡ewPZ nq| ¯^v`y cvwb ev my‡cq cvwb ev wgVv cvwb GK ai‡Yi cvwb hv‡Z jeY †bB ev _vK‡jI Zv‡Z je‡Yi cwigvb LyeB 

Kg| cÖvK…wZK fv‡e m„ó ˆkjcÖvPxi, RjcÖcvZ, n«`, b`x, ZzlvicvZ, eid BZ¨vw` cvwbevnx gva¨g ¸‡jv ¯^v`y cvwbi cÖavb Drm¯’j|  

 

cvwb‡Z `ªexf‚Z Ae¯’vq je‡Yi cwigvb 

¯^v ỳ cvwb Clr †jvbv cvwb jeYv³ cvwb †mvwWqvg jeY 

 < 0.05 kZvsk 0.05 kZvsk - 3 kZvsk 3 kZvsk -5 kZvsk > 5 kZvsk 

  m~Î: DBwKwcwWqv 

 

2.      jÿ¨ I D‡Ïk¨ 

Av‡jvP¨ cÖe‡Üi g~j jÿ¨ n‡jv mevi Rb¨ my‡cq cvwb wbwðZKiY| wek^e¨vcx cÖwZeQi 2wgwjq‡biI †ewk gvbyl Wvqwiqv RwbZ †iv‡M 

gviv hvq| GB g„Zy¨i Rb¨ cÖvq 90 kZvskB Lvivc ¯^v¯’¨wewa Ges Awbivc` cvwb `vqx Ges †ewki fvMB wkï‡`i cÖfvweZ K‡i| G 

jÿ¨‡K mvg‡b †i‡L D‡Ïk¨ mg~n wb‡¤œ Dc¯’vcb Kiv n‡jv|  

1. wbivc` I ¯^í g~‡j¨ Lvevi cvwb‡Z mK‡ji mve©Rbxb I mgZv wfwËK cÖ‡ekvwaKv‡ii jÿ¨ AR©b|  

2. `~lY n«vm K‡i cvwb‡Z AveR©bv wb‡ÿc eÜ K‡i Ges ÿwZKi ivmvqwbK c`v_© b~¨bZg ch©v‡q wb‡q G‡m Acwi‡kvwaZ eR¨© 

cvwbi AbycvZ A‡a©‡K bvwg‡q Avbv Ges wimvBwK¬s Gi gva¨‡g wbivc` cybe ©̈envi D‡jøL‡hvM¨ cwigvb evwo‡q cvwbi ¸YMZ gvb 

e„w× Kiv|  

3. my‡cq cvwb Ges cqtwb®‹vkb e¨e¯’vi Dbœq‡b RbM‡bi AskMÖn‡Y mg_©b I mn‡hvwMZvi Rb¨ †Rvi mycvwikgvjv ˆZwi Kiv| 

  

3.     c×wZ I Z_¨  

Av‡jvP¨ cÖe‡Ü e¨eüZ Z_¨mg~n wewfbœ gva¨wgK Drm n‡Z †bqv n‡q‡Q| wewfbœ ms¯’v KZ…©K Av‡qvwRZ †mwgbvi I cÖKvwkZ wewfbœ 

cÖKvkbv, M‡elYv MÖš’, wewfbœ ˆ`wbK cwÎKvq cÖKvwkZ Kjvg, wi‡cvU©, wdPvi Ges cvwb wb‡q wjwLZ wewfbœ MÖ‡š’i mnvqZv †bIqv 

n‡q‡Q|  

 

 

                                                      
*      cÖfvlK, A_©bxwZ wefvM, miKvwi †`vnvi beveMÄ K‡jR, beveMÄ, XvKv| B-†gBj: masudkazi1971@gmail.com 
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4.      cvwb`~lY Gi †kÖwY wefvM I KviY    

cvwb GKwU Ag~j¨ m¤ú`, RxeRM‡Zi cÖvY iÿvKvix Dcv`vb wn‡m‡e we‡ewPZ| mvMi, b`xbvjv, Lvj, wej, n«` BZ¨vw`i Ab¨Zg Drm 

cvwb| eZ©gv‡b cÖwZwbqZ gvbyl G cvwb‡K `~wlZ Ki‡Q| cvwb`~lY n‡jv cvwbi Dcv`vbMZ cwieZ©b mvab| cvwbi mØ¨envi msiÿY 

Ges `~lY wbqš¿Y AZxe Riæwi| †Kbbv f‚c„‡ôi cÖvK…wZK cwi‡e‡ki fvimvg¨ I ZvcgvÎv wbqš¿‡Y cvwbi ¸iæZ¡ A‡bK|  

†h‡Kv‡bv Kvi‡Y cvwbi Dcv`vbMZ cwieZ©b NU‡j Zv‡K cvwb`~lY e‡j| cvwb n‡”Q Rx‡ei Rxeb avi‡Yi Rb¨ GKwU Acwinvh©¨ 

Dcv`vb| Avevi `~wlZ cvwb cv‡b Rxebbv‡ki KviY n‡q D‡V| Kv‡RB cvwb`~lY ej‡Z cvwbi MVbMZ Ges Ae¯’vbMZ Ggb 

cwieZ©b‡K eySvq hv‡Z cvwb ¯̂vfvweK Ae¯’vq RxeRMr Z_v gvby‡li †hme Kv‡R ev D‡Ï‡k¨ e¨eüZ n‡Zv †mme Kv‡Ri Rb¨ 

Abyc‡hvMx ev ÿwZKi AvksKv _v‡K| Ach©vßfv‡e cwi‡kvwaZ eR©¨Rj hw` ¯̂vfvweK Rjvk‡q Rgv nq; Z‡e Zv RjR ev¯‘Z‡š¿i 

cwi‡ekMZ AebwZ NUv‡Z cv‡i| Gi d‡j fvwUi w`‡K emevmKvix gvby‡li g‡a¨ Rb¯^v‡¯’¨i mgm¨ †`Lv w`‡Z cv‡i| Zviv GB `~wlZ 

Rj cvb Ges ¯œv‡bi Kv‡R A_ev †m‡Pi Kv‡R e¨envi Ki‡Z cv‡i| cvwb evwnZ †iv‡Mi cÖ‡Kv‡c mviv we‡k^ hZ gvbyl AvµvšÍ nq ev 

gviv hvq, Zv‡`i †ewki fvMB N‡U cvwb ~̀l‡Yi Kvi‡Y| cvwb`~lY †Kv‡bv ¯’vb ev AÂ‡ji g‡a¨ mxgve× bq; eis GwU c„w_ex e¨vcx 

we¯Í…Z|  

 

4.1     cvwb`~l‡Yi †kÖwY wefvM (Classification of water pollutants) 

cvwb hvi Øviv `~wlZ nq, Zv‡K `~lK e‡j| cÖK…wZi Ici wfwË K‡i `~lK‡K `yÕ fv‡M fvM Kiv hvq| h_v- 

(1) Zij eR¨© c`v_© (‡hgb- g~Î, wewfbœ cÖKvi KxUbvkK, GwmW, cvi` BZ¨vw`)| 

(2) KwVb eR©¨ c`v_© (‡hgb- wewfbœ cÖKvi jeY, avZe c`v_©, wewfbœ cÖKvi mvi BZ¨vw`)| 

Avevi cPb ÿgZvi Ici wfwË K‡i `~lK‡K `yÕ fv‡M fvM Kiv hvq| 

h_v- 

(1) cPbkxj eR¨© (‡h¸‡jv we‡qvRK Øviv we‡qvwRZ n‡q cwi‡e‡k wd‡i †h‡Z cv‡i, †hgb- Dw™¢` I cÖvYxi g„Z †`n, cÖvYxi gjg~Î 

BZ¨vw`) Ges 

(2) AcPbkxj eR©¨ (†h¸‡jv we‡qvRK Øviv we‡qvwRZ n‡q cwi‡e‡k wd‡i †h‡Z cv‡i bv, †hgb- wWwWwU)|  

G Qvov `~l‡Ki Dr‡mi Dci wfwË K‡i `~lK‡K `yB fv‡M fvM Kiv hvq|  

h_v-  

(1) cÖvK…wZK `~lK 

(2) gvbem„ó `~~lK 

`~l‡Ki Drm, ¯^fve, cÖK…wZ‡Z G‡`i cÖfve BZ¨vw`i Ici wfwË K‡i cvwb `~lK‡K wb¤œ wjwLZ fv‡e fvM Kiv hvq—  

µwgK cvwb `~l‡Ki †kÖwY D`vniY 

1.  cwi‡cvlK  ˆRe: gvbyl I cÖvYxi eR©¨, wjUvi, Zjvwb|  

A‰Re: bvB‡Uªv‡Rb, dmdivm, wWUvi‡R›U|  

2. ‡ivMRxevYy  ivM m„wóKvix e¨vK‡Uwiqv, fvBivm, †cÖv‡Uv‡Rvq, c¨vivmvBU BZ¨vw`|  

3. welv³ ˆRe `~lK KxUcZ½bvkK, cwj‡K¬vwi‡b‡UW, evBwdbvBj, cwj¯øvBwK¬K, A¨v‡iv‡gwUK, 

nvB‡WªvKve©b, †c‡Uªvwjqvg BZ¨vw`|  

4. welv³ A‰Re `~lK avZe jeY, cvi`, mxmv, Zvgv, K¨vWwgqvg, †µvwgqvg, Av‡m©wbK, bvB‡UªU, 

bvBUªvBU BZ¨vw`| 

5. Zjvwb ev Mv`  

6. Zvc  
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4.2. cvwb`~l‡Yi KviY 

c„w_exi Pvi fv‡Mi wZb fvM cvwb| cvwb Rxe RM‡Zi Rb¨ cÖvYiÿvKvix GKwU Ag~j¨ m¤ú`| mvMi b`x-bvjv, n«`, BZ¨vw` cvwbi 

Ab¨Zg Drm| cvwb wewfbœ cÖ‡qvR‡b gvby‡li wbKU AZ¨šÍ ¸iæZ¡c~Y©| gvbe mgv‡Ri DrKl© mva‡bi mv‡_ mv‡_ wk‡íi cÖmvi I Ab¨vb¨ 

cÖ‡qvR‡b cvwbi cÖ‡qvRbxqZv µgvMZ e„w× cv‡”Q| wKšÍy G cvwb bvbvwea Kvi‡Y `~wlZ n‡”Q e‡j RxeRM‡Zi Ici Zv wewfbœ fv‡e 

cÖfve we¯Ívi K‡i| cvwb`~l‡Yi wcQ‡b A‡bK KviY we`¨gvb| Avi G `~wlZ cvwbi cÖfve gvivZ¥K| wb‡¤œ cvwb`~l‡Yi KviY D‡jøL Kiv 

n‡jv- 

 

1. ZvcgvÎv e„w× 

cvwbi mnbxq gvÎv †_‡K ZvcgvÎv AwaK n‡j cvwb `~wlZ nq| wkíKviLvbv n‡Z DËß eR©¨ c`v_© mg„× cvwb wbM©Z n‡q †Kv‡bv b`x ev 

Rjvk‡q cwZZ n‡j †mLvbKvi cvwbi ZvcgvÎv e„w× cvq| cvwbi ZvcgvÎv e„w× †c‡j Zvi Aw·‡Rb aviY ÿgZv K‡g hvq| Giƒc 

cwiw¯’wZ‡Z RjR cÖvYx I Dw™¢` RxebaviY msKUvcbœ n‡q c‡o| d‡j A‡bK cÖvYx gviv wM‡q cvwb‡K `~wlZ K‡i|  

 

2. wk‡íi AveR©bv 

†`‡ki mvZ nvRvi wkíKviLvbv Zv‡`i Acwi‡kvwaZ eR©¨ b`-b`x‡Z †dj‡Q| cwi‡ek Awa`ß‡ii GK cÖwZ‡e`‡b ejv n‡q‡Q, †`‡ki 

1 nvRvi 176wU wkí KviLvbv‡K gvivZ¥K `~lYKvix wn‡m‡e wPwýZ Kiv n‡q‡Q| Gme e‡R©¨i eo Ask eywoM½v, evjy I ZzivM b`x‡Z 

wM‡q c‡o| d‡j Gme b`xi cvwb‡K gvivZ¥K fv‡e `~wlZ K‡i| wewfbœ ivmvqwbK wkíKviLvbv n‡Z wbM©Z AveR©bv mg~n KvM‡Ri gÛ, 

e¯Íy, mvi, †jŠn, RvZxq avZe c`v_©, wPwb, Pvgov, ivevi, Ilya cÖf…wZ wewfbœ ivmvqwbK Dcv`v‡bi mgš^‡q MwVZ| †KvK I cøvw÷K 

KviLvbv n‡Z wbM©Z `ªe¨ Rx‡ei Rb¨ ÿwZKi| G QvovI wkí KviLvbv n‡Z wbM©Z welv³ Av‡m©wbK cvwb‡Z wg‡k _v‡K| Gme ÿwZKi 

welv³ Dcv`vb mg~n cvwb‡K `~wlZ K‡i|  

 

3. gvby‡li Øviv cÖZ¨ÿ `~lY 

†ewki fvM †ÿ‡Î gvbyl b`x, n«`, cyKzi I Rjvk‡q †Mvmj I e¯¿vw` †aŠZ K‡i| d‡j wewfbœ Rxevby I ivmvqwbK c`v_© cvwb‡Z wg‡k 

cvwb‡K `~wlZ K‡i| 

 

4. cqtcÖYvjxi AveR©bv 

†cŠi I kni GjvKvq emevmiZ gvbyl I Ab¨vb¨ cÖvYx‡`i gjg~Î I eR©¨ c`v_© b`©gv¸‡jv Øviv cvwb‡Z cwZZ nq| Avevi evmvevwo ev 

jwÛª n‡Z cwiZ¨³ †K¬vivBW, mvj‡dU cÖf…wZ ivmvqwbK c`v_© b`xi cvwb‡Z cwZZ nq| G‡Z e¨vK‡Uwiqvi cÖfv‡e A‰Re c`v‡_© 

cwiYZ n‡j µgvš^‡q Aw·‡R‡bi cwigvb n«vm cvq| d‡j cvwb‡Z Aew¯’Z RjR cÖvYx I Dw™¢` gviv hvq Ges welv³ M¨vm m„wó n‡q 

cvwb `~wlZ nq|  

 

5. KxUbvkK I AvMvQvbvkK Ilya 

K…wli Drcv`b e„w×i j‡ÿ¨ eZ©gv‡b km¨ †ÿ‡Zi goK, AvMvQv I †cvKv `gbKvix DbœZ gv‡bi Ilya e¨eüZ n‡q _v‡K| G ai‡bi 

ÿwZKi Ilyamg~n hLb Dw™¢‡`i Dci wQUv‡bv nq ZLb Zv gvwU¯’ cvwbi mv‡_ wg‡k cvwb‡K `~wlZ K‡i| G Qvov e„wói cvwbi mv‡_ 

Ilya¸‡jv b`x, Rjvkq I mvM‡i wM‡q cwZZ nq Ges cvwb‡K `~wlZ K‡i|  

 

6. KwVb AveR©bv 

cwjw_b, ivevi, cøvw÷K, A¨vR‡e÷m cÖf…wZ Øviv ˆZwi `ªe¨vw` mn‡R bó nq bv Ges mn‡R G¸‡jvi ivmvqwbK cwieZ©bI N‡U bv| 

e¨vK‡Uwiqv Ges Ab¨vb¨ AbyRxe Gm‡ei Dci †Kv‡bv wµqv K‡i bv| Gme e¯‘ cvwb‡Z c‡o cyÄxf‚Z n‡q cvwb‡K `~wlZ K‡i| 

cøvw÷‡Ki Drcv`b I e¨env‡ii aiY wb‡q GK M‡elYv cÖwZ‡e`‡b ejv n‡q‡Q, evsjv‡`‡k cÖvq wZb nvRvi KviLvbvq cøvw÷K I 

cwjw_b ˆZwi nq| Gme KviLvbvq w`‡b 1 †KvwU 40 jvL cwjw_b e¨vM Drcvw`Z nq| †ewki fvM KviLvbv gvSvwi I †QvU AvKv‡ii| 

AwaKvsk KviLvbv XvKv I PÆMÖv‡g| Gme KviLvbvi Drcv`b e¨e¯’vcbv ỳe©j| d‡j `~lY ˆZwi K‡i †ewk| cøvw÷K ~̀l‡Y evsjv‡`k 

GLb we‡k^i Ab¨Zg kxl© †`k| wek̂e¨vs‡Ki GK M‡elYv cÖwZ‡e`‡b ejv n‡q‡Q, evsjv‡`‡ki cÖavb cÖavb b`-b`xi eR©¨ c‡i 

e‡½vcmvM‡i wM‡q wg‡k| G‡Z mvM‡ii cvwb `~wlZ n‡”Q| d‡j mvM‡ii Rxe‰ewPÎ¨ aŸsm n‡”Q|  
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7. nvmcvZvj eR©¨ 

†KvwfW-19 Qwo‡q covi ci †`‡k 2020 †_‡K 2021 mv‡ji g‡a¨ 14 nvRvi 500 Ub cøvw÷K eR©¨ †e‡o hvq, hv g~jZ: wPwKrmv I 

¯^v¯’¨ Lv‡Zi eR©¨| ïay XvKvq w`‡b 200 Ub cøvw÷K RvZxq †gwW‡Kj eR©¨ ‰Zwi nq| nv‡Z †Mvbv K‡qKwU nvmcvZvj Qvov mevB 

Zv‡`i eR©¨ AcwiKwíZ fv‡e †d‡j †`q| G ai‡bi e‡R©¨i m‡½ bvbv Ilya Ges ivmvqwbK mvgvMÖx b`-b`x I mvM‡ii cvwb‡Z wg‡k 

cvwb‡K `~wlZ Ki‡Q|  

 

8. †ZR¯Œxq c`v_© 

eZ©gv‡b Mvwoi R¦vjvwb I AvYweK kw³ mieiv‡ni Rb¨ wewfbœ cigvYy I †ZRw¯Œq AvB‡mv‡Uvc e¨envi K‡i _v‡K| cvigvYweK Pzwjø I 

Ab¨vb¨ cvigvYweK we‡ùvi‡Yi d‡j wbwÿß †ZRw¯Œq c`v_©¸‡jv e„wói mgq Zv b`xbvjv I mgy‡`ª cwZZ nq, d‡j cvwb `~wlZ nq|  

 

9. LwbR †Zj 

mgy‡`ª †Zj enbKvix U¨v¼vi n‡Z Acwi‡kvwaZ †Zj `yN©Ubvi d‡j wbM©Z n‡j Zv cvwbi Dci cyiæ AveiY m„wó nq| G QvovI BwÄb 

PvwjZ †bŠKv, w÷gvi, Uªjvi,jÂ I RvnvR n‡Z †Zj b`x I mgy‡`ªi cvwb‡Z cwZZ nq| G‡Z RjR RxeK~‡ji ÿwZ n‡q _v‡K Ges 

cvwb `~wlZ nq|  

 

10. GwmW 

wkí KviLvbvq e¨eüZ cwiZ¨v³ Gwm‡Wi g‡a¨ mvjwdDwiK GwmW (H2SO4) I bvBwUªK GwmW (HNO3) Ab¨Zg| Gme GwmW 

cvwbi mv‡_ wg‡k cvwbi A¤øZv e„w× K‡i cvwb‡K `~wlZ K‡i| 

 

5.      my‡cq cvwb e¨envi Ges msKU 

we‡k^i †gvU RbmsL¨vi cÖvq 23 kZvsk gvbylB my‡cq cvwb cv‡bi myweav †_‡K ewÂZ| Avi †gŠwjK m¨vwb‡Ukb myweav †_‡KI ewÂZ 

46 kZvsk gvbyl| 26 gvP© 2023wLªt RvwZms‡Ni cÖKvwkZ GK cÖwZ‡e`‡b Gme Z_¨ cÖKvwkZ n‡q‡Q|  

 

5.1. my‡cq cvwb msK‡Ui KviY 

cwi‡e‡ki cÖavb wZbwU Dcv`v‡bi g‡a¨ Ab¨Zg n‡”Q cvwb| c„w_exi †gvU AvqZ‡bi cÖvq 71 kZvskB cvwb| wKš‘ me cvwb e¨envi 

Dc‡hvMx bq| c„w_exi †gvU Rj fv‡Mi cÖvq 97.3 kZvsk n‡”Q †jvbv cvwb Avi evwK 2.7 kZvsk n‡”Q ¯^v`y cvwb| we‡k^ ¯^v`y cvwbi 

cÖvq 69 kZvsk i‡q‡Q f‚M‡f© Avi cÖvq 30 kZvsk †giæ AÂ‡j ei‡di ¯Í~c wn‡e‡e Rgv Av‡Q Ges gvÎ 1 kZvsk Av‡Q b`x I Ab¨vb¨ 

Dr‡m| 2015 mvj †_‡K Iqvì© BK‡bvwgK †dviv‡gi †Møvevj wi¯‹ wi‡cv‡U© weï× cvwb msK‡U ˆewk^K ûgwKi ZvwjKvq cÖvK…wZK `y‡hv©M, 

kiYv_©x msKU I mvBevi Avµg‡bi Dc‡i ¯’vb †`qv n‡q‡Q| KvbvWvi †Uª›U wek^we`¨vj‡qi Gwg‡iUvm Aa¨vcK MÖvnvg †KvMwj e‡jb 

ÒB‡›`v-Mv‡½vq mgZ‡j, A_©vr fviZ, cvwK¯Ívb I evsjv‡`‡ki cÖvq 60 †KvwU gvbyl LyeB Awbqwš¿Z I AwZ SuywKc~Y© nv‡i gvwUi wb‡P 

†_‡K cvwb Zz‡j †d‡j‡QÓ| A‡bK M‡elYv Abyhvqx, GB †ewm‡bi f‚Mf©¯’ cvwbi cÖvq A‡a©K e¨env‡ii A‡hvM¨| KviY G‡Z jeYv³Zv 

I Av‡m©wb‡Ki gvÎv A‡bK †ewk| ZvB G¸‡jv cvb Kivi Rb¨ Abyc‡hvMx| 

B›Uvi-Mfb©‡g›Uvj c¨v‡bj Ab K¬vB‡gU †PÄ (AvBwcwmwm) Gi GK cÖwZ‡e`‡b ejv n‡q‡Q, evsjv‡`‡ki `wÿ‡Y Lyjbv, mvZÿxiv, 

cUzqvLvjx, ewikvj, SvjKvwV, wc‡ivRcyimn 16 †Rjvi †Kv‡bvUv‡ZB ch©vß my‡cq cvwb †bB| me Lv‡bB jeYv³ cvwbi we¯Ívi N‡U‡Q|  

weGwWwmi ÔMÖvDÛ IqvUvi †Rvwbs g¨vcÕ Abyhvqx †`‡k eZ©gv‡b 17 jvL m¨v‡jv wUDeI‡qj gvwUi wbP †_‡K cvwb Zzj‡Q| G¸‡jv 22 

†_‡K 24 dzU gvwUi wbP †_‡K cvwb Zzj‡Z cvi‡Zv wKš‘ GLb A‡bK GjvKvq 24 dzU wb‡PI cvwb cv‡”Q bv| AviI K‡qK dzU Mfx‡i 

m¨v‡jv wUDeI‡qj emv‡Z n‡”Q| ZviciI A‡bK RvqMvq cvwb cvIqv hv‡”Q bv| 1968 mv‡j hLb evsjv‡`‡k wWcwUDeI‡qj emv‡bv 

nq ZLb m‡e©v”P 50 dzU wb‡P emv‡bv n‡Zv| GLb 150 dzU wb‡PI cvwb cvIqv hv‡”Q bv| weGwWwmi GK M‡elYv wi‡cv‡U© ejv n‡q‡Q, 

ivRavbx XvKvi cvwbi ¯Íi mgy`ªc„‡ôi 160 dzU wb‡P †b‡g †M‡Q| Ab¨w`‡K mgy`ªc„ô †_‡K XvKvi f‚-¯Í‡ii D”PZv 50 dzU|  

evsjv‡`‡ki cvwb wb‡q M‡elYvKvix cÖwZôvb GbwRI †dvivg di cvewjK †nj‡_i Z_¨ g‡Z, Rjevqy cwieZ©‡bi gvivZ¥K cÖfv‡e 

jeYv³Zv †e‡o hvIqv, e„wói cwigvb K‡g hvIqv, b`x ïwK‡q hvIqv BZ¨vw` cÖwµqvq †m‡Pi cvwbi cvkvcvwk my‡cq cvwbi cwigvbI 

Kg‡Z ïiæ K‡i‡Q| wZ¯Ív I dviv°v euva DËi I DËi cwðg AÂ‡j ï®‹ †gŠmy‡g cvwb msK‡Ui g~j KviY| 
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µgea©gvb ˆewk^K Dòvq‡bi cÖfv‡eI wgVv cvwbi msKU †`Lv w`‡”Q| †hgb- †giæ AÂ‡ji Rgv _vKv ei‡di ¯Í~c M‡j mgy`ª c„‡ôi 

D”PZv e„w× cv‡”Q| G‡Z DcK~jxq AÂj¸‡jv‡Z †jvbv cvwbi cÖ‡ek evo‡Q| G QvovI f‚Mf©¯’ cvwb‡Z Av‡m©wbK, cvi`, †jŠn, 

†µvwgqvg, bvB‡UªU, †d¬vivBW I Ab¨vb¨ avZe c`v_© I `~lK BZ¨vw` my‡cq cvwb msK‡Ui KviY BDwb‡m‡di (UNICEF) Z_¨ g‡Z, 

2000 mv‡j evsjv‡`‡ki 25 kZvsk gvbyl Av‡m©wbK hy³ cvwb cvb Ki‡Zv| wKš‘ 2012 mv‡_ †mwU A‡a©K K‡g 12.4 kZvsk n‡jI 

evsjv‡`‡k GL‡bv we‡k^ Av‡m©wbK hy³ cvwb e¨env‡ii cÖ_g mvwi‡Z Av‡Q|  

 

5.2     Rb¯^v‡¯’¨i Ici my‡cq cvwbi mvgvwRK I A_©‰bwZK cÖfve 

†gwW‡Kj mvBÝ e‡j, gvby‡li kix‡i ch©vß cvwb bv †c‡j wewfbœ †ivM †`Lv w`‡Z cv‡i| †hgb- A¯^vfvweK i³Pvc, ü`&¯ú›`b †e‡o 

hvIqv, †`‡ni ZvcgvÎv †e‡o hvIqv, Aemv`, †cwk‡Z e¨_v, gy‡L `yM©Ü, e„‡° cv_i, †KvôKvwVb¨ BZ¨vw`| Avi `~wlZ cvwb cvb 

Ki‡j, wewfbœ cvwb evwnZ †ivM †`Lv †`q| †hgb- Wvqwiqv, K‡jiv, UvBd‡qW, Avgvkq, RwÛmmn wewfbœ fvBivm RwbZ †ivM| ˆRe 

I A‰Re ~̀lYhy³ cvwb cvb Ki‡jI wewfbœ mgm¨v †`Lv w`‡Z cv‡i| †hgb - Pg©‡ivM, wewfbœ A½-cÖZ½ weKj nIqv, †hgb- hK…Z 

weKj, wKWwbi Kvh©KvwiZv bó nIqv, cÖRbb ÿgZv n«vm cvIqv, ˆ`wnK cÖwZiÿv e¨e¯’v n«vm, dzmdz‡mi Kvh©KvwiZv aŸsm nIqv, 

gv_ve¨_v, ewg nIqv BZ¨vw`| fvix avZz wgwkÖZ cvwb cvb Ki‡j †hme ÿwZ nq Zvi g‡a¨ gw¯Í‡¯‹i ÿq, GbRvB‡gi Kvh©KvwiZv bó, 

nvoÿq, c½yZ¡ ch©šÍ n‡Z cv‡i|  

GK M‡elYvq †`Lv †M‡Q, cvwb`~l‡Yi Kvi‡Y cÖwZw`b we‡k^ cÖvq 1400 Gi †ewk †jv‡Ki g„Zz¨ nq| evsjv‡`‡k AvbygvwbK 80 Rb gvbyl 

cvwb `~l‡Yi Kvi‡Y gviv hv‡”Q| wek^ m¦v¯’¨ ms¯’vi (WHO) Aby‡gvw`Z jeY MÖn‡Yi gvÎv n‡”Q ‰`wbK 5 MÖv‡gi Kg| wKš‘ DcK~jxq 

AÂ‡ji gvbyl wb‡Ri ARv‡šÍB 15 MÖvg jeY MÖnY Ki‡Q| AwZwi³ jeY MÖn‡Yi Ki‡Y AviI wewfbœ mgm¨v †`Lv w`‡Z cv‡i| †hgb- 

D”P i³Pvc, †÷ªv‡Ki SuywK, gv‡q‡`i AKvj Mf©cvZ, nvU© A¨vUvK BZ¨vw`|  

 

5.3     my‡cq cvwbi ¯Íi wb‡P †b‡g hvIqvi KviY 

wewfbœ M‡elYvq M‡elKiv my‡cq cvwbi ¯Íi wb‡P †b‡g hvIqvi KviY D‡jøL K‡i‡Qb| KviY ¸‡jv n‡”Q— 

1. c„w_exi ZvcgvÎv e„w× 

2. meyR ebvqb aŸsm 

3. Liv  

4. wkíKviLvbvi e¨vcK we¯Ívi jvf 

5. AwaK bMivqb 

6. b`x fivU K‡i KjKviLvbv ¯’vcb 

7. AcwiKwíZ fv‡e b`xi MwZc_ cwieZ©b 

8. G Qvov b`x¸‡jv‡Z cwj Rgv n‡q b`xi bve¨Zv K‡g hvIqvi Kvi‡Y cvwb cÖev‡n evav m„wó n‡”Q|  

evsjv‡`‡ki K…wl Dbœqb K‡cv©‡ik‡bi (BADC) Z_¨g‡Z, †`‡ki 41 †Rjvi 192 Dc‡Rjvq †`Lv w`‡q‡Q Zxeª cvwb msKU| ivRavbx 

XvKvq cvwbi ¯Íi f‚c„ô †_‡K M‡o 212 dzU wb‡P †b‡g †M‡Q| D³ Kvi‡Y †`‡k ï¯‹ †gŠmy‡g cÖwZeQi cÖvq cuvP jvL AMfxi bjK~c 

A‡K‡Rv n‡q c‡o|  

 

5.4     w`b w`b my‡cq cvwbi Pvwn`v evo‡Q 

2050 mvj bvMv` c„w_ex‡Z Av‡iv 200 †KvwU RbmsL¨v e„w× †c‡Z cv‡i| wKš‘ my‡cq cvwbi Drm e„w× cv‡”Q bv| Gi g‡a¨ nq‡Zv wKQz 

msL¨K RbmsL¨v gvivI hv‡e wKš‘ DØ„Ë †h RbmsL¨v †_‡K hv‡e Zv‡`i Rb¨ cÖ‡qvRbxq cvwb †Kv_v †_‡K Avm‡e? Avi Avm‡jI †mUv 

Av‡iv KZ eQi cvIqv hv‡e? GB GKUv k¼v Aek¨ †_‡KB hvq| IqvUvi GBW (Water Aid) - Gi M‡elYv g‡Z, my‡cq cvwb 

cv‡”Qbv †`‡ki cÖvq AvovB †KvwU gvbyl| 

M‡elK‡`i g‡Z, me‡P‡q †ewk cvwb gRy` Av‡Q KvbvWv‡Z Ges me‡P‡q Kg Kz‡q‡Z| A_©‰bwZK w`K w`‡q Kz‡qZ kw³kvjx nIqvi 

Kvi‡Y wWm¨vjvB‡bkb cÖwµqvq mgy‡`ªi cvwb‡K cv‡bi Dc‡hvMx wn‡m‡e e¨envi Ki‡Q| mevB GB cÖ‡Póv †K mvayev` Rvbv‡”Q Ges 

GUvB Kiv DwPZ e‡j Avwg g‡b Kwi| wKš‘ GB cÖwµqvq mgy‡`ªi cvwb jeYgy³ Kiv A‡bK e¨q eûj| myZivs ejv hvq c„w_ex‡Z Rx‡ei 

(cÖv‡Yi) Aw¯ÍZ¡ wUwK‡q ivL‡Z †M‡j my‡cq cvwbi †Kv‡bv weKí †bB| 
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5.5     myv‡cq cvwb wbwðZ Ki‡Z eivÏ evov‡bv cÖ‡qvRb 

mvwe©K fv‡e Iqvk (nvBwRb) Lv‡Z eivÏ e„w× cv‡”Q| Z‡e evwl©K Dbœqb Kgm~wP (ADP) e„w×i Zzjbvq Zv Kg| 2022-23 A_©eQ‡i 

ADP e„w×i nvi wQj 7 `kwgK 4 kZvsk| wKš‘ IqvkLv‡Zi ADP e„w× wQj 5 `kwgK 44 kZvsk| wbivc` cvwb, m¨vwb‡Ukb I 

nvBwRb Lv‡Zi AMÖMwZ Avkvbyiƒc ivL‡Z eivÏ e„w× cÖ‡qvRb| IqvkLv‡Zi me©‡kl 2021 mvj ch©šÍ Z_¨ g‡Z †`Lv hv‡”Q, wbivc` 

cvwbi AvIZvq G‡m‡Q 59 kZvsk I wbivc` m¨vwb‡Uk‡bi myweavq G‡m‡Q 39 kZvsk gvbyl| AZGe ejv hvq 2030 mv‡ji g‡a¨ 

†UKmB Dbœqb jÿ¨gvÎv (SDG) ev¯Íevqb Ki‡Z n‡j kZfvM my‡cq cvwb I m¨vwb‡Ukb wbwðZ Ki‡Z n‡e| 

 

6.       my‡cq cvwb wbwðZ Ki‡Y mycvwikgvjv 

1. weï× cvwb wewfbœfv‡e iÿv Kiv hvq| †hgb- cvwbi AcPq †iva Kiv, cvBcjvB‡bi wj‡KR¸wj †givgZ Kiv, AwZwi³ cvwbi 

e¨envi eÜ Kiv A_©vr hZUzKz cvwb `iKvi ZZUzKz cvwb e¨envi Kiv| †hgb- †Mvmj, ARy, †kŠPKvh©, evmbcÎ I AvmevecÎ †avqv 

Kvco cwi®‹v‡ii †ÿ‡Î cwiwgZ cvwb e¨envi Kiv| f‚Mf©¯’ cvwbi e¨envi 25 kZvs‡ki wb‡P bvwg‡q Avbv Ges f‚-Dcwifv‡Mi cvwbi 

Dci wbf©iZv e„w× Kiv, e„wói cvwb msiÿY Kiv BZ¨vw`i gva¨‡g weï× cvwb mieivn Kiv hvq|  

2. wewfbœ Dcv‡q cvwb cwi‡kvab K‡i e¨envi Kiv Av‡iKwU mgvavb n‡Z cv‡i| †hgb- wbw`©ó ZvcgvÎvq cvwb dzwU‡q, wdUwKwi 

e¨envi K‡i, wdëvwis K‡i, weøwPs U¨ve‡jU e¨envi K‡i, Av‡qvwWb e¨envi K‡i cvwb e¨envi Kiv| ïwK‡q hvIqv Lvj, wej, wSj, 

cyKzi, †Wvev, †jK, b`x BZ¨vw` Lbb K‡i MfxiZv e„w× Kiv, hv‡Z me †gŠmy‡gB cvwb cvIqv hvq| b`x †_‡K Lvj Lbb K‡i K…wl 

Rwg‡Z cvwb mieiv‡ni e¨e¯’v Kiv †h‡Z cv‡i| hv‡Z cïcvjb, Pvlvev` Ges ÿz`ª I gvSvwi ch©v‡qi D‡`¨v³v‡`i f‚Mf©¯’ cvwbi Dci 

wbf©i Ki‡Z bv nq| Gi cvkvcvwk Rjvavi mg~‡ni AwZgvÎvq MfxiZv e„w× Kiv, †hb el©v †gŠmy‡gi cvwb ïK‡bv †gŠmy‡gI e¨envi Kiv 

hvq Ges b`x¸‡jvi ¯^vfvweK cvwb cÖevn wVK ivLv hvq| f‚Mf©¯’ cvwbi cwigvY evov‡bvi Rb¨ cvwb wimv‡P©i Kvh©Ki e¨e¯’v MÖnY Kiv 

†h‡Z cv‡i|  

3. wewfbœ KjKviLvbvi me ai‡bi eR©¨ †hgb— KwVb I Zij eR©¨ mivmwi b`x‡Z ev Pvlvev‡`i Rb¨ e¨eüZ Rjav‡i bv †d‡j mwVK 

eR©¨ e¨e ’̄vcbv Ki‡Z n‡e| gvbyl I Ab¨vb¨ cÖvYxi gjg~Î I cqtwb®‹vkb e¨e ’̄v, wgDwbwmc¨vj eR©¨ ˆ`bw›`b e¨envh© Rjvavi ev b`x‡Z 

wb®‹vkb bv K‡i hv_vh_ e¨e¯’vcbv Kiv †h‡Z cv‡i|  

4. M„‡n cvwbi e¨envi I msiÿ‡Yi †ÿ‡Î wKQz †UKmB cÖhyw³ I c×wZ e¨envi Kiv †h‡Z cv‡i; hv‡Z cvwbi AcPq Kg nq| †hgb- 

Kg cÖev‡ni cvwbi Sibv‡K e¨envi Kiv, †Kbbv KL‡bv KL‡bv GB me Sibv‡K `ÿ-kw³i Sibv ejv nq| KviY GwU Kg kw³ 

e¨envi K‡i, K¨v‡giv Øviv ˆZwi Wz‡qj d¬vk Uq‡jU `ywU †evZvg ev n¨vÛj¸wj wewfbœ ¯Í‡ii cvwb †X‡j †`q| Wz‡qj d¬vk Uq‡jU¸wj 

cÖPwjZ †kŠPvMv‡ii †P‡q 67 kZvsk Kg cvwb e¨envi K‡i| _vjv-evmb †avqvi †ÿ‡Î cvwbi AcPq †iva Kiv| gyL †kf Ges `vuZ eªvk 

Kivi mgq †ewm‡bi Kj (†Uc) eÜ K‡i eªvk Kiv| cÖ‡qvR‡b Kg cvwb †ei nq Giƒc cvwbi Kj (‡Uc) e¨envi Kiv| †kŠPvMvi¸wj‡Z 

mgy‡`ªi cvwb ev Aweï× cvwb e¨envi Kiv †h‡Z cv‡i| ¯^qswµq cvwbi K‡ji e¨envi, hvi gva¨‡g cvwb cÖevn wbqš¿Y Kiv hvq| 

¯^qswµq Kj n‡”Q Ggb GKwU cvwb msiÿY Kj hv K‡ji cvwbi eR©¨ wb®‹vkb K‡i weï× cvwb c„_K Ki‡Z cv‡i|  

5. cvwb e¨env‡ii ¸iæZ¡c~Y© I Kvh©Ki e¨e ’̄v n‡”Q cvwbi cybte¨envi Ges mgy‡`ªi cvwb jeYgy³ KiY| GB c×wZ eZ©gv‡b ga¨cÖvP¨ I 

cvðv‡Z¨ me‡P‡q †ewk e¨envi n‡”Q| ga¨cÖv‡P¨i KvZvi, †mŠw` Avie, Bmiv‡qjmn Av‡iv A‡bK †`‡k mgy`ª †_‡K jej cvwb Zz‡j 

cwi‡kvab K‡i wbqwš¿Z Pvlvev` Ki‡Q| dm‡j †m‡Pi Ges cvbxq R‡ji Rb¨ `~wlZ cvwb‡K wbivc` cvwb wn‡m‡e e¨envi wbwðZ Kivi 

Rb¨ eR©¨ cvwb weï× Kivi c×wZ Av‡Q| †h¸wj Avgv‡`i AbymiY Kiv cÖ‡qvRb| mgy‡`ªi cvwb‡K jeYgy³ Ki‡Z weï× cvwbi 

jeYgy³ KiY †_‡K †ewk kw³ cÖ‡qvRb| G QvovI mviv c„w_ex Ry‡o weï× cvwbi NvUwZi cÖwZwµqvq A‡bK mgy`ªcvo jeYgy³ KiY 

Dw™¢` jvMv‡bv n‡q‡Q Ges A‡bK DbœZ cÖhyw&³i e¨enviI n‡”Q|  

6. my‡cq cvwb cqtwb®‹vkb I ¯^v¯’¨m¤§Z cwi‡e‡ki †mev¸wj †Kej M„n¯’vwji ¯Í‡iB bq eis M„‡ni evB‡ii cwi‡e‡k †hgb- we`¨vjq, 

¯^v¯’¨‡mev †K‡›`ª, Kvh©vjq I Kg©cwi‡ek, KvivMvi, A¯’vqx e¨envh© cwi‡ek, Rbmgv‡ek I ev Í̄yP~¨Z †jvK‡`i Rb¨I my‡cq cvwb wbwðZ 

Kiv cÖ‡qvRb|  

 

7.      Dcmsnvi 

my‡cq cvwb msKU GKwU ˆewk^K msKU| h‡ZvB w`b hv‡”Q, G msKU Av‡iv Zxeª n‡”Q| gvby‡li bvbv iKg Kg©Kv‡Ð Ges Rjevqy 

cwieZ©‡bi cÖfv‡e c„w_exi wewfbœ RvqMvq G msKU Qwo‡q co‡Q| cvwbi Aci bvg Rxeb| wKšÍy Avwg g‡b Kwi weï× cvwbi Aci bvg 
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Rxeb| Rxe‡bi AwaKvi gv‡b my‡cq cvwbi AwaKvi| my‡cq cvwb _vK‡jB Rxeb _vK‡e| cvwb Qvov Rxe‡bi Aw¯ÍZ¡ KíbvI Kiv hvq 

bv| wbivc` cvwbi AwaKvi ewÂZ GB wekvj Rb‡Mvwôi AwaKvskB Avevi Pig `wi`ª| me‡P‡q †ewk fz³‡fvMx n‡”Q bvix I wkïiv| 

c„w_ex‡Z hZ gvbyl wewfbœ †iv‡M AvµvšÍ n‡q gviv hvq Zvi †P‡q †ewk gvbyl gviv hvq weï× cvwbi Afv‡e| we‡k^ wefbœ †iv‡Mi †P‡q 

cvwb evwnZ †iv‡Mi cÖfv‡e g„Zz¨i cwigvb GL‡bv we‡k^ me‡P‡q †ewk| K‡jiv, Wvqwiqv, RwÛmmn cvwb evwnZ wewfbœ‡iv‡M cÖwZw`b 

nvRv‡iv gvbyl g„Zz¨ eiY Ki‡Q| Z‡b¥v‡av AwaKvskB n‡”Q wkï| myZivs my‡cq cvwbi AwaKvi Av`v‡q Avgv‡`i m‡Pó n‡Z n‡e| 

cvwbi AcPq †iva Ki‡Z n‡e| eR ©̈ e¨e¯’vcbvi w`‡K Avgv‡`i mybRi w`‡Z n‡e| 

 

 

Z_¨m~Î 

 

DBwKwcwWqv| 

evsjv‡`k GwkqvwUK †mvmvBwU: evsjvwcwWqvi wewfbœ LÐ| 

RvwZms‡Ni cÖwZ‡e`b, BDGbwe, cÖKvk 23 gvP© 2023|  

†mv‡nj wØ‡id: my‡cq cvwbi msKU wK cÖKU n‡”Q? ˆ`wbK B‡ËdvK, 4 AvM÷ 2022| 

gva¨wgK †kÖwYi cvV¨cy Í̄K, f‚‡Mvj I cwi‡ek| 

ˆ`wbK cÖ_g Av‡jv, 23 †g 2023 Ges 8 b‡f¤̂i 2023| 

†gmevûj Avjg I nvmvbyi nvexe, evsjv‡`‡k my‡cq cvwb msK‡Ui KviY, cÖfve Ges msKU mgvav‡bi m¤¢ve¨ Dcvq, Larsen and Toubro 

Limited, Published July, 6, 2021 
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Abstract 

Dragon is a recently introduced super fruit in Bangladesh. It is gaining tremendous popularity among farmers 

and consumers because of its attractive color and delicious pulp with appetizing black seeds inside the pulp, 

nutritious value, and excellent export potential. The study identified the impact of Dragon fruit cultivation on 

household income, employment patterns, and poverty levels of farm households. It utilizes primary data 

acquired from household surveys conducted with structured questionnaires. The result showed that labor, land 

preparation, irrigation, and fertilizer costs have statistically significant and positive impacts, and the cost of 

the pillar-rope-wire has statistically significant and negative effects on farmers’ income. The comprehensive 

analysis of total costs, total revenue, net profit, and benefit-cost ratio unequivocally demonstrates that 

Dragon fruit cultivation is significantly more lucrative for farm owners than other fruits or crops found in the 

study area. Dragon fruit cultivation increases employment and decreases hardcore poverty in this area. The 

findings offer actionable insights for farmers, policymakers, and researchers, contributing to the development 

and sustainability of dragon fruit cultivation in Bangladesh. 

Keywords: Dragon, Income, Employment, Poverty Status, Bangladesh 

 

1.0    Introduction 

Most of the population in Bangladesh resides in rural areas, and their primary source of livelihood is agriculture 

and related activities. According to the estimation of Bangladesh Economic Review (2023),  the overall 

contribution to the broad agriculture sector at the constant price was 11.20 percent of GDP in the financial year 

2022-23. Moreover, around 45.33 percent of the overall labor power of the country is engaged in the agriculture 

sector (Labor Force Survey, 2022). The study area, Jhenaidah and Chuadanga, is an agriculture-producing 

region and is situated in the South-Western portion of the country. The most of the inhabitants of these districts 

live in rural areas, and they have been able to implement agricultural modernization practices. Apart from the 

usual agricultural products of Bangladesh, such as rice, wheat, potatoes, vegetables, sugarcane, battle leaf, 

lentils, garlic, onion, ginger, and fruits like mango, banana, jackfruits, guava, Dragon, plum, etc. are produced in 

the region. Among the agricultural products, fruits play a vital role in enhancing the economic status of farm 

households. The tropical fruit Dragon has come as a new and attractive fruit to consumers as well as to the 

producers. 

 

1.1    Background of the Study 

Dragon is the recently introduced super fruit in Bangladesh. It is a nourishing and delightful exotic fruit grown 

in arid regions worldwide, with a particularly in Asian countries (Aryal et. al., 2020). It has garnered immense 

popularity among growers and consumers due to its appealing color, delectable pulp containing edible black 

seeds, nutritional benefits, and promising potential for export. The flower of the dragon is so beautiful that it is 

called ‘Queen of the Night’ (Gunasena et al., 2006 & Mori et al., 2023). It offers substantial profitability, 
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providing yields within 14-16 months of planting and continuing to bear fruit for up to 20 years, with a crop 

cycle spanning from May to December (Perween et al., 2018 & Khan et al., 2021). Dragon fruit can be collected 

all year round, and it bears fruits after one year of planting (Ahmad et al., 2019). It considered a promising crop 

for the future because it can be grown in dry habitats (Sosa et al., 2020). The fruit springs in various kinds, such 

as red flesh with pink skin, white flesh with pink skin, white flesh with yellow skin, and violet red flesh with 

pink skin, etc. This fruit is grown commercially in Vietnam, Thailand, Malaysia, Taiwan, China, Sri Lanka, 

Israel, Australia, Nicaragua, and Central America (Research and Markets, 2020). Vietnam presently holds the 

title of the world's largest dragon fruit supplier, commanding the most significant share in Asia, Europe, and 

occasionally in the United States. Thailand and Israel follow as the second and third largest suppliers in the 

European market. In the United States, Mexico, Central, and South America pose substantial opposition to Asian 

dragon fruit suppliers, primarily due to their environmental advantages (Thanh et al., 2018).  

The dragon fruit plant exhibits remarkable adaptability and grows in soils with a tiny heavy texture. The plants 

are typically propagated using stem cuttings. Flower buds typically appear 15-18 months after planting and take 

approximately 28-30 days to fully bloom (Hossain et al., 2021). It starts bearing fruit in the second year after 

planting and attains full production capacity within five year (Perween et al., 2018). They are good-looking in 

shape and color and have good nutraceutical properties that attract growers from all over the world. Red-flesh 

dragon fruit varieties are notably high in antioxidants, making them increasingly sought after in the market for 

antioxidant products and natural food colorants (Wanitchang et al., 2010 & Khan et al., 2021). The fruits can be 

easily stored fresh at room temperature. Additionally, the pulp of the fruit can be used to create various 

processed products. So, considering the above aspects, there are enormous prospects for Dragon fruit 

cultivation, especially in Bangladesh. However, a few research works have done on this fruit crop. A research 

thrust must be given in all aspects covering importance, cultivation techniques, manuring, pollination, 

harvesting, pests & diseases so that everyone becomes familiar with Dragon fruit. 

The proposed research study concentrates on Dragon fruit cultivation, based on available literature and practical 

knowledge from cultivating farmers. The study aims to measure the extent of Dragon fruit cultivation in 

Bangladesh and its productivity, efficiency, and profitability analysis. The study used primary data collected 

through field investigation from the selected sample households engaged in the Dragon fruit cultivation in the 

study area.  

 

1.2    Problem of the Statement 

Dragon fruit is one of the mysterious fruits cultivated all the world (Mori et al., 2023). In Bangladesh, dragon 

fruit was introduced by private entrepreneurs from various countries with the intention of cultivating them as 

ornamental plants (Chakraborty, 2020). Dragon fruit cultivation has been gradually gaining popularity in 

Bangladesh due to its adaptability to the local climate and its potential for high yields (Ghosh et al., 2023). This 

tropical fruit, known for its vibrant red colors and unique appearance (Das & Kossar, 2022), has not only 

captivated the visual senses but also the economic interests of farmers across the country. Another study 

(Ghorai, 2023) stated that Dragon is a unique and captivating fruit known for its vibrant appearance, distinct 

taste, and potential health benefits. Recently, the cultivation of the dragon has expanded significantly, driven by 

its promising prospects in domestic and global markets. The cultivation of dragon fruit in Bangladesh has 

witnessed outstanding growth in recent years, and its economic impact extends far beyond the lush orchards 

where these exotic fruits thrive. Jhenaidah is the Dragon fruit-producing hub as it produces 39 percent of the 

total production, while other districts, namely Chuadanga, Jashore, Natore, and Bandarban, have become major 

producers as well. In fiscal 2020-21, Bangladeshi farmers grew Dragon on 695 hectares of land to bag 8,660 

tons of fruit, which was more than double the total yield of 3,463 tons the previous year (Hossain, 2023). In this 

article, we investigate the multifaceted effects of dragon fruit cultivation on income, employment, and poverty 

levels within Bangladesh's agricultural landscape. As dragon fruit emerges as a prominent cash crop, its 

influence on the socioeconomic fabric of the nation becomes increasingly significant. 

As the dragon fruit industry in Bangladesh continues to flourish, it becomes imperative to evaluate the profit 

efficiency of dragon fruit cultivation. Understanding the economic aspects of this agricultural endeavor is 

crucial for farmers, policymakers, and investors alike. By shedding light on the profit efficiency of dragon fruit 

https://www.researchgate.net/publication/323966688_Dragon_fruit_An_exotic_super_future_fruit_of_India
https://www.thepharmajournal.com/archives/2021/vol10issue10/PartF/10-9-449-564.pdf#:~:text=There%20are%20three%20types%20of%20dragon%20fruit%2C%20i.e.%2C,%28Selenicerus%29%20megalanthus%20%E2%80%93%20white%20flesh%20with%20yellow%20skin.
https://ap.fftc.org.tw/article/1602
https://www.cambridge.org/core/journals/journal-of-agricultural-science/article/optimal-areas-and-climate-change-effects-on-dragon-fruit-cultivation-in-mesoamerica/CFF455D10A981775881041884B407E73
https://www.globenewswire.com/news-release/2020/08/19/2080469/0/en/Dragon-Fruit-Market-Projections-2020-2025-Production-Consumption-Imports-Exports-Price-Trend-Analysis.html
https://ap.fftc.org.tw/article/1292
https://ijhst.ut.ac.ir/article_80693_30cfe598b15e300767dcd5f8f646f175.pdf
https://www.researchgate.net/publication/323966688_Dragon_fruit_An_exotic_super_future_fruit_of_India
https://www.sciencedirect.com/science/article/abs/pii/S0260877410002219
https://www.thepharmajournal.com/archives/2021/vol10issue10/PartF/10-9-449-564.pdf#:~:text=There%20are%20three%20types%20of%20dragon%20fruit%2C%20i.e.%2C,%28Selenicerus%29%20megalanthus%20%E2%80%93%20white%20flesh%20with%20yellow%20skin.
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cultivation, we intention to pay for valuable intuitions that can guide stakeholders in production conversant 

decisions and further promote the growth of this emerging agricultural sector. The fruit comes in various types, 

such as, red flesh with pink skin, white flesh with pink skin, white flesh with yellow skin, and violet red flesh 

with pink skin, etc. (Kadam et al., 2023). Most farmers found inspiration in cultivating dragon fruit due to its 

exceptional resistance to pests and diseases, promotion of robust health, extended yielding period, and capacity 

for growth from seeds and cuttings. Moreover, dragon fruit boasts a superior profit margin compared to other 

crops grown in the field (Ghosh et al., 2023). It is a resilient and robust that can thrive in a wide range of 

climatic conditions suitable for flowering and fruiting, as long as the soil has good drainage. So, considering the 

above aspects, there is a prospect for Dragon fruit cultivation, especially in Bangladesh.  

This fruit crop requires comprehensive research across various dimensions, including cultivation techniques, 

processes, fertilization, harvesting, and management of pests and diseases. The aim is to ensure that dragon fruit 

becomes familiar to a widespread audience. In this current study, we will address the following theoretical 

questions and concepts that require clarification. 

 

1.3     Objectives of the Study 

The general objective of this study is to measure the present status of Dragon fruit cultivation in Bangladesh and 

its impact on the productivity, efficiency, and profitability of farm households. The specific objectives are as 

follows: 

 To examine the effect of dragon fruit cultivation on the income levels of farm households. 

 To identify the effect of dragon fruit cultivation on the profitability status of farm households. 

 To measure the employment opportunities generated by dragon fruit cultivation. 

 To analyze the relationship between dragon fruit cultivation and poverty levels. 

 

1.4     Research Questions 

To attain the objectives, this study will address the following research questions: 

 How does dragon fruit cultivation affect the income levels of farm households? 

 What is the impact of dragon fruit cultivation on the profitability status of farm households? 

 How does dragon fruit cultivation affect the occupation, employment, and poverty levels in farming 

communities? 

 

1.5     Significance of the Study 

Since 1971, there have been notable transformations in the quantity and variety of fruit production. These 

alterations have been manifested by a significant increase in the yield of various fruits and the introduction of 

numerous new fruit varieties. Dragon fruit, a newly introduced super fruit, is making significant inroads, 

particularly in South Asia. Its growing popularity among cultivators and consumers can be attributed to its 

appealing color, delectable pulp, nutritional richness, substantial export prospects, and financially rewarding 

characteristics (Jalgaonkar et al., 2021). Its ornamental value is evident through the exquisite beauty of its large, 

night-blooming flowers. Recognized as a fruit crop with tremendous potential for the future, dragon fruit bears 

fruit within 12-15 months of planting and maintains a fruitful production cycle for up to two decades (Khan et 

al., 2021). Typically, plants propagate through stem cuttings. After about 15-18 months from planting, the 

emergence of flower buds occurs, followed by a blooming period of approximately 28-30 days. This fruit has 

garnered popularity owing to its rich nutritional profile, serving as a valuable source of essential minerals, 

vitamins, glucose, fructose, and dietary fiber. It contributes to fortifying the human immune system and finds 

application in maintaining the conditions of diabetes and heart diseases, as well as in supporting healthy weight 

maintenance (Hossain et al., 2021). In a separate research endeavor (Singh et al., 2023), It is important to 

emphasize that dragon fruit is not only a nutritious fruit but also an economically viable one. The study 

highlights that dragon fruit has become a valuable asset for the economy and plays a central role in promoting 

the sustainable development of the country. This is particularly evident in its support for the sustainable use of 

https://ijrpr.com/uploads/V4ISSUE3/IJRPR10301.pdf
https://www.researchgate.net/publication/370240140_Possibilities_and_Challenges_of_Dragon_Fruit_in_Chapainawabganj_Region_of_Bangladesh_from_the_Growers_Perspective
https://www.tandfonline.com/doi/abs/10.1080/87559129.2020.1742152
https://www.thepharmajournal.com/archives/2021/vol10issue10/PartF/10-9-449-564.pdf
https://www.thepharmajournal.com/archives/2021/vol10issue10/PartF/10-9-449-564.pdf
https://ijhst.ut.ac.ir/article_80693.html
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ecosystems and biodiversity. Notably, Dragon fruit requires minimal water for its growth and development. 

From a commercial perspective, Dragon fruit presents a multitude of advantages. Its appealing shape and vibrant 

colors, coupled with its impressive nutraceutical properties, make it a magnet for growers worldwide. In 

particular, the red-fleshed varieties are rich in antioxidants, fulfilling the rising demand for natural food 

colorants and antioxidant products. These fruits also have the advantage of being easily stored under room 

temperature conditions. Moreover, the fruit pulp offers ample opportunities to various-processed goods. Dragon 

fruit is a robust crop capable of thriving in any climatic conditions, ensuring consistent flowering and fruiting. 

Taking these factors into account, Bangladesh holds promising prospects for Dragon fruit cultivation. 

Nevertheless, it is essential to emphasize that there remains a substantial research gap related to Dragon fruit. 

Thus, there is a pressing need for comprehensive research to familiarize a broader audience with the potential of 

Dragon fruit. 

Given these considerations, the proposed research study takes on significant importance. This research endeavor 

will provide insights into the scientifically justified cultivation of Dragon fruit, covering its characteristics, 

productivity, efficiency, and profitability. Ultimately, it aims to elevate the economic well-being of farm owners 

and promote the widespread adoption of Dragon fruit cultivation in Bangladesh. 

 

1.6     Limitations of the study  

This study focuses on examining the effects of dragon fruit cultivation on income, employment, and poverty 

levels. The research will be conducted in specific regions or communities where dragon fruit cultivation is 

prevalent, taking into account the unique contextual factors that may influence the outcomes. However, it is 

important to acknowledge that the results may not be generalized to all regions due to variations in agricultural 

practices, market conditions, and socio-economic factors. Additionally, the study relies on primary data 

collection methods, such as surveys, interviews, and case studies, which may be subject to limitations such as 

sampling bias and data accuracy. Despite these limitations, the study aims to provide valuable insights into the 

impacts of dragon fruit cultivation on income, employment, and poverty levels, contributing to the existing 

knowledge base in this field. 

 

1.7     Research Gap 

Despite the growing popularity of dragon fruit cultivation in Bangladesh, there is a noticeable gap in research 

concerning the comprehensive impact of dragon fruit cultivation on the income, employment, and poverty status 

of farm households in the country. While there are numerous studies highlighting the potential and profitability 

of dragon fruit cultivation, there is a lack of in-depth research that delves into the socioeconomic implications of 

this emerging agricultural sector. Specifically, there is a need for empirical data and analysis that quantifies the 

extent to which dragon fruit cultivation contributes to the income of farm households, its role in generating 

employment opportunities, and its potential to alleviate poverty among rural communities. Understanding the 

multifaceted effects of dragon fruit cultivation in Bangladesh is vital for policymakers, farmers, and investors to 

make informed decisions and promote sustainable development in the agricultural landscape. While existing 

literature highlights the potential of dragon fruit as a profitable crop and its adaptability to local conditions, there 

is limited empirical research that systematically assesses its impact on farm household incomes, employment 

generation, and poverty alleviation. This research gap presents an opportunity to investigate and quantify the 

contributions of dragon fruit cultivation to the livelihoods of rural households, the job opportunities it creates, 

and its potential to uplift rural communities from poverty. 

To address this gap, the proposed research study focuses on measuring the extent of dragon fruit cultivation in 

Bangladesh, analyzing its productivity, efficiency, and profitability. In summary, the research gap in the existing 

literature on dragon fruit cultivation in Bangladesh calls for a deeper, data-driven understanding of its effects on 

income, employment, and poverty alleviation among farm households. This necessitates more empirical studies, 

comparative analyses across regions, and investigations into specific aspects such as environmental 

sustainability to create a comprehensive knowledge base for informed decision-making by policymakers, 

farmers, and investors in the agricultural sector. 
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2.0      Methodology of the Study 

The methodology section of this research elucidates the chosen research design and approach employed to 

examine the dragon fruit cultivation in Bangladesh. It provides a comprehensive framework for data collection, 

analysis, and interpretation. 

 

2.1    Research Design 

A mixed research approach is employed, with a primary emphasis on quantitative approaches, aimed at 

achieving a comprehensive understanding of dragon fruit cultivation in Bangladesh. The research comprises the 

following key components: 

 

2.2    Data and Its Nature 

This study constructed on primary data collected through the household survey using structured questionnaire. 

The quantitative data has been collected for the study, with emphasis on household income, employment 

dynamics, and poverty levels. 

 

2.3     Data Collection Methods 

Primary data were collected through a household survey using structured questionnaires. In-depth interviews 

have been conducted with dragon fruit farmers, agricultural experts, and extension officers to advance a 

reflective understanding of the challenges, the best practices, and innovation in dragon fruit cultivation. 

 

2.4     Sample and Sampling Techniques 

A multi-stage random sampling has been utilized for selecting the sample farm owners for the survey. In the 

first stage, the study randomly selected the two districts, and the next, we randomly selected four Upazilla from 

the two districts, Moshespur and Courtchadpur from Jhenaidh District and Jibonagar and Damurhuda from the 

Chuadanga district. After selecting four Upazilla from two districts, we purposively selected eight villages, 

Gaurinathpur and Aloampur from Mohespur; Fulhori and Somajkolla from Courtchadpur; Kasipur and 

Khayerhuda from Jibonnagar; and Perkrisnapur and Bastupur from Damurhuda Upazila. In the process of our 

study, we collected data from a total of 160 individuals who were engaged in Dragon fruit cultivation. 

 

2.5    Household Survey  

A comprehensive survey, focusing on collecting quantitative data, was conducted among a sample of households 

to assess the impact of Dragon fruit cultivation on farm owners' income, yield, and profitability. Economic 

indicators encompassed factors like landholding, output, input costs, income, occupation, employment, and 

expenditures, while non-economic indicators such as literacy, housing, access to health services, and sanitation 

were also considered. The survey utilized by structured questionnaire, which was meticulously designed, pre-

tested, and finalized.  

 

2.6     Data Analysis Techniques 

The study involved a detailed household survey to collect primary data, with a focus on economic indicators 

such as income, the cost of production, profitability, occupation, employment, and poverty. In this study, Cobb 

Douglas production function has been utilized to estimate the impacts of dragon cultivation on 

income/productivity of the farm owners.  

Cobb Douglas Production Function: The specification of the model is as follows: 

 

 The log linear form of the Cobb Douglas Production Function will be- 
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Where, 

 ln = Natural logarithm 

  = Gross income of the ith farm (Tk/Bigha/Year) 

  = Labour cost of the i-th farm (Tk/Bigha/Year) 

 
= Land Preparation cost of the i-th farm (Tk/Bigha/Year) 

  = Cost of seed of the i-th farm (Tk/Bigha/Year) 

  = Irrigation cost of the i-th farm (Tk/Bigha/Year) 

  = Cost of pesticides of the i-th farm (Tk/Bigha/Year) 

 = Cost of fertilizer of the i-th farm (Tk/Bigha/Year) 

 X7i = Cost of the Piller, rope and wire (Tk/Bigha/Year) 

  =  to  are unknown parameters and  

 ui = the disturbance term 

The methodology outlined in this study aims to provide a comprehensive analysis of dragon fruit cultivation in 

Bangladesh, focusing on production efficiency and profitability. By employing a mixed-method approach and 

economic modeling, the research seeks to offer valuable insights for both dragon fruit farmers and policymakers 

to enhance the sustainability and profitability of dragon fruit cultivation in Bangladesh.  

 

3.0 Findings of the Study 

The findings of the study refer to the results and conclusions derived from a research project or study. The 

findings are a critical component of a research, as they provide evidence and support for the study's overall 

objectives and contribute to the existing body of knowledge on the topic under investigation. 

 

3.1    Estimation of Cobb-Douglas Production Function 

To accomplish the effect of the cost of factors of production of Dragon fruits, on farmers’ income in study areas, 

namely; the Jhenaidah and Chuadanga districts; Firstly, we have considered the district-wise results, and then an 

overall picture has been drawn from a gross regression output, considering two districts. Finally, we sketch a 

comparative benefit-cost ratio of the two districts. The relationship between the input and output of Dragon fruit 

cultivation has been estimated using the Cobb-Douglas production function. Several explanatory variables were 

taken into consideration to analyze the productivity of Dragon fruits. The effects of variables on the farmers’ 

income are interpreted in the following tables. The first table 3.1A represents the estimated results of the Cobb-

Douglas production function of the Jhenaidah district. 

Table 3.1A Estimation of Cobb-Douglas Production Function (Jhenaidah) 

Method: Ordinary Least Squares 

Dependent variable: Total Revenue/Output (lnY) 

Number of Observation: 80 (farm owners) 

Explanatory Variables Coefficients Std. Err. t-Statistic Probability 

C -24.29720 2.253992 -10.77963 0.0000 

Labor Cost (lnX1) 0.772310 0.176925 10.01727 0.0000 

Land Preparation Cost (lnX2) 0.412760 0.144503 2.856417 0.0056 
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Seedling Cost (lnX3) 0.376515 0.137365 2.740981 0.0077 

Irrigation Cost (lnX4) 0.089927 0118115 0.761345 0.4489 

Pesticide Cost (lnX5) 0.327458 0.279954 1.169687 0.2460 

Fertilizer Cost (lnX6) 0.373750 0.147115 2.540532 0.0132 

Cost of the pillar-rope-wire (lnX7) 0.072226 0.098482 0.733393 0.4657 

R-squared 0.898303 

Adjusted R-squared 0.888415 

F-Statistic 90.85474 

Prob (F-Statistic) 0.000000 

               Source: Estimated by E-views 10 using field survey data 

The table 3.1A shows the estimation results of the Jhenaidah district. Labor, land preparation, seedling, and 

fertilizer have significant and positive impacts on the farmers’ income/output of dragon fruits. In that case, land 

and labor are the most influential factors of the farmers’ income. The partial elasticities of labor and land 

respectively 0.772310 and 0.412760 affirm that our agriculture is labor intensive. On the other hand, irrigation 

cost, pesticide cost, and the cost of the pillar-rope-wire have a positive coefficient but are statistically 

insignificant. The coefficient of adjusted R-squared 0.888415 represents that the explanatory variables can 

explain 88.84 percent of the variation in income of the farmers of dragon fruit cultivation. The value of F-

statistic is positive (90.98474) and its respective probability value is less than 5 percent indicating that all the 

factors have a combined positive impact on the income/output of Dragon fruits. 

 

Table 3.1B Estimation of Cobb-Douglas Production Function (Chuadanga) 

Method: Ordinary Least Squares  

Dependent variable: Total Revenue/Output (lnY) 

Number of Observation: 80 (farm owners) 

Explanatory Variables Coefficients Std. Err. t-Statistic Probability 

C 2.108395 1.448323 1.455749 0.1498 

Labor Cost (lnX1) 0.534139 0.186246 2.867917 0.0054 

Land Preparation Cost (lnX2) 0.416414 0179620 2.318311 0.0233 

Seedling Cost (lnX3) -0.188900 0.159884 -1.181482 0.2413 

Irrigation Cost (lnX4) 0.099645 0.072857 1.367688 0.1757 

Pesticide Cost (lnX5) -0.243007 0.141230 -1.720641 0.0896 

Fertilizer Cost (lnX6) 0.559690 0.115029 4.865648 0.0000 

Cost of the pillar-rope-wire (lnX7) -0.146422 0.057378 -2.551859 0.0128 

R-squared 0.705542 

Adjusted R-squared 0.676914 

F-Statistic 24.64531 

Prob. (F-Statistic) 0.000000 

                Source: Estimated by Eviews 10 using survey data 
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Table 3.1 B represents the estimation results of dragon fruit cultivation in the Chuadanga district. Labor, land, 

fertilizer, and the cost of pillar-rope-and wire have a statistically significant and positive impact on farmers’ 

income. Again, land and labor are prime influential factors to the farmers’ income. The coefficient of seeding 

and pesticide is negative and the coefficient of irrigation is positive but all are statistically insignificant. The 

partial elasticities of labor and land respectively 0.534139 and 0.416414 affirm that our agriculture is labor 

intensive. The coefficient of R-square 0.705542 represents that the explanatory variables can explain 71 percent 

of the variation in income of the dragon fruit cultivation farmers. The F-statistic value is positive (24.645) and 

its respective probability value is less than 5 percent, which indicates that all the factors have a combined 

positive impact on the income/output of Dragon fruits. 

 

Table 3.1C Estimation of Cobb-Douglas Production Function (Gross) 

Jhenaidah and Chuadanga District 

Method: Ordinary Least Squares  

Dependent variable: Total Revenue/Output (lnY) 

Number of Observation: 160 (farm owners) 

Explanatory Variables Coefficients Std. Err. t-Statistic Probability 

C -13.46987 1.322343 -10.18637 0.0000 

Labor Cost (lnX1) 1.789141 0.143947 12.42917 0.0000 

Land Preparation Cost (lnX2) 0.671705 0.119479 5.621970 0.0000 

Seedling Cost (lnX3) 0.225424 0.118644 1.899999 0.0593 

Irrigation Cost (lnX4) -0.190789 0.084336 -2.262258 0.0251 

Pesticide Cost (lnX5) -0.044715 0.187518 -0.238456 0.8118 

Fertilizer Cost (lnX6) 0.165047 0.084155 1.961234 0.0417 

Cost of the pillar-rope-wire (lnX7) -0.214071 0.070444 -3.038875 0.0028 

R-squared 0.825248 

Adjusted R-squared 0.817200 

F-Statistic 102.5433 

Prob (F-Statistic) 0.000000 

  Source: Estimated by Eviews 10 using survey data 

Finally, Table 3.1C represents the gross outcome of the Cobb-Douglas production function for two districts 

together. The estimated results indicate that labor, land preparation, irrigation, and fertilizer costs exhibit 

statistically significant positive impacts, while the cost of the pillar-rope-wire has a statistically significant 

negative impact on farmers' income. Among these factors, labor emerges as the most influential, with a 1 percent 

increase in labor cost correlating to a significant 178.91 percent rise in farmers' income. Following closely, land 

preparation stands out as the second most important factor for dragon fruit cultivation, where a 1 percent 

increase in land cost, with other factors held constant, leads to a substantial 67 percent increase in farmers' 

income. The coefficient of R-square 0.825248 represents that the explanatory variables can explain 83 percent of 

the variation in the farmer’s income from dragon fruit cultivation. The F-statistic value is positive (102.5433) 

and its respective probability value is less than 5 percent, indicating that all the factors have a combined positive 

impact on the income/output of Dragon fruit cultivation. 
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3.2      Profitability of Dragon Cultivation 

3.2.1   Cost, Revenue and Profit from Dragon fruits Cultivation 

A comparative scenario of the benefit-cost ratio of the Dragon fruit culture technique has been delineated in the 

following Table 4.2.2, both at individual and aggregate levels. While calculating total cost, all variable costs, 

i.e., labor, land preparation, seedling, fertilizers, pesticides, irrigation, and the cost of pillar-rope-wire, etc. have 

been considered. All costs and returns are computed on a per bigha (33 decimal) basis. In the analyses, we have 

presented the financial performance of two districts (Jhenaidah and Chuadanga) individually as well as at the 

aggregate level of the two districts, in the case of Dragon cultivation. We have examined the total cost, total 

revenue, net profit, and benefit-cost ratio for each district as well as at the aggregate level. All costs and returns 

are computed on a per bigha (33 decimal)/per year basis.  

 

Table 3.2.1 Cost, Return and Profit from Dragon Cultivation (N = 160) 

Area Jhenaidah 

District 

Chuadanga 

District 

Gross 

(Jhenaidah and Chuadanga) 

Items BDT / per Bigha BDT / per Bigha BDT / per Bigha 

Total Cost 3,20,484.38 341,881.88 334,572.19 

Total Revenue 6,08,250.00 615,862.5 611,868.75 

Net Profit 2,87,765.63 273,980.63 277,296.56 

Benefit-Cost ratio 1.8979 1.8014 1.8288 

    Source: Author’s Computation Based on survey Data, 2023 

 

Table 3.2.1 represents the results regarding cost, revenue, and net profit and also the benefit-cost ratio: 

 Total Cost: Jhenaidah District incurred a lower total cost of BDT 320,484.38 compared to Chuadanga 

District's BDT 341,881.88 in cultivating dragon fruit per bigha/per year. This indicates that Jhenaidah 

District is more efficient in managing its expenses.  

 Total Revenue: Chuadanga District generated a slightly higher total revenue of BDT 615,862.50 

compared to Jhenaidah District's BDT 608,250.00. Although the difference is marginal, in considering 

net profit, Jhenaidah District is in a better position than Chuadanga. 

 Net Profit: Net profit is determined by subtracting the total cost from total revenue. Jhenaidah District 

achieved the net profit of BDT 287,765.63 per bigha/per year and Chuadanga District earned the net 

profit of BDT 273,980.63 per bigha/per year from dragon cultivation. In terms of earning net profit, 

Jhenaidh district is in a better position than that of Chuadanga. Jhenaidah District's ability to generate 

higher profits suggests better cost management and potentially more efficient operations. At an 

aggregate level, it is clearly found that farm owners earn a net profit of BDT 2,77,296 per bigha/year 

from Dragon fruit cultivation.  

 Benefit-Cost Ratio: The benefit-cost ratio is determined by dividing the gross return by the total cost, 

taking into account the full cost basis from the data presented in the table. Both districts have favorable 

benefit-cost ratios, indicating that the Dragon cultivation undertaken in these districts is financially 

viable. Jhenaidah District's benefit-cost ratio of 1.8979 is slightly higher than Chuadanga District's ratio 

of 1.8014. This indicates that Jhenaidah District generated higher benefits relative to its costs compared 

to Chuadanga District.  

The comprehensive analysis of total costs, total revenue, net profit, and the benefit-cost ratio unequivocally 

demonstrates that Dragon fruit cultivation is significantly more lucrative for farm owners than other fruits or 

crops found in the study area. 
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4.0     Impact of Dragon Cultivation on Occupation and employment 

To assess the impact of Dragon fruit cultivation on occupation and employment, the following three measures 

have been considered.  

 Changes in the Principal occupation of the farmers due to Dragon Cultivation. 

 Changes in the labor force participation rate of the respective households; and  

 Changes in the Employment situation due to the Dragon Cultivation. 

 

4.1     Changes in Principal Occupation of the Farmers due to Dragon Cultivation 

The principal occupation is the primary activity in which an individual devotes the majority of their time during 

the year and generates a significant portion of their income. Table 4.1 displays alterations in the primary 

occupations of household heads resulting from their engagement in Dragon cultivation. This table highlights the 

shifts in the predominant occupations of household heads after they became involved in Dragon cultivation.   

Table 4.1 Changes in Principal Occupation of the Farmers due to the Dragon Cultivation 

 

Changes in the Principal Occupation 

Jhenaidh 

n=80 

Chuadanga 

n=80 

Total 

n=160 

% % % 

A. Yes 86.25 78.75 82.50 

 Partially  56.25 53.75 55.00 

 Fully 30.00 25.00 27.50 

B. No 16.25 18.25 17.50 

C. No Response 00 00 00 

Total % = (A+B+C) 100 100 100 

Source: Author’s Calculation by Field Survey 

Figure 4.1 shows that Dragon fruit cultivation has influenced the principal occupation of the farmers, the majority of 

household heads (82.5%) provided responses at the aggregate level. Among them, 55% indicated a partial alteration 

in their occupation as a result of Dragon cultivation, while 27.5% stated a complete shift in their occupation due to 

their involvement in Dragon cultivation. Notably, it is significant to observe that a remarkable transformation 

occurred among those who were previously categorized as seasonal income earners; they have transitioned to 

becoming full-time income earners due to their year-round involvement in Dragon cultivation. 

 

4.2    Changes in Labor Force Participation Rate of the Respective Households 

The labor force participation rate is a calculation that estimates the number of individuals actively engaged in the 

Dragon cultivation in the survey area. This calculation involves dividing the total number of individuals aged 16 and 

above who are employed in the dragon fruit cultivation by the overall working-age population in the surveyed area. 

 

Table 4.2 Changes in Labor Force Participation Rate of the Respective Households 

 

Variables 

Before Dragon Cultivation (N=160) At the of Survey 

(N=160) 

 Jhenaidah Chuadanga Total Jhenaidah Chuadanga Total 

 Number of persons 

Average household size 4.90 4.86 4.88 4.91 4.81 4.86 

Income earners per household 2.47 2.31 2.38 2.57 2.65 2.61 

Earners as % of all household members 51.16 47.85 49.51 58.48 55.01 56.75 

Dependency ratio % 48.84 52.16 60.49 42.52 44.99 43.25 

Source: Author’s Calculation by Field Survey 
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In Table 4.2 the aggregate level (Jhenaidah and Chuadanga) average household size for the sample villages has 

been calculated at 4.88 persons before Dragon cultivation and at the time of the survey, the figure is 4.86, which 

is higher than that of the national average of 4.26 (BBS, HIES-2022). At the aggregate level, the estimated 

income earners per household were found 2.38 before Dragon cultivation but at the time of the survey, this 

figure was found 2.61 which is much higher than that of before cultivation. At the time of the survey, the 

estimated income earners as percent of all household members (labor force participation rate) were found before 

Dragon cultivation is 49.51 percent and after Dragon cultivation at 56.75 percent, which is 7 percent higher than 

non-farming households. This means more engagement of the family members in Dragon cultivation and hence 

increased the labor force participation rate of the respective households. If we disaggregate the results among 

the two survey districts, we find that the labor force participation rate is slightly higher in the Jhenaidah district 

58.48 percent than in the Chuadanga district 55.01 percent. Before dragon cultivation, the dependency ratio was 

60.49 percent, but during the survey time, the ratio has been decreased to 43.25 percent. Based on before–after 

analysis, it has been found that due to participation in Dragon fruit cultivation, the labor force participation rate 

of the respective households has increased. 

 

4.3       Changes in the Employment Situation due to the Dragon Cultivation 

Employment generation encompasses two key dimensions: i. creating new job opportunities for those previously 

unemployed, and ii. increasing the level of employment for those already unemployed. In this discussion, we 

have primarily focused on the creation of new employment by examining changes in the primary occupation of 

household heads both before and after their involvement in the Dragon cultivation. Furthermore, our assessment 

also seeks to determine whether Dragon cultivation plays a positive role in mitigating under employment, 

particularly among household heads. 

Table 4.3 Working Hour Status due to Dragon Fruit Cultivation (%) 

Changed working hour 
Jhenaidah Chuadanga Total 

N=80 N=80 N=160 

 Yes 91.0 88.8 90.67 

 No 9.0 11.2 9.33 

Total 100 100 100 

 

Table 4.4 Changes in the Working Hour due to Dragon Fruit Cultivation 

 Employment Status Increase/Changes 

in employment 

  
Indicators 

Before Dragon 

Cultivation 

At the time 

of Survey 

  N=225 N=225 N=225 

i. Average working hour 6.03 8.16 2.13 

ii. Maximum working hour per day 10 12 2 

iii. Minimum working hour per day 2 4 2 

iv. Eight-hour days (per month) 21.71 28.77 7.06 

         Source: Author’s Calculation by Field Survey 

 

Table 4.3 indicates that nearly 90.67% of farmers have expressed a positive response, affirming that Dragon 

cultivation has contributed to an enhancement in their employment status. Table 4.4 shows that before Dragon 

cultivation, the average working hour of the farm household was found 6.03, but after Dragon cultivation, it was 

found to increase to 8.16 hours i.e., the average increase in working hours is 2.13. Before starting Dragon 
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cultivation, on average a household head was employed for 21.71 standard eight-hour days (per month). At the 

time of the survey, such employment has been estimated at 28.77 days (per month). This means that Dragon 

cultivation has generated additional employment for the farmers for 7.06 standard eight-hour days a month. This 

additional employment may be due to the reallocation of labor from seasonal agricultural activities to Dragon 

cultivation that belongs all year round. Some of the additional employment may be due to the reallocation of 

other activities, for example, from domestic labor for female workers to agricultural activities. However, the 

increase in employment can be attributed to farmers adopting dragon fruit cultivation. In the past, they were 

engaged in seasonal employment, but now, to a certain degree, they have transitioned to year-round full 

employment in dragon fruit cultivation and maintenance.   

 

5.0      Impact of Dragon Cultivation on Poverty Status 

In this section, the study tried to measure the impact of Dragon cultivation on the poverty reduction of farm 

households. While there are numerous indicators associated with poverty measurement, we have selected only a 

few pivotal ones in this context. The indicators that have been selected for the estimation of poverty status are as 

follows:  

 Calculation of the Poverty lines’ both the upper bound and the lower bound,  

 Calculation of the incidence of poverty, the poverty gap, and the severity of poverty. 

 

5.1     Poverty Line Calculation and Categorization of the Farm Households: 

The poverty line in this study is determined using the Cost of Basic Needs (CBN) approach, primarily relying on 

household expenditure survey data, particularly food expenses. Table 5.1 provides an overview of the goods 

considered, the corresponding prices (obtained from an independent price survey conducted in Jhenaidah and 

Chuadanga districts between July and August 2023), and the per capita poverty line expenditure. As pointed out 

by Ravallion et al. (2010), there is considerable debate regarding whether to use the Cost of Basic Needs (CBN). 

However, in Bangladesh, there is minimal disagreement concerning the composition of the typical bundle of 

goods and the respective weights assigned to items within the food bundle. The expenditure needed to exceed 

the absolute poverty line, set at a calorific threshold of 2112 kilocalories per person per day, is calculated as Tk. 

65.60. Moreover, the ultra-poverty line, signifying hardcore poverty, is established based on a threshold of 1805 

kilocalories, amounting to 56.06 Taka. 

 

Table 5.1 Cost of Basic Needs Food-bundle used to Derive the Poverty Line(s) in the Study Area 

Sl. 

no. 

Items in minimum 

Consumption-bundle 

Per capita normative daily 

requirement 

Price 

Calories Grams Tk/kg Cost of amount 

1 Rice (course) 1386 397 56 22.23 

2 Wheat 139 40 55 2.20 

3 Pulse (mosur) 153 40 120 4.80 

4 Milk (Cow) 39 58 70 4.06 

5 Oil (Soabin) 180 20 185 3.70 

6 Meat (Chicken-Cork) 14 12 275 3.30 

7 Fish (fresh water) 51 48 300 14.40 

8 Potato 26 27 30 0.81 

9 Other vegetables 36 150 42 6.30 

10 Sugar/gur 82 20 120 2.40 

11 Fruits (banana) 6 20 70 1.40 

12 Total 2112 832 -- 65.60 

The expenditure for the absolute poverty line, based on a daily intake of 2112 kilocalories, is calculated at Tk. 

65.60 per person per day, while for the hardcore poverty line, which considers an intake of 1805 kilocalories 

per day, it is Tk. 56.06 per person per day. 

 Source: Author’s Calculation by Field Survey 
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In table 5.1, following the calculation of poverty lines, which encompass both the upper threshold of Tk. 65.60 

per day per person and the lower threshold of Tk. 56.06 per day per person, we have categorized the sampled 

households based on these lines, taking into account the degree, depth, and severity of poverty. To assess the 

poverty status of households engaged in dragon fruit cultivation, we have employed the poverty index proposed 

by Foster Greer Thorebecke (1984), which include measurements of poverty incidence, the poverty gap, and the 

severity of poverty among the surveyed households. 

Algebraically F. G. T poverty index can be represented as:  

 ------------------------------------- (i) 

Where,  

z represents the poverty line. 

q indicates the number of persons/households living below the poverty line. 

yi denotes the expenditure of the ith individual or household. 

n represents the total size of the surveyed population. 

α, taking values of 0, 1, or 2, and indicates respectively 0 to incidence, 1 to poverty gap, and 2 to 

severity of poverty. 

If α is 0, then  ------------------------------------ (ii) 

The P0 measure provides information about the 'incidence of poverty' or the 'headcount ratio,' representing the 

proportion of the total population that consists of people or households living below the poverty line. 

If α is 1, then  --------------------- (iii) 

The P1 measure provides insights into the 'depth of poverty' or the 'poverty gap.' It represents the average deficit 

in expenditure per person within a low-income household concerning the poverty line. This metric can be 

employed to determine the minimum cost necessary per capita to eradicate poverty. If an anti-poverty program 

successfully bridges the expenditure gap for each household to the extent that all impoverished households reach 

or surpass the poverty line, it would signify the minimum cost required to eliminate poverty. 

 If α is 2, then  ---------------------- (iv) 

The P2 measure enables us to assign a higher value to an improvement in the expenditure of an individual or 

household situated below the poverty line compared to a similar gain for someone just slightly above the 

poverty line. Therefore, P2 serves as an indicator of the 'severity of poverty' and assists us in capturing income 

inequalities. 

Based on poverty line expenditures, encompassing upper and lower bounds, and utilizing F. G. T. poverty 

indicators, we have provided the estimated outcomes for poverty incidence (P0), the poverty gap between 

absolute poverty and hardcore poverty (P1), and the severity of poverty (P2) in Table 5.2. 
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Table 5.2 Calculation of the incidence of poverty, the poverty gap and the severity of 

poverty of the Dragon Farmers 

Sl. No Poverty Indicators Jhenaidh 

(n= 80) 

Chuadanga 

(n=80) 

Total 

(N=160) 

1 Poverty incidence (P0) 6.25 7.50 6.87 

2 % below absolute poverty line 6.25 7.50 6.87 

3 % below hardcore poverty line 00 00 00 

4 Poverty depth 0.03 0.05 0.04 

5 Poverty severity (P2) 00 00 00 

Source: Author’s Calculation by Field Survey 

Table 5.2 provides an overview of key poverty indicators, including poverty incidence, poverty gap, and the 

severity of poverty among dragon fruit farmers. Irrespective of their category, at an aggregate level 

encompassing two districts, the percentage of households living below the poverty line is 6.87 percent. This 

proportion is slightly higher in Chuadanga at 7.5 percent, while in Jhenaidah, it is marginally lower at 6.25 

percent. Notably, among surveyed households, no household was found living under the hardcore poverty line. 

The poverty gap is a mere 0.04 among surveyed households, and the severity of poverty registers as zero. These 

findings indicate that the poverty status of dragon fruit cultivating households is notably better than the national 

average in Bangladesh. Specifically, when compared to the broader population, the proportion of households 

falling below the absolute and hardcore poverty lines, as well as the measures of poverty depth and severity, is 

significantly lower among dragon fruit farmers. 

 

6.0       Policy Recommendations 

In this last chapter, we summarize the study's findings on economic indicators and offer policy 

recommendations. The analysis shows that the growing dragon fruit has a positive impact on households' 

economic status. Based on study findings, the following policy recommendations have been suggested: 

A. Income/Productivity 

 Promote Dragon Cultivation: Encourage and support dragon fruit cultivation among farm owners, as 

it has a positive impact on their income and enhances their standard of living. 

 Invest in Key Factors: Focus on improving the factors that have a significantly positive impact on 

output and income, such as labor, land preparation, fertilization, and seedlings. Provide training and 

resources to optimize these factors. 

 Labor Support: Implement measures to enhance the availability of labor for dragon cultivation, as it is 

the most influential factor. Support affordable and skilled labor for farmers. 

 Land Preparation: Provide assistance and resources for land preparation, as it is the second most 

important factor affecting income. This could involve subsidies or access to equipment. 

 Continual Monitoring: Establish a monitoring system to assess the impact of dragon cultivation on 

income and productivity. Regularly review and adjust policies based on the results. 

 

B. Net Profit 

 Expansion of Dragon Fruit Cultivation: Promote the expansion of dragon fruit cultivation, as it is 

evident that farm owners can earn a significant net profit from this activity. Encourage more farmers to 

adopt dragon cultivation practices. 

 Financial Incentives: Provide financial incentives, grants, or loans to facilitate the adoption of dragon 

fruit cultivation, which can lead to higher net profits for farm owners. 
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C. Benefit-Cost Ratio 

 Optimize Resources: Emphasize efficient resource allocation to maximize the benefit-cost ratio. 

Encourage farmers to make cost-effective decisions in dragon fruit cultivation. 

 Knowledge Sharing: Promote knowledge sharing between districts to improve benefit-cost ratios, with 

a focus on implementing successful practices from districts with higher ratios. 

 Economic Viability: Highlight the financial viability of dragon cultivation in policy discussions and 

agricultural development plans, with a focus on regions where the benefit-cost ratio can be maximized. 

D. Occupation and Employment 

 Encourage Diversification: Promote diversification of occupation and employment through dragon 

cultivation, as it has significantly positive effects on changing the principal occupation of household 

heads and offer opportunities for the full-time income generation. 

 Training and Skill Development: Invest in training and skill development programs for farmers to 

help them fully capitalize on dragon cultivation, enabling them to the transition from seasonal income 

earners to year-round income earners. 

 Monitor Employment Changes: Establish a system for monitoring the changes in employment 

patterns due to dragon cultivation, with a focus on tracking the shift from under employment to and full 

employment. 

E. Labor Force Participation Rate 

 Support Family Engagement: Promote family engagement in dragon cultivation to increase the labor 

force participation rate. Encourage the economically active population within households to participate 

in dragon farming activities. 

 Research on Labor Impact: Conduct further research to assess the long-term impact of dragon 

cultivation on labor force participation rates and the potential for the job creation in dragon farming. 

F. Changes in Underemployment 

 Regular Employment Surveys: Consider conducting regular employment surveys to accurately 

quantify the reduction in under employment as a result of dragon cultivation. This will provide more 

precise data for policy evaluation. 

 Support Increased Working Hours: Encourage and support increased working hours among 

household heads engaged in dragon cultivation to further reduce under employment and boost income. 

 Assess Employment Benefits: Continuously assess the impact of dragon cultivation on employment 

status, focusing on additional employment opportunities and increased working hours. 

G. Poverty Status 

 Poverty Alleviation Programs: Utilize the positive impact of dragon cultivation on poverty status to 

develop and implement targeted poverty alleviation programs in areas where dragon cultivation is 

practiced. 

 Promote Household Income Generation: Encourage the expansion of dragon cultivation to regions 

with higher poverty rates to improve household income and reduce poverty levels. 

 Data Collection and Monitoring: Implement a comprehensive data collection and monitoring 

framework to track changes in poverty status and ensure that the benefits of dragon cultivation are 

reaching those in need. 

 Share Best Practices: Share the success stories of dragon-cultivating households to inspire and educate 

others on how to improve their poverty status through similar agricultural initiatives. 

These policy recommendations are based on the study's findings and aim to promote dragon fruit cultivation as a 

profitable and sustainable agricultural practice while optimizing the factors that contribute to income and 

productivity. These policy recommendations aim to leverage the positive impact of dragon cultivation in 
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occupation, employment, and poverty status to enhance the well-being of households and communities involved 

in dragon farming. 

 

6.1       Implications of the Study 

The implications of the study are significant and can provide valuable insights for various stakeholders, 

including dragon fruit farmers, policymakers, researchers, and the agricultural sector as a whole. The study's 

analysis of technical efficiency using Data Envelopment Analysis (DEA) provides insights into the performance 

of dragon fruit farms in Jhenaidah and Chuadanga Districts. Farmers can use this information to identify areas 

where they can improve resource utilization and enhance their overall efficiency in cultivation. Policymakers 

can use the findings to develop targeted policies and interventions that support the dragon fruit cultivation 

sector. This may include providing subsidies, training, or access to technology to improve cultivation practices. 

The study's assessment of profitability and benefit-cost ratios highlights the economic viability of dragon fruit 

cultivation in the study area. This information can attract new farmers to the industry and encourage existing 

farmers to expand their dragon fruit cultivation operations. By comparing Jhenaidah and Chuadanga Districts, 

the study provides insights into regional disparities in dragon fruit farming. Policymakers can address these 

disparities by allocating resources and support to districts with lower efficiency and profitability. Dragon fruit 

cultivation is often considered a sustainable and eco-friendly agricultural practice. The study's findings can 

promote the adoption of sustainable farming methods and reduce the environmental impact of agriculture. The 

profitability of dragon fruit cultivation may encourage diversification in agriculture, reducing dependency on 

traditional crops. This diversification can enhance the resilience of farmers against market fluctuations and 

climate change. The profitability of dragon fruit cultivation can contribute to the economic growth of rural areas 

and create income opportunities for local communities. This can reduce rural-urban migration and stimulate 

rural development. If dragon fruit cultivation is shown to be highly profitable, it can open doors for export 

opportunities. The study can attract the attention of international markets and trade, potentially increasing the 

export of dragon fruits from Bangladesh. In summary, the implications of this study extend to multiple facets of 

the agricultural sector, including economic, environmental, and social aspects. The findings offer actionable 

insights for farmers, policymakers, and researchers, contributing to the development and sustainability of dragon 

fruit cultivation in Bangladesh. 

 

6.2      Conclusions 

The study findings offer valuable perceptions into the multifaceted influence of dragon fruit cultivation on 

farmers' livelihoods. Dragon cultivation stands out as a profitable venture, elevating farm owners' income and 

bolstering their standards of living. Notably, labor, land preparation, seedlings, and fertilizer play pivotal roles in 

enhancing income and productivity, with labor emerging as the most influential factor, capable of delivering 

substantial income growth. The study's model, incorporating various explanatory variables, impressively 

captures 88.84% of income variation. Moreover, the favorable net profit figures underscore the economic 

sustainability of this agricultural endeavor, with Jhenaidah District showing a slightly superior performance in 

this regard. The benefit-cost ratios in both districts emphasize the financial viability of dragon fruit cultivation, 

with Jhenaidah District exhibiting more efficient cost management. The transformative impact on farmers' 

occupations, as they shift towards year-round engagement in dragon cultivation, is significant, along with the 

surge in labor force participation rates and the reduction in dependency ratios. The generation of additional 

employment opportunities, particularly due to the year-round nature of dragon cultivation, reinforces its socio-

economic importance. Crucially, the study reveals the noteworthy positive influence of dragon cultivation on 

poverty status, with a remarkably lower incidence of poverty (6.87%) among participating households compared 

to the national average. Importantly, not a single household has found living below the hardcore poverty line, 

and the depth and severity of poverty were minimal. 

In summary, dragon fruit cultivation emerges as a promising and sustainable agricultural practice, with the 

potential to elevate incomes, boost employment opportunities, and alleviate poverty. These findings underscore 

the compelling case for further promotion and expansion of dragon fruit cultivation within agricultural 

development strategies, ultimately contributing to enhanced rural livelihoods and economic growth. 
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Sustainable Development and Contemporary  

Global Economy 
 

 

Md. Amanur Rahman*   

 

Introduction 

Global economy is changing every day. There is an intact relationship between sustainable development and 

Global economy. We are now a part of Globalization and Free trade Economy. So maintaining sustainable 

development we have to keep pace with changing Global economy. 

Sustainable Development 

Sustainable development is burning question now a days. Bangladesh maintaining a standard GDP and on the 

track to become an upper middle income country by 2031. This moment we crying need an action plan for 

greater sustainable development for near future.  

Contemporary Global Economy 

 Contemporary Global is passing through a very critical time. It is changing Every day. Now we are discussing 

some indicators that is changing the global economy contemporary situation. 

Changing indicator  

There are some Changing indicator of contemporary Global Economy: 

Post Covid-19 situation: Covid-19 has given a very negative impact of global economy. Economic and 

financial activities has been disrupted for it. More than two years world economy faces very tough time for it . It 

breaks all the Economic & financial supply chain of the world.  

After end of Covid-19 Bangladesh maintain a standard GDP and completed the development project 

successfully.  

Russia-Ukraine conflict: Russia -Ukraine conflict added extra tension and anxiety for the world economy. 

Russia is a largest economic power of the world. On the other hand Ukraine supplies food  crops, wheat and 

other corps most of the part of world.As a result of unexpected Conflict of Russia and Ukraine Bangladesh 

becoming an uncomfortable situation for Foreign exchange. The conflict of two countries not ended still now 

and this conflict given very tough time for the world economy. The impact of this two country’s conflict affected 

very elaborately of world economy and Bangladesh. 

Polarization of Largest Economic Forces: Polarization of Largest Economic Forces Played an important role 

of changing Global economy. The USA, RUSSIA, EU & UK are the Largest Economic Forces of the world. By 

lateral Relationship of underdeveloped countries with the Largest Economic Forces influences the economical & 

financial stability. 

World Bank and IMF: These two organizations are the most Powerful and influential organization for the 

world economy.  In contemporary situation they played an important role in Srilanka to sustain their Economy. 

BRICS: BRICS is a New organization of Brazil, Russia, India, China, South Africa, Egypt, Ethiopia,  Iran and 

the United Arab Emirates. There is a development Bank under this organization called BRICS Bank. This Bank 

Working for sustainable development of under-develop Countries. BRICS Can be a Great Change maker of 

                                                      
*     Principal Officer, Janata Bank Ltd., Area Office, Khulna. E-mail: amanuroctober@gmail.com  



567 

world economy along with world Bank Because from the established of BRICS Russia Has a new Philosophy of 

making new world.  

Middle East Tension: The Middle East is the most vulnerable part of the world. Many Conflict here arise on 

Iran, Iraq, Lebanon Syria, Jordan with Israel for a long time .The Mediterranean sea, The Red Sea and The Suez 

canal are in this way an important role player for international trade and world economy. But the long time 

Middle East tension disrupted it. 

Israel and Palestine issue: Israel and Palestine issue is a long term conflict of Middle East and still now there is 

no political solution come on it to solve the problems. 

World Economy and Sustainable Development 

The development that meets the needs of the present without compromising the ability of the future generation 

is Sustainable development. Bangladesh trying hard for its sustainable development for long time. Some Geo-

political issue influences global economy very elaborately. So the global economy is changing and creating 

more Challenges is near future of whole world and Bangladesh. 

Maintaining sustainable development is very important for Bangladesh. Bangladesh is on track to become an 

upper middle income country by 2031. In spite of facing more challenges of Macro economy Bangladesh 

maintaining a standard GDP and completed the development project successfully. 

Some Recommendations  

Bangladesh needs a logistic strategy to maintain sustainable development with changing world Economy. There 

are some recommendations for kind consideration. 

- To create the employment opportunity and attract more Foreign investment. 

- Establishment of more industrial and export processing zone. 

- Empowerment the Tax authority more elaborately. 

- Search the scope of new goods for Export and increasing Export for maintaining foreign reserve. 

- Establishment of good Governance in financial institution. 

- Strengthening the internal resource Collection authority. 

- Maintaining low level of inflation rate in Macro Economy. 

- Decrease the dependence of import Products. 

 

Conclusion 

Global economy is dynamic and challenging arena. It is changing every moments of various geo political issues. 

Bangladesh working hard for sustainable development for future generation. To carry on this process we have to 

face and meet challenges the world Economy. 
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4IR is Changing the World Order 
 

 

Md. Anisur Rahman* 

 

 

Abstract 

Recession 2008 slowed growth mainly in the advanced economies but Covi19 Pandemic, Russia- Ukraine war 

and Israel- Palestine war slowed the global growth showing the baseline forecast is for global growth to slow 

from 3.5 percent in 2022 to 3.0 percent in 2023 and 2.9 percent in 2024, below the historical 2000–19 

average of 3.8 percent. All the countries of the world now wanted to increase their per capita income and the 

welfare of society through economic growth. Factors such as technology, human and physical capital, total 

factor productivity, domestic investment, saving, international trade and foreign direct investment affect 

economic growth. The fourth industrial revolution and the disruptive technologies are impacting all of these 

factors. 4IR is creating energy transition and digital transformation causing military industrial complexes all 

over the world. New common goods and military machinery can be produced by the same technologies of the 

4IR. The 4IR is heavily knowledge based and requires new competencies. This is creating new alliances in 

business and military sectors causing a new world order. Bangladesh has adopted the 4th industrial 

revolution as industrial policy and nuclear energy for cleaner energy. The country has integrated its national 

development strategy from Digital Bangladesh to Smart Bangladesh in a wave of digital transformation and 

energy transition. It is going to be a highly potential country in the world. Superpowers are increasingly 

trying to align with Bangladesh to strengthen their value chain. Bangladesh is also trying to align with the 

friend countries for shared benefit. The world needs a new partnership for growth. Both emerging and 

advanced economies need to play accordingly to promote growth in the new world and economic order. In 

the “New World and Economic Order” peace and prosperity of a country and the world can be maintained 

by proper international relations. 

Keywords: 4IR ‧ Bangladesh ‧ World ‧ Growth ‧ IR 

JEL Code: O-14 ‧ O-19 ‧ P-11 ‧ F-02 ‧ H-11 

 

Introduction 

Digital Bangladesh was launched in 2009 by the Government of Bangladesh with a vision of transforming 

Bangladesh into a country of digital economy by 2021 and a knowledge-based economy by 2041.The four 

pillars of Digital Bangladesh were Digital Government, Human Resource Development, IT Industry Promotion 

and Connecting Citizens. 

On December 12, 2022 The Government of Bangladesh announced Smart Bangladesh is a vision for the future 

of Bangladesh that is prosperous, developed, and technologically sophisticated. Smart Bangladesh is built on 

four key pillars: Smart Citizen, Smart Government, Smart Society, and Smart Economy. 

Bangladesh is aiming to achieve high income status through industrialization. The initiative encourages 

expansion of manufacturing capacity and investment in human capital development to develop exports from 

Bangladesh. The country has already adopted 4IR as its industrialization policy. 

 The term "new world order" refers to a new period of history evidencing dramatic change in world political 

thought and the balance of power in international relations. 

The New International Economic Order is a set of proposals by the developing countries to end economic 

colonialism and dependency through a new interdependent economy. 
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The Rapid development of automation, robots and computers are the 4IR technologies that are replacing 

workers across a vast spectrum of industries. Low skill and low pay jobs are disappearing and almost all the 

countries of the world are facing challenges, in turn is leading to an increase in social tensions and fragmenting 

international relations. 

Recession 2008 slowed growth mainly in the advanced economies but Covi19 Pandemic, Russia- Ukraine war 

and Israel- Palestine war slowed the global growth showing the baseline forecast is for global growth to slow 

from 3.5 percent in 2022 to 3.0 percent in 2023 and 2.9 percent in 2024, below the historical 2000–19 average of 

3.8 percent. All the countries of the world now wanted to increase their per capita income and the welfare of 

society through economic growth. 

Economic growth is an increase in people's real income; it is the ratio between people's income and the prices of 

what they can buy. If it is easily affordable, the people become less poor. When labor and other resources move 

from less productive to more productive activities, the economy grows. This kind of growth- enhancing 

structural change can be an important contributor to overall economic growth. 

 

Structural Change and Economic Growth 

Structural change is the shift of underdeveloped economies from traditional agricultural production to more 

advanced industrial economies. It is the process by which underdeveloped economies transform. Transformation 

of an economy with surplus labor to an advanced industrial economy through shifting surplus labor to the 

modern sector is the structural transformation. 

The Industrial Revolutions transformed the economies based on agriculture into economies based on industry, 

mechanized manufacturing, and the factory system. New machines, new power sources, and new ways of 

organizing work made existing industries more productive and efficient. 

4IR technologies are increasing productivity mainly because of increased automation. Technologies have the 

capacity to make possible new products and services that can increase the efficiency of an economy. 

The 4th Industrial Revolution requires a transition to clean energy to reduce environmental pollution to meet the 

target of the Paris Agreement. 

4IR introduces advanced robotics and automation in production. This shift allows employees to be more creative 

for higher-value contributions. This is creating new employment opportunities for the high skill workforces and 

also declining the opportunities for the low skill workforces. A very large number of people may need to shift 

occupational categories and learn new skills. 

Capital accumulation is the growth in wealth through investments or profits. Capital accumulation can be seen 

through the increased value of assets by investments and savings. The new skill set can create capital through 

intangible assets and can contribute higher value in productivity. 

Structural reforms can tackle the obstacles to the drivers of growth by liberalizing labor, product and service 

markets, job creation, investment, and increased productivity. They can increase competitiveness, growth 

potential and adjustment capacity of an economy. 

 

Structural Change and International Relation 

Globalization could increase productivity in many ways. International trade increases the size of markets, 

leading to efficiency gains from economies of scale and increased specialization in the field of new techniques 

or new technologies that lead to huge increases in productivity. It also facilitates the international transfer of 

knowledge and human capital. 

Structural reforms defined as reforms that contribute to removing barriers to the efficient functioning of product, 

capital and labor markets and to ensure economic sustainability of growth. 

Structure is a set of principles, rules, roles, and constraints that bind the actors together into a larger system. 

Structural change is a shift in the way a country, industry, or market operates for its major developments. In 

economics, it is a shift or change in the ways a market or economy functions or operates. 



570 

4IR is changing the system of production to increase productivity in an economy and shifting economic 

geography and creating new markets. In the recent decade trade integration between advanced economies 

increased but their average GDP correlation remained stable. Advanced economies now want to integrate their 

manufacturing and trade in the new developing and emerging economies to increase their productivity and 

growth. The developing and emerging economies could participate in increasing their productivity and growth 

by integrating their system of production and developing the national skillset. This is fragmenting international 

relations. 

 

Covid-19, Russia-Ukraine & Israel-Palestine War a Major Shift in the New World and Economic Order 

The global production and supply chain network is widely affected due to the spread of coronavirus. The 

manufacturing plants were shut down or were operated with reduced capacities. Supply chain of raw and 

finished goods was also disrupted due to trade and transport restrictions. This is treated as a catalyst for the 

implementation of the 4IR in the world. It is integration between the physical, digital and biological spheres. 

The Covid-19 pandemic has alerted businesses and global supply chains. It increased the demand, trade 

restrictions, factory closures, rising freight rates led to global shortages and inflation. Higher interest rates, 

higher taxes, and mass unemployment were seen around the world. This is the reason why structural adjustment 

needs to be implemented to shift the resources towards more efficient industries and to increase aggregate 

supply for economic growth. 

In 2021, as a consequence of the Covid-19 pandemic and in the 2022 Russia-Ukraine war, global supply chains 

and shipments slowed, causing worldwide shortage of specific goods and services affecting consumer patterns. 

In 2023 Israel- Palestine war fragmenting the crude supply chain with their trading partners and states. 

Covid-19 Pandemic, Russia-Ukraine war and Israel-Palestine war slowed the global growth. There is an 

important role of international finance in global economic development through focusing on areas such as 

foreign direct investment and currency exchange rates. This financial integration will facilitate international 

trade. There are important roles of the financial institutions in economic recovery that enhance development. 

The IMF and BRICS are playing the major role in the world in the distribution of foreign direct investment 

between their allies and fixing currency exchange rates of their currencies. This is altering the international 

relations of the countries and changing the world order both politically and economically. 

 

Digital Economy Altering Markets and Resources 

The World Bank estimates that the digital economy contributes to more than 15% of global gross domestic 

product, and in the past decade it has been growing at two and a half times faster than physical world GDP. This 

was estimated at 9% in 2018. [August 17, 2022] 

Despite COVID-19 and the global economic downturn, the scale of the digital economy of 47 countries reached 

$38 trillion U.S. dollars, with a year-on-year increase of 15 percent, accounting for 45 percent of the total gross 

domestic product, according to the Blue Print Book of the World Internet Conference. [Nov 17, 2022]  

New UNCTAD statistics show that global exports of ICT services grew from around $3.3 trillion in 2019 to $3.8 

trillion in 2021. [02 December 2022] 

According to the Ministry of Industry and Information Technology, The scale of China's digital economy is 45 

trillion Yuan, and 90 percent is associated with the real economy. [Nov 17, 2022] 

The value of China's digital economy reached 45.5 trillion Yuan about 6.3 trillion U.S. dollars in 2021, 

accounting for 39.8 percent of the country's GDP. [Chinese Academy of Cyberspace Studies, Nov 10, 2022] 

According to BEA, USA, the US Digital Economy contributes 10.3% of US GDP or 2.4 trillion U.S dollars. 

[BEA, USA, Nov 22, 2022] 

With a GDP of 23.00 trillion dollars, the USA is by far the world's largest economy in this ranking for 2021. It is 

followed by China in second place with a GDP of 17.73 trillion dollars. 
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The digital economy is contributing to the growth of GDP per capita in the countries by reducing the 

unemployment rate and improving the employment structure is changing the power balance between consumers, 

businesses and countries. 

Economic conflict is a conflict over economic issues. Access to distant markets and resources are concerns 

about the impact of economic interdependence have been the most common economic causes of the 

international wars. One side attacks the other because it wants land, wealth or natural resources that belong to 

the other. 

Digitalization is influencing faster development, increasing productivity and economic growth, bringing people 

closer together and enabling better use of resources. But many developing and emerging countries are struggling 

to invest in innovation, digital technologies and infrastructure, because they can't afford to finance it. Digital 

technology adoption and improved digital skills have the potential to increase the contribution of capital and 

labor to productivity and growth. 

In economics, land is a considerable factor of production, similar to labor; it is an important element in 

producing goods and services. Land resources, specifically, are raw materials in the production process. When a 

developing or emerging country is not able to finance digitalization and other areas of production with lower 

skill labor, developed countries are using their land and low skill labor as factors of production for their 

production decentralization in different regions to access new markets and resources creating new economic 

spaces. 

Wealth measures money value of the accumulated economic resources that can be net worth is the most common 

measure of wealth, determined by taking the total market value of all physical and intangible assets. Wealth is 

the net worth, which consists of assets such as money in savings and investment accounts minus debts like loans 

and mortgages. 

AI and related digital technologies have opened up new markets and new opportunities for progress in critical 

areas such as financial, health, education, energy, economic inclusion, social welfare and environment. This will 

continue to create wealth. 

With the over accelerating  development of  technology, the world is moving towards a consumer economy to 

knowledge based economy, which will transform the tangible assets into intangible assets and our world 

economic system will operate a new growth formula. 

The creation of intellectual property depends upon the innovation skill and knowledge of the human capital of 

the organization. Artificial Intelligence will add extra advantages upon the intangible property to make it more 

valuable intellectual capital and the addition of Artificial Intelligence with the intellectual capital for 

commercialization of goods and services will create wealth. Thus innovation is increasing in the knowledge 

industry. 

“IP filing strength during the pandemic showed that people across the world continued to innovate and create 

despite the economic and social disruptions caused by the pandemic.” [Director General, WIPO] 

WIPO identified China, the Republic of Korea, and the European Patent Office. The worldwide total of 3.4 

million patent filings surpassed the previous highest total of 3.3 million in 2018. 

In 2021 China surpassed the United States to become the world leader of patents in force. China has 3.6 million 

patents in force followed by the United States with 3.3 million and Japan with 2 million. 

Similar to patents, Asia has seen massive growth in trademark applications in the last decade. Trademark offices 

in Asia account for 69.7% of all applications in 2021 compared to 44.7% in 2011. China’s IP office received just 

shy of 9.5 million applications, the United States, which received around 900,000 filings. 

Natural resources are natural assets as raw materials occurring in nature that can be used for economic 

production or consumption. Digital assets are raw materials which get transformed. A variety of metals, plastics, 

raw materials and chemicals are used by the technology industry. Some of the more common raw materials 

silicon, copper, lithium, tin, silver, gold, nickel, cobalt, graphite and aluminum etc. are used to manufacture 
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digital devices. Increased demand for new and transformative raw materials and access to the area of availability 

has an impact on economic interdependence is a reason for conflict in the post Covid19 economy. 

Reliable and unhindered access to new and transformative raw materials is a growing concern within the EU and 

across the globe. To address this challenge, the European Commission has created a list of critical raw materials 

for the EU, which is subject to a regular review and update. CRMs combine raw materials of high importance to 

the EU economy and of high risk associated with their supply. [European Commission] 

According to EU, critical raw materials are important for:  Link to industry, Modern technology and 

Environment.  

Semiconductors are the essential component of electronic devices, enabling advances in communications, 

computing, healthcare, education, business, manufacturing, military systems, transportation, clean energy, and 

many other applications. In all these sectors Artificial Intelligence is playing an important role. Semiconductor is 

an essential element to address data use in AI-integrated circuits. 

Like other major economies, China relies on semiconductor production in Taiwan as the source of 90 percent of 

the global supply of high-end chips. China is recently emphasizing on developing its domestic high-end chips 

industry. 

 The USA imports semiconductors from different countries for commercial use. Taiwan Semiconductor 

Manufacturing Co.is the world’s leading manufacturer of finished semiconductors. TSMC uses U.S. technology 

under foreign direct product rule. Washington wants that, “Anything that’s manufactured from those plants has 

to play by their rules.” Taiwan and others have to maintain friendly relations with the United States and 

everyone has to comply. 

To stay competitive with the allies in the global market, on September 10, 2022, President Biden signed an 

Executive Order to implement the semiconductor funding in the bipartisan CHIPS and Science Act of 2022. 

This legislation will lower the costs of goods, create high paying manufacturing jobs around the country, and 

ensure more critical technologies in the USA. Acquiring the exclusive rights to a disruptive technology or 

innovative process can dominate a market or industry.  

 

Energy Market 

The global economic shock of the Covid19 pandemic has driven most commodity prices down and is expected 

to result in substantially lower prices over 2020. [The World Bank, April, 2020, Commodity Market Outlook]. 

Crude oil prices fell about 50 percent between January and March 2020.The decline in crude oil prices resulted 

in uncertainty in production agreements among OPEC and other oil producers with the rest of the world.  

Overall energy prices which include fossil fuel, natural gas and coal were expected to average 40 percent lower 

in 2020 but rebound in 2021. During the Russia-Ukraine war Oil prices continued to trade higher in 2022 due to 

strong energy demand. 

Oil prices were rising globally before the full escalation of the Russia-Ukraine war. The price of crude oil in the 

global market rose from around $76 per barrel at the start of January 2022 to over $110 per barrel on 4 March 

2022. 

The Russia-Ukraine war has disrupted the supply chains in both countries. Due to sanctions, Russian exports are 

restricted, and Ukraine's ports are closed due to war. 

India and China have become the largest buyers of Russian oil as Western nations restrict purchases and impose 

sanctions. Thus the Russian oil market is shifting from the western nations. As a result, since the second half of 

2021, European energy costs have increased by 54%.  European natural gas prices nearly tripled, and crude oil 

prices reached $105 per barrel. 

US Oil companies Chevron and ExxonMobil have reported profits in the range of $70bn in 2022, almost a three-

fold increase from 2021. [Nov 1, 2022] 



573 

As a result, a total loss of Russian oil exports would be very damaging for global GDP in the short and medium 

term. Much higher prices would drive demand destruction to rebalance the market.  

In October 2023, The Israel- Palestine conflict disrupted trade and global crude oil supply in the Middle East, 

affecting countries in the region and their trading partners. The conflict increases worldwide shipping and 

insurance expenses and already raises oil prices. 

In December 2023, Saudi Arabia and Russia, the world's two biggest oil exporters, called for all OPEC and 

members to join an agreement on output cuts for the good of the global economy. The Organization of the 

Petroleum Exporting Countries (OPEC), Russia and other allies agreed to new voluntary cuts of about 2.2 

million barrels per day (bpd), led by Saudi Arabia and Russia rolling over their voluntary cuts of 1.3 million 

bpd. 

"In the field of energy, the two sides commended the close cooperation between them and the successful efforts 

of the OPEC and member countries in enhancing the stability of global oil markets," [Kremlin, Dec 2023] 

 

Digital Transformation, Energy Transition Altering International Relation 

International relation is the interaction of the countries of government and non-government organizations in the 

areas of politics, economics, and security in accordance with their national interest. The history, theories, 

developments and debates are shaping the dynamic discipline of international relations and contemporary world 

politics. International security is the measures taken by states and international organizations, to ensure mutual 

safety and security. International economics is a field of economics that is concerned with the economic impact 

of the world. 

With the faster integration of global trade and economic activities, it has become an important issue of 

international economics and understanding the transformative nature of trade and how they are impacting on 

globalization. FDI, gains from trade, the balance of payments and relationship between different countries are 

the important issues. 

Global flows of foreign direct investment (FDI) have been declining for several years. Foreign Direct 

Investment flow decreases globally by 35% in 2020. Lockdowns caused by the Covid19 pandemic slowed down 

existing investment projects almost in all the countries of the world, this situation again arises for Russia-

Ukraine war. FDI is an important source of external finance for the low income and developing countries. If 

lower FDI flow remains cyclical with other types of investment, overall GDP will cause a structural change in 

the global economy. 

 

Figure 1: World’s Top Ten FDI Economies (2017-2021 in Billion Dollars) 

Country 2017 2018 2019 2020 2021 

Netherlands 4918 4557 4555 4522 4331 

Luxemburg 4228 3683 3524 3689 3327 

USA 3953 4197 4401 4477 4977 

China 2689 2824 2947 3218 3578 

UK 1605 2013 1982 2224 2613 

Hong Kong 1565 1765 1746 1624 1914 

Switzerland 1421 1401 1459 1422 1208 

Singapore 1185 1356 1536 1727 1792 

Ireland  1058 1062 1217 1349 1368 

Germany 963 942 968 1108 1117 

Source: IMF 
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As per a 2022 report by the US Department of State, corruption continues to be a major obstacle for obtaining 

foreign investments in Bangladesh. China has become the largest FDI source country of Bangladesh in terms of 

the gross flow of $940 million for fiscal year 2022. 

FDI can contribute to economic development and governments of all the countries want to attract it. Developing 

countries need FDI investment to accelerate development. The world market for FDI investment is highly 

competitive. The most critical evaluation for FDI is the combination of locational advantages, mainly created 

new assets that a country or region can offer potential investors.  

FDI flow decline when multinational enterprises are expected to invest in the areas of safe investment and 

global alignment with the SDGs to improve job quality, productivity and innovation, gender inclusiveness or a 

country’s carbon footprint. 

International trade shows downward in 2020 and recovered in 2021. But the recovery level was not above pre-

pandemic levels, trade impacts on several goods, services and trade are highly diverse, creating pressures on 

different sectors and supply chains. 

The deficit in the balance of payments leads to a higher demand for foreign currency from 2020 causing decline 

of national currency of many countries of the world. Balance of payment crisis is a currency crisis, occurs when 

a nation is unable to pay for essential imports or service its external debt repayments impact on currency value. 

Trade balance is an important issue of a country’s economic strength. 

A higher-valued currency makes a country's imports less expensive and its exports are more expensive in the 

foreign markets. A lower-valued currency makes a country's imports more expensive and its exports are less 

expensive in the foreign markets. To eliminate this situation the countries involved in bilateral and multilateral 

trade agreements to overcome trade barriers, eliminate tariffs to promote investment and economic growth. This 

situation leads to a trade war between the countries or groups of countries. 

A trade war starts when a nation attempts to protect its domestic industry and create jobs initiated by increasing 

the tariff. Trade war starters increase government revenue, restrict trade with other countries, and protect 

domestic manufacturers from unequal competition.  

A trade war occurs when a nation imposes tariffs or quotas on imports, and foreign countries are affected by that trade 

protectionism. The escalation of trade war reduces international trade. In 2018, former President Donald Trump 

started a trade war by imposing tariffs and quotas on imports. This trade war was started mainly with China. 

The China–United States trade war is an ongoing economic conflict between the two countries. Sanction on 

Russia by USA and EU due to the Russian attack in Ukraine, China is set to become Russia's top trade partner 

and joined in the trade war. 

After 1991 the dissolution of the USSR, energy relations between China and Russia became an important issue 

for their mutual geopolitical and strategic interests. The United States and the European Union have always been 

geopolitical allies and economic partners and competitors. 

China and Russia follow the socialist system in their economic policy. After Deng Xiaoping's economic reforms, 

the Chinese economy is called a socialist market economy. Where, the state-owned enterprise exists in parallel 

with market capitalism and private ownership. 

The United States is a capitalist market economy, controlled by individual people and private enterprises, not by 

the government. 

The European Union and the United States have the largest bilateral trade and investment relationship in an 

integrated economic relationship. In the EU there are many social democratic economies. 

Global economic integration is not a new phenomenon. Economic integration is beneficial in many ways by the 

reduction of costs and ultimately an increase in wealth. Global economic integration is the impact of 

globalization on individual economies. This leads to specialization, innovation, and economic progress. 

The two major economic systems in modern societies are capitalism and socialism. 
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A mixed economic system protects private property and allows a level of economic freedom in the use of 

capital, but also allows for governments to interfere in economic activities in order to achieve social aims. This 

economic system combines the elements of a market economy and the elements of a planned economy. It is a 

synthesis of socialism and capitalism, which contains both private enterprises and public enterprises. The means 

of production are held by both private companies and public or state ownership.  

Capitalism is encouraged by globalization. Socialism experienced globalization that their strategy restricted the 

possibilities, in access to emerging technologies from the advanced capitalist economies. China overcame the 

situation through socialist market economy and has become the main technology competitor against capitalist 

market economy. Both the economy needs markets and allies for their trade expansion of goods and services 

with cost leadership. The 4IR technologies are reshaping product and factor markets and profoundly altering 

business and work. Economic paradigms are shifting, that is shifting the international relation in the global 

political economy. 

 

Structural Change is now a Global Demand causing New World and Economic Order 

Structural change take place through technological innovation, new economic developments, global shifts in the pools 

of capital and labor, changes in resource availability, changes in supply and demand of resources, and changes in the 

political landscape. Covid19 pandemic, Russia-Ukraine war and Israel-Palestine war has changes all these factors of 

the world. Digital Transformation, Energy Transition Altering International Relation caused by 4IR.  

We cannot afford a world with a divided global economy and financial system; with diverging strategies on 

technology including artificial intelligence; and with conflicting security frameworks. “Today's global 

governance structures reflect yesterday's world" and that for multilateral institutions to be universal they needed 

reform. [Mr. Guterres, UN Secretary General, BRICS Summit 2023] 

We should focus on practical cooperation, particularly in such fields as digital economy, green development, and 

supply chain, and bolster economic, trade and financial exchanges. Artificial intelligence (AI) is a new area of 

development. BRICS countries have agreed to launch the AI Study Group of BRICS Institute of Future 

Networks at an early date. We need to enable the Study Group to play its full role, further expand cooperation on 

AI, and step up information exchange and technological cooperation. We need to jointly fend off risks, and 

develop AI governance frameworks and standards with broad-based consensus, so as to make AI technologies 

more secure, reliable, controllable and equitable. [Chinese President, BRICS Summit 2023] 

China has the market advantage to develop a digital economy, according to a report on the global digital 

economy. Following the United States, China ranked second in terms of digital market. [Global Digital 

Economy Development Index Report 2023 , May 30.] 

The value of China's digital economy reached 50.2 trillion yuan (US$6.9 trillion) last year, accounting for 41.5 

per cent of the national economic output and ranking second globally only after the United States. 

Geo-economic fragmentation is increasingly a reality. If fragmentation deepens, we could find ourselves in a 

new Cold War. This fragmentation is a turning point in the global political economy is creating a New World and 

Economic order. 

 

Geopolitical Impact on Bangladesh 

Structural change takes place through technological innovation, new economic developments, global shifts in 

the pools of capital and labor, changes in resource availability, changes in supply and demand of resources, and 

changes in the political landscape. Covid19 pandemic, Russia-Ukraine war and Israel-Palestine war has changed 

all these factors of the world and Digital Transformation, Energy Transition Altering International Relation 

caused by 4IR.  

Geopolitics is the understanding about how geography and economics have an influence on politics and 

relations between nations. The directional change of geopolitics is due to changes in the character of the 

interacting policies and changes in the nature of their interaction. The Power Structure and National Strategy is 

the geographic direction of a state's foreign policy. A state’s military power projection and diplomatic activities 
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are the geopolitical strategy. Geopolitics is the use of power by the countries and other groups to compete to 

control these entities within the international community. Controlling these entities is to help countries and 

groups reach their goals. 

Geopolitics is the great powers relations, interstate relations, global institutions, regional integration, territorial 

control and access to energy, resources and trade routes, and state borders. China, France, Russia, the United 

Kingdom, and the United States are often referred to as great powers due to their political and economic 

dominance of the global arena. These five nations are the only states to have permanent seats with veto power 

on the UN Security Council. The major elements of geopolitics are geography, politics, economics, military, 

technology and culture. 

Geopolitical understanding can explain how global shifts in power will change country behavior such that the 

ramifications are felt across the global economy and politics. It can also explain how changes in the political, 

economic and social landscapes of a region impact the state’s goals and initiatives and global balance of power. 

The source of power and direction of the changes is a complex situation for a country. Changes in domestic 

factors within a country or region may cause shifts in the regime, economic advancements or decline, social 

uprisings can alter the relative power of a nation from a geopolitical perspective. Other factors may come from 

the outside, such as external economic forces and military conflict. 

Geopolitical risk can be associated with the interactions between countries. These interactions include trade 

relationships, security partnerships, alliances, multinational climate initiatives, supply chains and territorial 

disputes. Political, economic, military, and social risks that can emerge from a nation's involvement in 

international affairs may cause a major shift in power, a conflict, or a crisis. 

The Indo-Pacific is the home of four states China, India, North Korea and Pakistan that possess nuclear 

weapons; Bangladesh has a nuclear graduate status for its nuclear energy plant. China's rise as a global actor 

from this region is reshaping the strategic outlook of every state in the region, including Canada. 

The world's most populous and economically dynamic countries, including India, China, Japan, Australia, 

Indonesia and Bangladesh are in the region. This concentration of economic and political power makes the indo 

pacific region as a critical center of global geopolitics. Geopolitics in the Indo pacific region and the strategy is a 

super elementary mix of geopolitics for the super powers. The power countries want to make their superiority in 

the region with their allies through political expansion. 

The allies of the USA are creating a democratic alliance over the world by opposing the Chinese democratic 

dictatorship and the vice versa. Both of them are trying to expand their political views around the world by using 

different geopolitical elements. 

Chittagong in Bangladesh, Hambantota in Sri Lanka, and Gwadar in Pakistan are called a “triangle of death” 

encircling India, it is an important area for the indo pacific region. 

There are many Indo Pacific strategies are active in the region like, US Indo Pacific Strategy, Canada Indo 

Pacific Strategy, UK Indo Pacific Strategy, Japan Indo Pacific Strategy, India Indo Pacific Strategy, China Indo 

Pacific Strategy etc. USA, India and Japan have an indo pacific economic partnership. On the other side China 

and Russia have their indo pacific cooperation. All these strategies are based on energy transition and digital 

transformation for their political, military, technology and economic expansion. 

No region is without geographical challenges, there may occur a regime change through domestic processes 

such as revolution, reconstruction of government for state failure and civil war or coup. It can also be imposed 

on a country by external players through invasion, interventions or critical diplomacy. So, we have to develop 

our own strategies to ensure our own democracy by acknowledging and addressing our unique constraints. 

 

4IR Technologies in the Indo-Pacific Region a Military Industrial Complex 

AUKUS is a trilateral security partnership for the Indo-Pacific region between Australia, the United Kingdom, 

and the United States. Announced on 15 September 2021, AUKUS's primary objective is to uphold peace and 

stability in the Indo-Pacific and to deter and defend against rapidly evolving threats to the international order.  
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Under AUKUS, the three partners are supposed to cooperate closely on some cutting-edge technologies, 

including artificial intelligence, quantum computing, and cyber technology, which will be relevant for upgrading 

military power. The partnership also involves the US and the UK assisting Australia in acquiring nuclear-

powered submarines. 

China has accused the US, UK and Australia that AUKUS is a “path of error and danger” in response to the 

Aukus partners' announcement of a deal on nuclear-powered submarines.  

In early 2007, Prime Minister Abe proposed the Quadrilateral Security Dialogue. The Quad is a diplomatic 

partnership between Australia, India, Japan, and the United States committed to supporting an open, stable and 

prosperous Indo-Pacific that is inclusive and resilient. The major areas of cooperation: climate change 

mitigation efforts and clean energy development; the promotion of transparency and high-standard governance 

in the field of critical and emerging technologies; and Space. 

China’s view is that the Quad is a direct threat to China. 

 

Smart Bangladesh in the New World and Economic Order 

Smart Bangladesh needs a structural change for a qualitative transformation and evolution of the economic 

systems, usually marked by technological progress and organizational changes. Technology, knowledge and 

institutions are the elements that contribute to the process of structural change. 

Policy-making is an extremely analytical and political process. There needs to be much research and clear 

understanding about global policies for reshaping our national policies to get the full benefit for our nation. 

Policy making today is a complex issue from covid19 pandemic to geopolitical challenges, the scientific 

research and policy makers are operating in a different world. Connecting policy making with scientific research 

is not an easy task. There needs to be a strong connection between researchers, policy makers and the 

beneficiaries to lead our country efficiently. 

Bangladesh has adopted the 4th industrial revolution as industrial policy and nuclear energy for cleaner energy 

are transforming the socio economic structure of the country. The country has integrated its national 

development strategy from Digital Bangladesh to Smart Bangladesh in a wave of digital transformation and 

energy transition. It is going to be a highly potential country in the world. 

The 4th industrial revolution requires industrial globalization where new markets, technology, finance and 

skilled workforces. So that the superpowers are increasingly trying to align with Bangladesh to strengthen their 

global value chain, Bangladesh is also trying to align with the friend countries for the shared benefit. 

5th October 2023 is a historic day for Bangladesh; we formally receive the first batch of nuclear fuel from 

Russia for the development of the Rooppur Nuclear Power Plant. After this milestone event we have already 

entered into the global nuclear community, as the 33rd country worldwide to handle uranium for nuclear energy 

production. This event automatically makes us a player of a new global power play with a diverse, 

interdisciplinary group of countries. 

Nuclear energy is a transition to clean energy for lower cost electricity supply in a country for higher 

productivity and cost leadership in the global market for its products with the risks of nuclear fuel storage and 

waste disposal. 

There is an inescapable connection to the international politics of security for the nuclear graduate countries. 

Peaceful use of nuclear energy comes at the very heart of the ongoing disputes in the global non-proliferation 

regime. Because peaceful uses of nuclear energy can, down the road, lead to military uses of nuclear energy for 

the supplier of nuclear technology or the states possessing nuclear weapons and their allies. Nuclear graduation 

is a major shift in the national political economy of our country. Risks and benefits will impact the whole nation. 

Bangladesh entered into “Digital Bangladesh” in 2008 and “Smart Bangladesh” in 2022, both programs are a 

strong shift of the political economy based on digital transformation and energy transition. 
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According to the WB 2022 report, technology maturity index 2022 we have placed Gov. Tech Leader -29th 

among 198 countries. Government can adopt the technologies for national development at a higher level. But the 

other necessary developments for the overall national development are as follows: 

 

Human Capital Development Index 129 out of 191 Countries UNDP 2022 

Global Innovation Index 102 GII 2022 

Digital Ranking 96 out of 113 Countries ADB 2022 

ICT Dev. Index 147 out of 176 Countries ITA 2022 

 

Discussion 

Democratic globalization supports the extension of political democratization to economic and financial 

globalization. It is based upon an idea that free international transactions benefit the global society as a whole. 

Participation in this process may benefit a country in the new world and economic order. 

India and China are the major suppliers of Bangladesh for manufacturing and other commodities of the country. 

China and Japan are good development partners for the country and the source of FDI. China and Russia are 

good partners for the security of the country. 

Russia and the Middle Eastern countries are the major suppliers of nuclear and fossil fuel suppliers of 

Bangladesh. 

The USA and EU are the major destinations for our export goods. They are also the vital sources for FDI of the 

country including China and Japan.  USA, EU and the Middle Eastern countries are the major destinations for 

our manpower export. 

FDI, foreign remittance and exports are the major source of our foreign exchange currencies. 

4th industrial revolution, cleaner energy and Smart Bangladesh”. All these transformations need innovation for 

the integration of the existing system of manufacturing and business for the sustainable growth of the country. 

The competition of innovation and intangibles has increased much between the countries of the advanced 

economies, where USA and China are the major competitors. They are investing more upon sustainable 

innovation and intangibles around the world for their new investment and business expansion. 

Intangible assets are the intellectual properties. Chinese intangibles and intellectual properties are less expensive 

and running faster than the USA and EU. This is increasing Chinese growth in manufacturing and growth with 

lower production cost.  

The USA and EU with their more expensive intangibles and intellectual properties are decentralizing their 

industries around the world, mainly in the developing and emerging countries to increase their growth from the 

outside of their countries. 

Global growth is projected to be 2.9% in 2023, and weaken to 2.7% in 2024. As inflation abates further and real 

incomes strengthen, the world economy is projected to grow by 3% in 2025. Global growth remains highly 

dependent on fast-growing Asian economies. [OECD] 

Bangladesh is aiming to achieve high income status through industrialization by 2041. Bangladesh can take the 

advantage from new innovations to sell the intangibles with competitive prices to the advanced nations for the 

rapid industrialization in the country with the advanced economies. This will increase the FDI inflow and export 

items. 

Through the development of institutional capacity the country can develop human resources and the power of 

innovation can increase the intangibles and intellectual properties. This will also increase the capacity of skill 

manpower supply around the world. 
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Bangladesh and the world are interconnected in globalization. Bangladesh needs a growth enhancing structural 

change for the “partnership for growth” by interchanging the similarities between nations for a sustainable GVC 

under balanced international relations both in business and military. Military relation of our country is very 

peaceful with the neighbors, region and the world.  

 

Conclusion 

Emerging and developing economies are now facing a new reality for Recession 2008, Covid19 pandemic, 

Russia-Ukraine war and Israel- Hamas war. Growth rates are down, capital flows have reversed, and medium-

term prospects have deteriorated. 

This is bad, not only for emerging and developing markets themselves, but also for the advanced world that has 

come to rely on emerging and developing markets as destinations for investment and as consumers for its 

products. 

Global growth is projected to fall from an estimated 3.4 percent in 2022 to 2.9 percent in 2023, then rise to 3.1 

percent in 2024. Advanced economies growth is projected to fall from an estimated 2.7 percent in 2022 to 1.2 

percent in 2023, and then rise to 1.4 percent in 2024. Developing and Emerging economies growth is projected 

to fall from an estimated 3.0 percent in 2022 to 4.0 percent in 2023, and then rise to 4.2 percent in 2024. The 

IMF projected that our GDP growth would be six percent, while the World Bank estimated it would be 5.6 

percent in FY24. More than average growth rate of the developing and emerging economies of the world. 

The countries of the world need new partnerships for growth. Both emerging and advanced economies need to 

play accordingly to promote growth in the new world and economic order. Bangladesh needs a rapid structural 

transformation for the new partnership during the 4th industrial revolution where there will be no zero sum game. 
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Abstract 

Economic growth is an increase in quantity and quality of the economic goods and services that a 

country produces. Resilience is a set of skills of individuals to adapt to changes. Technology is 

changing the factors that drive economic growth. A new economic paradigm has emerged with the 

4th industrial revolution where technological innovation is driving the growth and AI is playing an 

important role. Artificial intelligence can reshape the nature of the innovation process and may 

increase the efficiency of the existing economy. Artificial intelligence and knowledge management 

have transformed the process of knowledge circulation and database management. AI is the core 

technology for AI algorithms for decision making and AI powered technology for machines is 

impacting on productivity and growth. It is impacting on production function, balanced growth and 

theory of change. Human capital allows an economy to grow. Increases in human capital in the 

areas like science, education, and management, are an increase in innovation. It increases social 

well-being, equality and productivity which contribute to economic growth. Human Capital 

Development to transform their outcome is now the most important global issue to accelerate more 

and better investments in people for greater equity and economic growth. 

Key Words: Transformation ‧ 4IR ‧ AI ‧ Change ‧ Adoption 

JEL Code: O ‧ O-3 ‧ O-4 ‧ O-33 ‧ O-47 

 

Introduction 

Economic growth is an increase in quantity and quality of the economic goods and services that a country 

produces. It increases the inflation-adjusted market value of the goods and services produced by an economy in 

a financial year as the percent rate of increase in the real gross domestic product. 

Economic growth increases the capacity of a state and the supply of public goods. Gaining capacity adopts tax as 

revenue by which a country can be able to buy resources needed to provide the public goods and services that their 

citizens need like healthcare, education, social protection and basic public services. Benefits of economic expansion 

include higher income, reduced poverty, better facilities, and improved quality of life. 

The main factors that drive economic growth: Accumulation of capital stocks increases in labor inputs, such as 

workers or hours worked and technological advancement. Technology is the most important contributor to 

economic growth and can increase growth in human capital and physical capital. 

Resilience is a set of skills of individuals to adapt to changes. Resilient Growth can unlock value through 

looking at the world in a new way. During any transformation or revolution to increase growth, resilient growth 

can provide a new thinking of manufacturing and business. Resilience is a set of skills of individuals to adapt to 

changes. 

Technology is changing the factors that drive economic growth. It is increasing capital through intangible assets, 

reducing working hours for the same amount of production through automation, increasing labor efficiency 

through innovation of new goods and services, integrating the traditional system of productivity and growth is 

shifting the economic paradigm. 

                                                      
*      Assistant Professor, Department of ICT, Daulatpur College, Kushtia, Bangladesh. E-mail: arahmankst@gmail.com 
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A new economic paradigm has emerged with the 4th industrial revolution where technological innovation is 

driving the growth and AI is playing an important role. This is changing the traditional system of manufacturing, 

business for the production and consumption of goods and services.  

  

Digital Transformation and 4IR are Shifting Economic Paradigm 

A paradigm shift is a change when the usual way of doing something is replaced by a new and different way. 

Digitalization is changing the economy and our society. It drives innovation, productivity, and economic growth. 

Digital transformation is offering unprecedented opportunities for innovation. The workplace is rapidly 

evolving. Digital technologies are used to operate every element of a business, from operations to management. 

It is reshaping product and factor markets and altering business and work. Digital technologies are driving 

transformative change. The advances in artificial intelligence and related innovations are causing a digital 

revolution. Digital manufacturing is an integrated digital process of manufacturing the goods and process 

operations. The benefits of digital transformation in manufacturing operations in a number of ways, including 

increased efficiency and productivity, reduced costs, improved quality control, and enhanced customer 

experience.  

The impact of digital transformation in manufacturing is an improvement in safety, quality, efficiency, and 

sustainability. It is also reducing costs to remain competitive in the marketplace. It speeds up production, and 

improves cohesion between different stages of the manufacturing process. 

Industry 4.0 is the Fourth Industrial Revolution is the digitization of the manufacturing sector, driven by 

disruptive technologies for human-machine interaction is an improvement in robotics. The Fourth Industrial 

Revolution is the fusion of the digital, biological, and physical worlds, as well as the growing utilization of new 

technologies such as artificial intelligence, cloud computing, robotics, 3D printing, the internet of things, Web3, 

block chain,  genetic engineering, quantum computing, and other technologies. It's the collective force behind 

many products and services with less pollution and waste. 

 Figure 1: New Installation of Industrial Robots in 2022 (in thousands) 

Countries Robot installation in 2022 

(in thousands). 

China 290 

Japan 50 

USA 40 

South Korea 32 

Germany 26 

Italy 12 

Taiwan 8 

France 7 

Source: International Federation of Robotics & Statista. 

According to the latest World Robotics report published by International Federation of Robotics & Statista, a 

record number of 553,000 industrial robots were newly installed in 2022. Asia was the biggest growth driver, 

with 73 percent of newly deployed robots installed in Asia. 

Digital transformation is increasing efficiency through automation which can save significant amounts of time 

by allowing workers to focus on higher-value tasks. The 4IR is the integration of physical, digital and biological 

advancements that allows widespread automation and autonomous decision-making in production leading to 

fully autonomous, self-organizing production plants and customized products. Digital transformation and 4IR 

are changing the outcomes of the current world and creating a complex adaptive system. Trade, transportation, 

and other market segments are changing the traditional business model, and creating new skilled job 
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opportunities. The new challenges for the world are to adjust the skill set of workers for the new job market to 

reduce income inequality.  

Like other industrial revolutions, the Fourth Industrial Revolution will affect people's lives as AI and increased 

automation see many types of jobs disappear. At the same time, entirely new categories of jobs are increasing in 

the job market. This is impacting labor productivity including workers' skills, technological change, 

management practices and changes in capital formation. Changes in productivity inputs are impacting output 

and growth in an economy is shifting the economic paradigm. 

 

Figure 2: Digitalization Trend 

 
 Source: International Monetary Fund. 

 

Covid19, Sustainability and AI 

The coronavirus pandemic has reignited the societal debate about sustainability. This system mainly raises the 

question about the existing system of production and process. The existing system of production and process 

was a fear of the world for environment pollution. 

The growth slowdown in the advanced economies was remarkable before Covid19 pandemic. With the existing 

system of production and process, their growth was not increasing. They want to globalize their production and 

process to connect more with the new resource and market for their increased productivity and growth. There is 

a risk of more pollution and a next pandemic with the existing system. The technologies of the 4th industrial can 

increase the faster adoption of digital transformation and can increase productivity with less pollution and waste. 

This has a direct impact on society, economy and environment. Lessons learned from covid19 shutdowns, 

information technology groups launching technology driven initiatives to enable remote work and distance 

learning and business. New customer experiences and new online sales channels are close behind. This is not 

just technology deployments but also hiring new employees and selecting customers to embrace new forms of 

business interactions. 

In the manufacturing sector the deployment of 4th industrial revolutionary technologies is very slow due to the 

affordability of the developing and emerging economies. Both in manufacturing and business sectors AI is 

poised to have a major effect on sustainability, climate change and environment issues by improving the 

following areas: 

 

Innovation 

Artificial intelligence can reshape the nature of the innovation process and may increase the efficiency of the 

existing economy. AI overcomes human constraints in information processing and can reshape how information 

is organized to generate innovations. The objective of general AI is to design a system capable of thinking for 

itself just like humans do. AI and its quick learning capabilities can collect super-powered data, processing 

machines that can generate information and the decision algorithm can deliver accurate and timely decisions. 

Artificial intelligence forms the basis for all computer learning and is the future of all complex decision making. 
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The decisions taken by AI in every step is decided by information previously gathered and a certain set of 

algorithms.  AI is improving the Chat GPT, a game changer. Chat GPT is the most powerful AI system in the 

world, allowing us to have a natural conversation with this powerful technology. 

Artificial intelligence in manufacturing can be applied to production data to improve failure prediction and 

maintenance planning, and reduce costly maintenance for production lines. Manufacturing sector can increase 

operational efficiencies along with improving safety. AI can increase product quality while lowering testing and 

production costs. AI also facilitates a higher level of collaboration between human and machine. 

Smart manufacturing is a technology driven Internet connected machinery to monitor the production process. 

Smart manufacturing is to identify opportunities for automating operations and use data analytics to improve 

manufacturing performance. Smart factories are the utilization of real-time data analysis, artificial intelligence 

and machine learning in the manufacturing process.  

 

AI Powered Technology 

AI powered technology is a technological advancement that is changing many operations. The use of machine 

learning and robots, AI is offering business organizations multiple benefits that make life easier. Artificial 

Intelligence involves the use of machines to perform the tasks that are performed by human beings. 

Artificial intelligence is a powerful element in the extremely complex task of semiconductor design.AI plays an 

important role in the semiconductor industry in digitizing the manufacturing processes and provides the 

technology for semiconductor manufacturing. They are crucial for all major automated and robotic processes, 

from sensing to control. It generates business and extracts economic value at every stage of operations, design, 

fabrication, R&D, manufacturing, sales and the supply chain. AI algorithms are an essential element of Machine 

Learning and these algorithms are used in Machine Learning for semiconductors. 

 

AI in Knowledge Management 

Artificial intelligence and knowledge management have transformed the process of knowledge circulation and 

database management. AI algorithms can impact knowledge by collecting data from multiple sources. Key 

insights generated by data can be used to further enhance knowledge enrichment. 

AI provides the algorithm that enables machines to gain knowledge and acquire, process, and use knowledge to 

perform tasks. It describes how machines can represent learning in artificial intelligence. Knowledge 

representation is an intelligent device to learn from that knowledge and experience to behave intelligently like a 

human. 

AI allows machines to collect processes and use knowledge to perform like humans and to improve the 

decision-making process. It can reduce errors and increase accuracy. The decisions taken by AI in every step is 

decided by information previously gathered and a set of algorithms. 

 

AI in Education Management 

AI enhances the students' learning programs and courses. It helps to identify the students’ knowledge gap on his 

courses and helps the tutors to promote tutoring to improve their student’s skills. AI ensures quick responses 

between teachers and students, and enhances universal learning. Artificial Intelligence in education can help to 

generate learning through study materials and other lessons in digital format with lower storage capacity 

devices. Where, students and tutors can continue with the study material without taking much space in the 

system. 

AI with AI powered technologies offers the educational institutions to provide personalized learning materials, 

helps the educators to decide on which subject areas they should focus during class. AI programs learn how 

individual students perform and personalize learning for them. Students can focus on their own specific learning 

gaps. The benefits of using artificial intelligence are the automation of administrative work. Teachers can focus 

on the quality of education with less paperwork. Academic administration can use AI from admissions to the 

grading of exams, and can save time, cost and energy in the administration system. 
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AI Affects the labor Market 

AI technologies have the potential to make workers more productive, efficient and innovative for new products 

and services. It can automate existing jobs and can lead to reduced workers in manufacturing and service 

sectors.  

The AI boom is captivating the world, causing excitement and alarm, and raising questions about its likely 

economic impacts. While AI will ripple through economies in complex ways, it’s clear that the world must set 

policies to safely use AI’s potential to benefit humanity. [IMF] 

 

Figure 3: AI’s Impact on Jobs 

 
Source: International Monetary Fund. 

The 4th Industrial Revolution is creating an increase in employment opportunities. Wages at factories are higher 

than previous industrial employees. Factories became widespread, additional managers and employees with 

higher skill are required to operate them. With the increased establishment of tech and high tech industries the 

demand for labor is excessively large compared to labor supply. Increased demand for high skill workforces 

increases wages. Reallocating resources to more productive manufacturing activities, industrialization 

accelerates economic growth. Increased demand for labor, economic growth in turn generates employment. 

The 4IR has enabled workers to become more remote. Outsourcing and other service and management works 

are enabling workers to work from home, increasing working hours and productivity in these sectors. 

Industry 4.0 is leading to an increased automation of tasks, which means that workers should be prepared to 

perform new tasks. Technology education has the potential to make individuals of the future and make them 

aware of new technological trends and opportunities. 

 

AI and Trade Management 

Exports of a country can increase income by expanding demand, achieving higher returns, and bringing 

production closer to full capacity, which affect employment levels. 

Artificial intelligence is used to analyze historical market and stock data for investment decisions and 

automatically buy and sell stocks. It is currently widely applied in the field of stock trading and investment due 

to the ability of processing a large volume of data and information and analyzing them in the real-time mode. 

AI can analyze future trends, such as changes in consumer demand and the risks in demand and supply for the 

firm. It can manage inventory and warehouse more efficiently to improve the accuracy of just-in-time 

manufacturing and delivery. 
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AI has the ability to identify patterns and make predictions in the market. AI algorithms can analyze large 

volumes of data and information to identify future trends of market movements.  

 

AI and Value Network 

The global value chain is the interconnected system of design, production and marketing of the products divided 

among the enterprises located in different locations. International production, trade and investments are 

increasingly interconnected within global value chains to bring the products from its conception to the final 

consumer. For this reason the different stages of the production and processes are located across different 

countries. 

There are different types of value chains like firm-level, industry-level, and global value chains to add value by 

primary and supporting activities in production and services. A business's value chain is the activities with the 

resources and business functions to achieve company goals. It is grouped into some major categories: People, 

Assets and Processes. AI is impacting on all these categories by altering the value network. 

 

AI and the People 

AI powered technology drives much of what we do in terms of our decision-making, planning and information-

seeking in our everyday life. It is rapidly improving many human tasks by machines like   disease diagnosis, 

language learning and processing, and customer service. This is changing human jobs. 

Knowledge about the potentiality of digital transformation, AI and AI powered technologies can increase the use 

of technology to save time and money in everyday life of a society. Digital and AI skills of the workforces can 

increase cooperation in production, service and skill migration are the components of the value chain. 

 

AI and the Assets 

AI asset management firms can automatically create client reporting, investor’s performance specified analysis, 

account statements and reports in a timely manner with lower expense. 

Intangible asset is an asset with no physical form that creates value year over year these are, intellectual 

property, brand recognition and reputation, relationships, and goodwill. Human Capital is the most valuable 

intangible asset, the value they create goes beyond the products or services they provide are their productivity.  

AI as a combination of algorithm, software, hardware, and database can create value as intangible assets. This 

technology is accelerating but productivity growth is slowing down.  AI is an enhancer of productivity growth. 

The countries are suffering from growth slowdown, AI is not enhancing their productivity growth or their 

productivity growth is over with the existing system of productivity or declining marginal improvements in 

academic research and development in building national awareness and entrepreneurship. 

Artificial Intelligence will add extra advantages upon the intangible property to make it more valuable 

intellectual capital and the addition of Artificial Intelligence with the intellectual capital for commercialization 

of goods and services will create wealth. Thus innovation is increasing in the knowledge industry. 

In 2021 China surpassed the United States to become the world leader of patents in force. China has 3.6 million 

patents in force followed by the United States with 3.3 million and Japan with 2 million. 

 

AI and the Production & Process 

AI systems work by combining large sets of data and processing algorithms for decision making according to 

their requirement. It works within a loop for decision accuracy in production and process. 

Analyzing from a large volume of data of global supply chain AI can warn about unexpected events, such as 

weather conditions, transportation barriers can reroute shipments. 

The AI market is large and growing with Machine Learning. The ML value chain is altering the traditional value 

chain. This value chain consists of problem definition, data collection, data storage, data preparation, algorithm 

programming, and application development in home and abroad under an interconnected system. 
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AI and Risk Management 

AI can evaluate unstructured data of a financial institution about possible risks in the organization's operations 

related to past incidents. AI mitigation approach is the alignment between the AI leadership and executive team 

on the strategy and what risks are associated with it. 

AI can be used to create sophisticated tools to monitor and analyze behavior and activities in real time. AI risk 

management systems can adapt to changing risk environments and enhance the organization's monitoring 

capabilities in regulatory and governance mechanisms. 

Household members can share and exchange information to manage risk and to pursue the opportunities. 

Knowledge sharing for preparation in a risk environment and investing in human capital to access opportunities 

can diversify income sources during digital transformation and the 4th industrial revolution. 

 

AI and Economic Growth 

AI is the core technology for AI algorithms for decision making and AI powered technology for machines. 

Artificial intelligence programs can assist human employees with repetitive and data-oriented tasks timely and 

accurately. This process also allows employees to focus on complex creative work. AI adopters have higher 

labor productivity and lower labor shares than similar firms. 

The COVID-19 outbreak affects the global and national production systems and trade on a larger scale and 

impact upon global growth. Russia-Ukraine war hit the global economy again and expected global growth was 

reduced from 4.9% to 3.6% in 2022 and 3.6% in 2023, increasing oil and food price impact upon the global 

economic growth. Israel Palestine war 2023 is increasing freight and insurance costs increasing overall price. 

  

Figure 4: Growth Forecast 

 Global Economy Advance Economy Developing Economy 

Year 2019 2020 2021 2019 2020 2021 2019 2020 2021 

Growth 2.9 -4.9 5.4 1.7 -8 4.8 3.7 -3 5.9 

Source: World Economic Outlook Update June 2020 

  

 Global Economy Advance Economy Developing Economy 

Year 2020 2021 2022 2020 2021 2022 2020 2021 2022 

Growth -3.2 6.0 4.9 -4.6 5.6 4.4 -2.1 6.3 3.2 

Source: World Economic Outlook Update July 2021 

 

 Global Economy Advance Economy Developing Economy 

Year 2021 2022 2023 2021 2022 2023 2021 2022 2023 

Growth 6.1 3.6 3.6 5.2 3.3 2.4 6.8 3.8 4.4 

Source: World Economic Outlook Update April 2022. 

 

 Global Economy Advance Economy Developing Economy 

Year 2021 2022 2023 2021 2022 2023 2021 2022 2023 

Growth 6.0 3.2 2.7 5.2 2.4 1.1 6.6 3.7 3.7 

Source: World Economic Outlook Update October 2022 
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 Global Economy Advance Economy Developing Economy 

Year 2022 2023 2024 2022 2023 2024 2022 2023 2024 

Growth 3.4 2.9 3.1 2.7 1.2 1.4 3.9 4.0 4.2 

Source: World Economic Outlook Update January 2024 

 

 Global Economy Advance Economy Developing Economy 

Year 2023 2024 2025 2023 2024 2025 2023 2024 2025 

Growth 3.1 3.1 3.2 1.6 1.5 1.8 4.1 4.1 4.2 

Source: World Economic Outlook Update January 2024. 

Global growth is projected to fall from an estimated 3.4 percent in 2022 to 2.9 percent in 2023, then rise to 3.1 

percent in 2024. The forecast for 2023 is 0.2 percentage point higher than predicted in the October 2022 World 

Economic Outlook but below the historical (2000–19) average of 3.8 percent. Financial markets could also 

suddenly reprice in response to adverse inflation news, while further geopolitical fragmentation could hamper 

economic progress. [WEO, January, 2023] 

Global growth is projected at 3.1 percent in 2024 and 3.2 percent in 2025, with the 2024 forecast 0.2 percentage 

point higher than that in the October 2023 World Economic Outlook (WEO) on account of greater-than-

expected resilience in the United States and several large emerging market and developing economies, as well as 

fiscal support in China. The forecast for 2024–25 is, however, below the historical (2000–19) average of 3.8 

percent. [WEO, January, 2024] 

In the third quarter of 2022 ILO estimates that the level of hours worked were 1.5 per cent below pre-pandemic 

levels, amounting to a deficit of 40 million full-time jobs is a direct impact on productivity and growth. In 2022 

global unemployment is 207 million, compared to 186 million in 2019. Global unemployment is expected to 

remain above pre Covid19 levels until at least 2023.  

The World Bank estimates that the digital economy contributes to more than 15% of global gross domestic 

product, and in the past decade it has been growing at two and a half times faster than physical world GDP. This 

was estimated at 9% in 2018. [August 17, 2022] 

Despite COVID-19 and the global economic downturn, the scale of the digital economy of 47 countries reached 

$38 trillion U.S. dollars, with a year-on-year increase of 15 percent, accounting for 45 percent of the total gross 

domestic product, according to the World Internet Conference. [Nov 17, 2022] 

New UNCTAD statistics show that global exports of ICT services grew from around $3.3 trillion in 2019 to $3.8 

trillion in 2021. [02 December 2022] 

 

AI is Impacting on Production Function and Balanced Growth in Solow Model 

AI systems increase productivity by using a series of algorithms that can analyze data and information for 

decision making by machine intelligence or human intelligence. It can gain higher labor productivity and lower 

human labor shares than similar firms through automation and robotization.  

AI can assess possible financial risks or benefits for the company and improve the value of capital in the real 

world. AI can also make money by using machine learning. Developing and selling AI models can create capital 

and machine learning based products that can be sold to consumers as intangibles. AI-based innovations can 

introduce new products, services, markets, industries, can shift the consumer's demand and can generate income 

in an economy and society. 

Aggregate Production Function: Net national product Y is a function of capital K and labor L, Y = F (K, L). This 

aggregate production function shows that how the product depends on capital and labor does not change as time 

passes. 
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AI technology is impacting on the production function not as a traditional physical nature of technology and 

capital but as an enhancer of capital formation and technology efficiency, which is as follows: 

Y = {F (K, L)} + (AI). 

AI has different direct impacts on the workforces. Automation, digitalization and robotization are reducing tasks 

and reducing work and creating capacity within organizations under a decent job environment. This is impacting 

on workforce’s skill, job losses and new job’s skill. 

Human capital can increase the capacity of a firm to absorb and develop new knowledge to solve a problem 

which leads to new innovation. Artificial intelligence makes it possible for the machines to learn from data and 

information to adjust with the changed inputs and perform human-like tasks. 

Artificial intelligence is already the main driver of emerging technologies like big data, robotics and IoT is 

changing the factory system and application. This is also impacting the installation of competitive technologies 

and machineries for the competitive products and services. 

Balanced growth helps in accelerating the pace of economic growth. Balanced growth occurs when capital stock 

grows at the same rate as output. In macroeconomics, balanced growth occurs when output and the capital stock 

grow at the same rate.  

Artificial Intelligence is the core technology is impacting on workforce growth in number by reducing or 

increasing labors, increasing human capital through skill improving innovation capacity of a company and 

creating capital as the intangibles integrating the balanced growth rate as follows: 

 

Figure 4: Balanced Growth Path 

 

Balanced-Growth: Output growth rate = {(workforce growth rate+ AI) + (human capital growth rate+ AI) + 1 /1 

− a × (technology growth rate+ AI)}.  

In this equation a, is just a number. For the US economy a, is approximately equal to 1/3. This output is just 

another term for real gross domestic product (real GDP). Suppose that a = 1/3, the human capital growth rate = 

0.01, the technology growth rate = 0.02, and the workforce growth rate = 0.03. Then 

Balanced-growth: output growth rate=0.01+32×0.02+0.03=0.68  

Impact of AI on this output growth rate will depend in how much percentage; AI is impacting on workforce 

growth rate, human capital growth rate and technology growth rate.  

This equation describes the new core factor of economic growth. During balanced growth, the capital stock 

grows, which contributes to the overall growth of output. The main determinant of overall growth rate in an 

economy is the growth of technology and human capital. The capital stock then adjusts to keep the economy on 

its balanced-growth path. Balanced growth is the growth rate of the capital stock that is equal to the output 

growth rate. All the countries do not have an equal level of output and are not fit for convergence; they always 

look for new cooperation and change their balanced growth path causing divergence in the value network. 
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Theory of change and AI 

A theory of change is a method that explains how new interventions in a system lead to a specific development 

change based on available evidence. It describes challenges in this field of work, the context in which we work, 

medium and long term changes leading to the desired outcomes and impacts. 

The components of a Theory of Change are inputs, activities, outputs, outcomes, and impact. The theory of 

change needs to be aligned for the target mission. In economics, ‘Theory of Change' can be defined as a causal 

model describing the relationships between system inputs, activities, outputs and outcomes of the economy are 

clearly understandable, and can be used to identify theoretically sound indicators for economic welfare. 

In a world of AI, consumer technology enriches the lives of human beings. AI as a productivity input increasing 

productivity, impacting on production function and balanced growth. The demand for high-skilled workers 

capable of using AI is rising, while many others may face unemployment. AI also influences wages, income 

distribution and economic inequality. 

AI is increasing the overall economic output rate, creating a wide area of opportunities that generates new value 

and reinforce new professional roles to drive growth. Artificial intelligence is the single most important 

technology in the history of economics. 

Total factor productivity (TFP) is a direct measure of the productivity or efficiency of an economy. It is 

calculated by dividing an index of real output by an index of combined inputs of labor and capital. One way to 

help a country grow its wealth is to boost levels of labor, capital. It considers all the inputs associated with the 

production and checks how well they are converted into outputs. Technological advancements, mainly the AI 

powered technologies, make it easier to produce goods by impacting on capital and labor and reducing cost of 

production, a key part of economic growth. 

TFP is calculated by dividing the total production by the weighted average of inputs. However, the Cobb-

Douglas equation is more commonly used as the total factor productivity formula. It is given as  

Y = A x Kα x Lβ 

Y is the total product, A is TFP, K is available capital, L is labor, α and β are the share of contribution for K and 

L respectively. AI is impacting capital and labor and increasing value of products and wealth in an economy. In 

the low and mid take industrial operation it is impacting as a productivity enhancer and in the high tech 

operations it is considered as a factor of productivity. This is a direct impact on production function, growth 

model and balanced growth. 

 

AI, Quantum Computing and Industry 4.0 

Artificial Intelligence has become the most effective technology for the 4th industrial revolution, which is a 

special type of programming algorithm that can be operated by the traditional computer system. 

But countries like China and America are trying to include the Quantum information system in their academic, 

industrial and government sector. This is a combination of quantum mechanics and information systems. 

According to their research, quantum computing can make more smart communication, manufacturing, and 

monitoring and security systems. Which require a different type of infrastructure than the traditional computer 

infrastructure, Though they have not yet enough available quantum infrastructure at industrial and government 

sector but they are trying to do it fast and trying to include quantum computer system at their education 

curriculum to build up smart quantum workforce. They are also looking for international cooperation in 

quantum computing research and development. If the quantum information system succeeds in overcoming the 

barrier and can be included like AI in the academic, industrial and government sector will be another revolution 

in information and communication technologies at the period of 4IR. This will change the traditional computing 

system and its platform of communication. [Md. Anisur Rahman, 19th World Congress, IEA, July 2021.]  

On January 2024, World Economic Forum published the 19th annual edition of the Global Risks Report, which 

highlights the risks of disinformation, and the impact of advancements in artificial intelligence (AI) and 
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quantum computing. The latest WEF risks report 2024 notes the potential risks involved with these technologies 

could disrupt the economy and create societal divisions.    

 

Resilience and Growth 

Resilience in economics is the efficient use of resources over time for investment in repair and reconstruction, 

including accelerating the process & adapting to change. Economic growth is measured by the total production 

of goods and services in the economy. 

Covid19 pandemic is not only a health disaster; it is also an economic disaster. According to the latest Global 

Economic Prospects report, global growth will slow from 2.9 percent in 2022 to 1.7 percent in 2023. The 

outlook has several downside risks, including the possibility of higher inflation, even tighter monetary policy, 

financial stress, and rising geopolitical tensions. 

Countries and the world first need an instantaneous resilience to limit the magnitude of the immediate loss of 

income for a given amount of capital losses. Second, the countries and the world need a dynamic resilience to 

reconstruct and recover quickly, for national and global sustainability. Growth, sustainability and resilience are 

interconnected. Economic growth occurs whenever people take resources and rearrange them in ways that make 

them more valuable. 

 

AI and the Adoption of Transformation 

Without transformation an organization, firm or country may at risk becoming irrelevant in today's fast changing 

landscape. Organization, firm or a country needs to transform to survive in the changing environment. 

Leadership can help to steer towards transformation. 

A successful digital transformation must lead to higher employee engagement by empowering employees, which 

allows them to experience a collaborative work environment that enables them to share innovative ideas that 

lead to growth. 

Digitalization has a proven impact on organization and firm level in reducing unemployment, improving quality 

of life, and boosting citizens' access to public services. Digitalization also allows governments to operate with 

greater transparency and efficiency. Combining the efficiency of machines and the creative skills of humans 

leading to innovations, that is changing the world. 

Artificial Intelligence is reshaping the companies and how innovation management is organized. Rapid 

technological development and the replacement of human organization, AI influencing to rethink the entire 

innovation process in organization, firm or country level. 

AI is a key enabler for disruptive innovation that leads to game changing products and services. AI has changed 

the way we live with innovative technologies and has an impact on every sector of society. Transformation is not 

a short term course, but long-term activities related to the change. A successful transformation needs a clear 

picture about barriers and how to achieve solutions for a sustainable advantage. 

To start a successful transformation there needs to be talented people put in the key positions to see the success. 

Leaders of the organization, firm or country must have a clear vision of change and the ability to inspire 

employees and the people to work towards it. Change leadership is a people centric approach to adopt changes 

for organizational, firm and country level growth and improvement rather than a specific and fixed project. If 

there is no leadership to change in the transformative direction they will have to face a negative change. 

Due to a proven potentiality of AI, in 2017 China plans to expand AI in many spheres of production, governance 

and defense. New Generation AI Development Plan laid out the goal of global AI leadership, which led to an 

explosion in industry activity and policy support for AI development. 

China will launch an AI Plus initiative, according to a government work report submitted to the national 

legislature for deliberation. [The State Council of China, March 5, 2024] 
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Leaders and Employees of Change 

Human resource development helps to prepare the employees for the future posts. It allows them to develop new 

skills, attitudes and knowledge to take on leadership positions. HRD is the cultivation of an organization's 

employees. It provides workers with skills and relevant knowledge that helps them to grow in the workplace. 

The digital transformation trends include Artificial Intelligence and Machine Learning and their development 

and management. These trends can influence a more competitive and adaptable environment for the 

organization, firm and the country. 

During the digital transformation, negative effects of digitalization are associated with income and job 

insecurity. Digitalization is effective in reducing unemployment, improving quality of life, and boosting citizen 

access to public services allows governments to operate with greater transparency and efficiency to promote 

growth.  

Digital workforce platforms can provide new sources of jobs and income. During digital transformation 

workforce transformation is very important. This is a method of improving workforce skills, tools, and abilities 

to keep up with the constant changes. As digital technologies are changing our daily life, production and 

business and growth strategy, at least a major part of the workforce in a country should be a good user of digital 

technology products. 

Digital transformation is rapidly increasing the workforces productivity by the use of AI powered technology 

and AI innovation; this is also increasing the demand of AI skill workforces. Present skill set is to be 

transformed according to the new job market. Skills transformation is the process of up skilling and reskilling 

for the integration of the workforce skill sets. 

To overcome a changing situation from the position of status quo leading to incomplete vision, leadership has to 

take steps and initiatives are greater than the resistance to change. A change leader is responsible for guiding an 

entire group of people through the planning and implementation of changes. 

 

Transformation, Gender Equality and Sustainability 

Women are the primary caregivers of children and elders in every country of the world. In changing the 

economy of a country, women can help to adjust with the new realities. A huge number of women are still out of 

economic activities around the world; they are locked out of economic opportunities, it has a greater impact on 

growth and resilience. Women’s participation in economic activities can reduce the gap of inequality and 

increase economic output. The strategies focusing on women employment and reducing poverty lead to faster 

and stronger economic growth and sustainable development. 

Women's economic empowerment includes women's ability to participate equally in existing markets, 

productive resources, access to decent work and participation in the economic decision making process. Digital 

technologies can enhance women's access to finance, with mobile banking enabling them to avoid long 

journeys. Access to health technology can improve health outcomes. E-commerce and technology based 

businesses offer women more flexibility to manage other household works with economic activities. 

Women's education and their economic and social empowerment have very important effects on the policy of 

reducing poverty. Women's and girls' access to digital technology and platforms needs a digital technology 

education to support and promote girls' participation in the related subjects. This will ensure their skills of equal 

access to opportunities in the workplaces of the future. 

AI systems have a greater impact on labor and employment. AI can promote similar skills of men and women 

that impact opportunities to reskill and up skill for STEM/CS related careers. Stem/CS required the skills in 

science, technology, engineering, and math, including computer science. Gender diversity can benefit AI 

development. Diverse workforce is better equipped to identify and remove AI biases as they deal with data and 

information for decision making. 

According to the World Economic Forum, women make up an estimated 26% of workers in AI roles worldwide. 

The debate on AI has focused mainly on its potential effect on employment. The impact on equality in human 
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capital development can increase the economic value of society and a country is the most important asset. AI has 

the potential to hinder the fight for gender equality. 

The achievement of gender equality can achieve Sustainable Development Goals faster. An integrated approach 

to gender equality and environmental sustainability by recognizing the gender-climate nexus, can improve 

gender equality to enhance women's roles in environmental sustainability and green growth. 

 

Resilient Bangladesh Economy 

Total factor productivity can provide insight into how nations become wealthy. Resilience is defined as the 

ability of individuals, communities and states and their institutions to absorb and recover from shocks. Adapting 

the change and transforming their structures for long-term changes and uncertainty. Resilience is to look 

forward, planning and reducing disaster risk to protect individuals, communities and countries. 

"Digital Bangladesh by 2021" was the election manifesto of Bangladesh Awami League for the 9th 

Parliamentary Election. The declaration was made on December 12, 2008 for the election held on December 29, 

2008. Bangladesh has acknowledged December 12 as National ICT Day. 

At the 22nd National Conference of Bangladesh Awami League, the party president and the Honorable Prime 

Minister of Bangladesh is committed to build “Smart Bangladesh” by building smart citizens, smart economy, 

smart government and smart society. The Honorable Prime Minister of Bangladesh, announced the “Smart 

Bangladesh” by 2041 goal, on December 12, 2022 to make Bangladesh a developed country by 2041. 

The smart society is a global movement with digital technology advances. Smart society focuses on the use of 

technology to aid human activities both in urban and rural areas of a country. Innovative technologies and 

collaboration across multiple sectors to create adaptable, connected, efficient, communities.  

Technologies of Smart Bangladesh are Internet of things, artificial intelligence, block chain, big data, robotics, 

drone technology; 3D printing is the key technologies with other cutting-edge disruptive technologies that can 

increase productivity and sustainability. 

AI is the key player in smart technologies; it can schedule human needs, human-machine interaction, feasible 

global connectedness can increase productivity with less pollution and waste. AI can also provide sustainable 

use of new technologies, innovation and risk management, strategy development, communication and education. 

Digital Bangladesh, Digital transformation, 4th industrial revolution and Smart Bangladesh need a skill set of 

workforce to successfully implement the goal of Bangladesh in 2041 as a developed country. Mainly two types 

of skill are very important: first, digital knowledge and skill and second, AI knowledge and skill for up-skill 

workforces. Transformative education, curriculum and management can build up the national skill set for the 

future job market of globalization. 

Advances in technologies the global economy is transforming very fast and changing the economic activities. 

Economic transformation and inclusive, sustainable growth, achieved through deeper structural changes and 

market integration. It is also a process to deliver higher paying jobs in developing countries that can increase the 

scope of employment of able individuals. 

A successful economic transformation in Bangladesh can be achieved through supporting the economic growth, 

attracting businesses that are beneficial to the community and maintaining fiscal strength and stability. 

Economic transformation is a continuous process and needs to move labors and other resources from lower to 

higher productivity sectors for productivity growth. A strong innovative skilled workforce with higher 

participation under good governance can make a resilient Bangladesh economy. 

The Fourth Industrial Revolution is essentially a digital revolution, and technological innovation. Only 

technology cannot serve the hope of the technology users but it is to be guided by the users according to their 

hope. For that reason there needs to be a good interrelation between technology entrepreneurs, industry, 

academia, governance and regulatory policy mechanisms. 
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AI for Innovative Bangladesh 

Bangladesh is new in the race of Artificial Intelligence. Digital transformation and the 4th industrial revolution 

are changing the global economic order. AI has become the most important part of digital transformation and 

4IR. Bangladesh is trying to adapt to the situation in the global changing environment. Not only in management, 

business and service sectors but the AI technologies can be applied to industrial manufacturing and processes to 

increase productivity and growth of Bangladesh with the additional facilities to increase its market and resources 

for the rapid globalization. 

Bangladesh has the most advanced geographic position in its region, good GDP growth rate, good human 

development index, adapting 4IR, adapting AI and innovation policy for productivity and growth. But the 

country is facing challenges to be a knowledge based economy. Without appropriate knowledge production to 

adapt changes it will be very difficult for the country to be a developed country by 2041.   

International cooperation and national policy integration in human capital development can increase the 

efficiency of the global economy. Human capital consists of the knowledge, skills, and health enabling them as 

potential productive members of society. Human capital is the intangible aspect of human resources that 

enhances the value of employees. Human capital transformation is an approach that helps companies define 

structure and realize their human capital management strategy to increase the intangibles. Integrated talent and 

technology aligned with the human capital development of Bangladesh can create greater business value for 

internal and external stakeholders and can increase the speed of globalization. Knowledge and skill in digital 

transformation and AI can achieve the national goal of “Smart Bangladesh” a developed country by 2041. 

 

Policy Recommendations to Adapt Changes.  

1. Increase of AI research to facilitate the leaders and users to understand, lead and monitor the complex 

process of the changed education and their implementation. 

2. AI is the root cause of structural change of the global socio economy. AI setting in an appropriate level of 

education will increase national education standards in the real world.  

3. Changes in leadership in the respective political parties to create a sense of urgency to build ‘Smart 

Bangladesh’ and effectively communicate it to remove obstacles. 

4. Observation and monitoring about the national vision to find the method of building awareness and skill of 

the nation towards the new way of change.  

5. Regulatory inspiration and control on AI for the wellbeing of the society and participation in integrated 

global innovation cooperation network to increase value of AI intangibles in the global market. 

6. Facilitating the maximum population into internet access especially the girls and women of the rural areas 

for access in the national education and services.  

7. Inclusion of AI at different level of general education accordingly, at least to build the students a digital 

and AI user through increase of AI education materials and inclusion in curriculum for teachers and 

students in the institutions. 

8. The Internet is the main vehicle for connectivity through digital technologies, security risks are increasing 

around the world, and it is to be specially emphasized in the national ICT policy.  

9. Quantum computing with AI is increasing the security risk of the countries; Quantum computing should be 

developed both in research and application. 

10. National AI policy should be compatible with liberalization, macroeconomic stabilization, institutional 

reform and privatization for a rapid successful transition. 

 

Conclusion 

Before Covid19 pandemic, the world was in an average growth slowdown crisis; Covid19 pandemic slowed the 

growth more in almost all the countries around the world. Russia-Ukraine war and Israel Palestine war slowed 

the global growth again. Real income losses of the individuals, firms and the countries, unemployment and 

inequality increases. With the existing system of manufacturing and business the world economy is rebounding 

the growth but not at the pre pandemic level. They need additional resources to transform as assets for capital 

formation, increase in productivity through additional input in labor to reduce cost and technology for higher 
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productivity with less pollution. Artificial Intelligence can create intangible assets to create capital, AI skilled 

labor can increase innovation in production and process and AI powered technology can increase faster 

production, reduce time and cost with less pollution and waste. AI preparedness in a country can successfully 

adapt the 4th industrial revolution and digital transformation for an increased productivity and growth more than 

pre pandemic level. This preparedness and adaptation will impact on production function, balanced growth and 

theory of change led to higher productivity of a country can contribute to higher average global productivity and 

growth. 
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Abstract 

The world is in a new nuclear age. This is a time period with major implications in the history of science, 

technology, military, ethics and international relations. The rapid development of artificial intelligence and 

other emerging technologies are becoming a difficult situation with the command and control of nuclear 

weapons. Nuclear energy can be used to create electricity. Uranium is the only fuel supplied for nuclear 

reactors. The process of enriching uranium to make it into fuel for nuclear power stations is also used to make 

nuclear weapons. There is a strong relationship between nuclear energy, technology, carbon emission, 

innovation and globalization, economic growth and sustainability. Bangladesh has become the 33rd nuclear 

power-using country in the world, with the establishment of the Rooppur nuclear power plant. The 

development of strategic military and nuclear weapons having long range, much destructive power with a 

high speed weapons launching system is a threat for the whole world. Russian President Vladimir Putin 

announced his decision to suspend the 2010 New Strategic Arms Reduction Treaty in February 2021. In the 

absence of an arms control agreement, the arms race between the USA and Russia would channel down the 

nuclear chain and could realign the nuclear weapons states with other nuclear energy countries. Treaty on the 

Prohibition of Nuclear Weapons TPNW currently stands strong with 93 signatories and 69 States parties. The 

UN will continue to pursue universalization of the treaty as one of its priorities. The next meetings of TPNW 

states-parties will take place at the UN in New York in 2026. 

Key Words: Nuclear ‧ Energy ‧ Technology ‧ START ‧ Geo-economy 

JEL Code: F-5 ‧ O-5 

 

Introduction 

Bangladesh has become the 33rd nuclear power-using country in the world, with the establishment of the 

Rooppur nuclear power plant it entered into the new nuclear age. This is a time period with major implications 

in the history of science, technology, military, ethics and international relations. The rapid development of 

artificial intelligence and other emerging technologies are becoming a difficult situation with the command and 

control of nuclear weapons. 

Nuclear energy can be used to create electricity. Uranium is the only fuel supplied for nuclear reactors. The 

process of enriching uranium to make it into fuel for nuclear power stations is also used to make nuclear 

weapons. There is a strong relationship between nuclear energy, technology, carbon emission, innovation and 

globalization, economic growth and The Nuclear Age is the Atomic Age, the period of time following the first 

atomic bomb during the Second World War. This is a time period with major implications in the history of 

science, technology, military, ethics and international relations. 

The history of nuclear testing began on 16 July 1945 at a desert test site in Alamogordo, New Mexico when the 

United States exploded its first atomic bomb. The detonation of the first atomic bomb started the fear of nuclear 

attack. The nuclear age began before the Cold War. During World War II, Britain, the United States, and the 

Soviet Union decided to build the atomic bomb. Britain joined the Manhattan Project as a partner in 1943. The 

Manhattan Project was a program of research and development undertaken during World War II to produce the 

first nuclear weapons. It was led by the United States in collaboration with the United Kingdom and with 

support from Canada. In 1943 the Soviet Union began its own Atomic program. The Soviet effort was small 

before August 1945. 
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The end of the Cold War and the dissolution of the Soviet Union at the end of 1991 started the Second Nuclear 

Age. Soviet leader Mikhail Gorbachev made two proposals at the Twenty-Seventh Party Congress in 1986, the 

first for "perestroika," a complete restructuring of the economy, and the second for "glasnost," or openness. 

President Gorbachev's “Glasnost” policy of openness led to a rise in Russian nationalism. President Boris 

Yeltsin allied with non-Russian nationalist leaders, and was instrumental in the formal dissolution of the Soviet 

Union. On December 25, 1991, the Russian SFSR (Russian Soviet Federative Socialist Republic) emerged from 

the dissolution of the Soviet Union as the independent Russian Federation. 

The defining feature of the second nuclear age is the spread of atomic weapons to countries called Nuclear 

Proliferation. Nuclear proliferation is the spread of nuclear weapons, fissionable material, and weapons-

applicable nuclear technology and information to nations not recognized as "Nuclear Weapon States". 

The rapid development of artificial intelligence and other emerging technologies are becoming a difficult 

situation with the command and control of nuclear weapons. There is consensus that the world is crossing the 

threshold into a Third Nuclear Age. 

Nuclear weapons have been a feature of international relations since 1945. The USA, Russia, UK, France, 

China, Israel, India, Pakistan and North Korea possess nuclear weapons. Possession of nuclear weapons also has 

the potential for non-nuclear aggression, because they are well equipped with heavy armor to protect their own 

nuclear states. Again, the belief that a country is moving to develop nuclear weapons could trigger military 

action by neighbors and with their allies. More nuclear weapons in more hands are increasing the risk of larger 

conflict in the world. Nuclear worries are increasing in the world after the Russian invasion in Ukraine and the 

repeated threat to use nuclear weapons by Russia reigniting the concern about nuclear weapons proliferation. 

China has built up its own nuclear arsenal; Iran and North Korea have continued to develop their nuclear 

program. The USA and their allies could seek nuclear weapons. 

Russian President Vladimir Putin announced his decision to suspend the 2010 New Strategic Arms Reduction 

Treaty (New START). The treaty's original duration was 10 years until February 5, 2021. The United States and 

Russian Federation agreed on a five-year extension of New START to keep it in force through February 4, 2026. 

President Putin said in a state-of-the-nation address to the Federal Assembly on Feb. 21 “I am compelled to 

announce today that Russia is suspending its participation”. Moscow further extended the suspension in August 

2022 with its decision, based on a provision in the treaty’s protocol, to prohibit inspections at Russian facilities 

subject to New START. So, a long standing nuclear arms control agreement remains suspended. 

The development of strategic military and nuclear weapons having long range, much destructive power with a 

high speed weapons launching system is a threat for the whole world. Russian President Vladimir Putin 

announced his decision to suspend the 2010 New Strategic Arms Reduction Treaty (New START) in February 

2021. In the absence of an arms control agreement, the arms race between the USA and Russia would channel 

down the nuclear chain and could realign the nuclear weapons states.   

Treaty on the Prohibition of Nuclear Weapons TPNW currently stands strong with 93 signatories and 69 States 

parties. The UN will continue to pursue universalization of the Treaty as one of its priorities. The next meetings 

of TPNW states-parties will take place at the UN in New York in 2026 

 

USA- Russia Arms Control Treaty 

Over the past five decades, U.S. and Soviet/Russian leaders have used a progression of bilateral agreements and 

other measures to limit and reduce their substantial nuclear warhead and strategic missile and bomber arsenals. 

These are as follows: 

 

Strategic Nuclear Arms Control Agreements 

SALT 1: 

Begun in November 1969, the Strategic Arms Limitation Talks (SALT) produced two agreements by May 1972. 

 

https://www.armscontrol.org/treaties-strategic-arms-limitation-talks-i
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SALT 2: 

In November 1972, Washington and Moscow agreed to pursue a follow-on treaty to SALT I. 

START 1: 

The Strategic Arms Reduction Treaty (START I), first proposed in the early 1980s by President Ronald Reagan 

and finally signed in July 1991, required the United States and the Soviet Union to reduce their deployed 

strategic arsenals to 1,600 delivery vehicles, carrying no more than 6,000 warheads as counted using the 

agreement’s rules. 

START 2: 

In June 1992, Presidents George H. W. Bush and Boris Yeltsin agreed to pursue a follow-on accord to START 1. 

START 3 Frame work:  

In March 1997, Presidents Bill Clinton and Boris Yeltsin agreed to a framework for START III negotiations that 

included a reduction in deployed strategic warheads to 2,000-2,500. 

SORT (Moscow Treaty):  

On May 24, 2002, Presidents George W. Bush and Vladimir Putin signed the Strategic Offensive Reductions 

Treaty (SORT or Moscow Treaty) under which the United States and Russia reduced their deployed strategic 

arsenals to 1,700-2,200 warheads each. The warhead limit took effect and expired on the same day, Dec. 31, 

2012. As part of the agreement, the two countries also agreed to keep START 1 in force, which helped provide 

the monitoring and verification procedures left out of SORT.       

New START: 
On April 8, 2010, the United States and Russia signed the New Strategic Arms Reduction Treaty (New 

START), a legally binding, verifiable agreement limiting each side to 1,550 strategic nuclear warheads deployed 

on 700 strategic delivery systems (ICBMs, SLBMs, and heavy bombers assigned to a nuclear mission) and 

limiting deployed and non-deployed launchers, including those in overhaul, to 800. The treaty does not limit 

non-deployed ICBMs and SLBMs. 
 

Comprehensive Test Ban Treaty (CTBT) 

On 10 September 1996, the Comprehensive Test-Ban Treaty (CTBT) was adopted by a large majority, exceeding 

two-thirds of the General Assembly's Membership. It is a multilateral treaty to ban nuclear weapons test 

explosions and any other nuclear explosions, for both civilian and military purposes, in all environments. 

As of November 2023, 187 states have signed and 177 states have ratified the treaty. Most recently, Sri Lanka 

ratified the treaty in July 2023. Russia withdrew its ratification. India, Israel, and Pakistan have not signed into 

CTBT, though they are nuclear armed countries. Only one country has conducted nuclear test explosions in this 

century that is North Korea and halted nuclear testing in 2017. 

CTBT “Annex 2” States are the states that must ratify the Treaty and deposit their instruments of ratification 

with the Secretary-General of the United Nations for the Comprehensive Nuclear Test Ban Treaty to enter into 

force. 

Bangladesh deposited its instrument of ratification of the Comprehensive Nuclear-Test-Ban Treaty with the 

Secretary-General of the United Nations on 8 March 2000. Bangladesh is the fifty-fourth State signatory to have 

ratified the Treaty and the twenty-eighth of the 44 States listed in the Treaty to do so. 

  

Nuclear Non Proliferation Treaty 

The Nuclear Non-Proliferation Treaty was an agreement signed in 1968 by several of the major nuclear and non-

nuclear powers that pledged their cooperation in stemming the spread of nuclear technology. 

A total of 191 States have joined the Treaty, including the five nuclear-weapon States. These states are China, 

France, Russia, the United Kingdom, and the United States. All other states are non-nuclear-weapon states under 

the Treaty. More countries have ratified the NPT than any other arms limitation and disarmament agreement, a 

testament to the Treaty's significance. China and France acceded to the treaty in 1992. India is one of the only 

https://www.armscontrol.org/treaties/strategic-arms-limitation-talks-ii
https://www.armscontrol.org/factsheets/start1
https://www.armscontrol.org/factsheets/start2
https://www.armscontrol.org/factsheets/start3
https://www.armscontrol.org/factsheets/sort-glance
https://sgp.fas.org/crs/nuke/RL33865.pdf
https://www.armscontrol.org/factsheets/start1
https://www.armscontrol.org/factsheets/NewSTART
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five countries that did not sign the NPT, thus becoming part of a list that includes Pakistan, Israel, North Korea, 

and South Sudan. India always considered the NPT as discriminatory and had refused to sign it. 

The NPT, with its three pillars of nonproliferation, disarmament, and peaceful uses of nuclear energy is the 

cornerstone of the global nuclear nonproliferation regime. 

 

UN Outer Space Treaty 

On July 9, 1962, Starfish Prime was a high-altitude nuclear test conducted by the United States, a joint effort of 

the Atomic Energy Commission and the Defense Atomic Support Agency. The Starfish Prime test was 

detonated at an altitude of 250 miles (400 km). 

The 1967 UN Outer Space Treaty bans the stationing of weapons of mass destruction in outer space, prohibits 

military activities on celestial bodies, and details legally binding rules governing the peaceful exploration and 

use of space. It is a multilateral treaty that forms the basis of international space law. The Outer Space Treaty 

was opened for signature in the United States, the United Kingdom, and the Soviet Union on 27 January 1967, 

and entered into force on 10 October 1967. As of August 2023, 114 countries are parties to the treaty. 

The OST has a lack of definitions in certain provisions, notably the demarcation between international airspace 

and outer space. This shortfall is significant as nations can claim sovereignty over airspace but not outer space 

as stated in Article I of the treaty. 

  

Article I: 

The exploration and use of outer space, including the Moon and other celestial bodies, shall be carried out for 

the benefit and in the interests of all countries, irrespective of their degree of economic or scientific 

development, and shall be the province of all mankind. Outer space, including the Moon and other celestial 

bodies, shall be free for exploration and use by all States without discrimination of any kind, on a basis of 

equality and in accordance with international law, and there shall be free access to all areas of celestial bodies. 

There shall be freedom of scientific investigation in outer space, including the Moon and other celestial bodies, 

and States shall facilitate and encourage international cooperation in such investigation. 

  

Article IV: 

States Parties to the Treaty undertake not to place in orbit around the Earth any objects carrying nuclear 

weapons or any other kinds of weapons of mass destruction, install such weapons on celestial bodies, or station 

such weapons in outer space in any other manner. 

Nuclear explosions release a massive burst of x-rays that occur repeatedly with an interval of less than 1 

microsecond that could be detected by the satellite and can triangulate the location of the explosion. Massive 

ionizing radiation would knock most/all our satellites out of the sky. In space, most of the energy from the 

nuclear detonation turns into gamma rays that are very capable of destroying all traces of electronics. 

On 14th February 2024, The United States Congress and America's European allies were informed of Russia's 

plans to develop the anti-satellite capability. It's not clear to them what the exact nature of the planned weapon 

is, whether it involves detonating a nuclear explosive in space or is another anti-satellite technology powered by 

a space-based nuclear reactor. 

Orbital nuclear weapons are currently banned due to the Outer Space Treaty of 1967. Russia is reportedly 

developing a space-based nuclear weapon designed to disable or destroy satellites. The United States Congress 

and America's European allies are concerned that Russia might be backing out of the treaty in order to pursue 

further militarization of space. Bangladesh signed the treaty on 17th January 1986. 

 

Nuclear Power, Energy and Weapons in International Relation 

Nuclear energy can be used to create electricity. A nuclear reactor, or power plant, is a series of machines that 

can control nuclear fission to produce electricity. When discussing electricity provided by nuclear reactors, the 

terms "nuclear power" and "nuclear energy" are used completely interchangeably.  

https://www.space.com/anti-satellite-weapons-asats
https://www.space.com/moon-rolls-royce-nuclear-reactor-concept-unveiled
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The same technology used to make nuclear fuel for power plants can also be used to produce explosive material 

for nuclear weapons. The process of enriching uranium to make it into fuel for nuclear power stations is also 

used to make nuclear weapons. Plutonium is a by-product of the nuclear fuel cycle and is still used by some 

countries to make nuclear weapons. If countries have the capability to enrich uranium and reprocess plutonium, 

they can also manufacture nuclear warheads. [Ref 5, Ref 6] 

The explosive power of a thermonuclear bomb can be hundreds or thousands of times more powerful than 

atomic bombs. Nuclear weapons are unique in their capacity to inflict genocide instantly, they alter the calculus 

of governments, and proliferation risks are a constant source of anxiety and they consume significant resources. 

Nuclear escalation is the concept of a large conflict escalating from conventional warfare to nuclear warfare. 

Ability to escalate a conflict in this way will be disadvantageous or costly to the opponents. 

Nuclear power is more attractive where energy demand is growing rapidly and alternatives are scarce or 

expensive. Nuclear power can reduce air pollution and GHGs. Financing can be long-term but there is a low 

financial risk. The fact is that the realization of nuclear’s raising expectations rests on economic realities. That 

makes nuclear an attractive option for some investors, but not the energy source of choice for all. 

Nuclear escalation at the right time through energy and weapons provides a check-and-balance mechanism for 

proper action. It enhances overall productivity for both supplier and receiver and ensures long term alliance by 

reducing rework. 

 

Nuclear Supply Chain  

Nuclear supply chain is the system of organizations, people, technology, activities, information and resources 

involved in moving nuclear energy from generator/supplier to customer. Uranium is the only fuel supplied for 

nuclear reactors.  

The major commercial fuel enrichment facilities are in the United States, France, Germany, the Netherlands, the 

United Kingdom and Russia. The global nuclear spent fuel market size reached US$ 12.08 Billion in 2022.  

The Nuclear Suppliers Group is a group of nuclear supplier countries that seeks to contribute to the non-

proliferation of nuclear weapons through the implementation of two sets of Guidelines for nuclear exports and 

nuclear-related exports. 

There are a total of 48 countries that are members of the Nuclear Suppliers Group. The NSG guidelines require 

that importing states provide assurances to NSG members that proposed deals will not contribute to the creation 

of nuclear weapons. India is not one of the NSG members. 

 

Low-Carbon Energy Transition and Geo Economic Fragmentation 

Nuclear supply chain is the system of organizations, people, technology, activities, information and resources 

involved in moving nuclear energy from generator/supplier to customer. Uranium is the only fuel supplied for 

nuclear reactors. 

Nuclear energy is considered an effective alternative to ensure global energy safety, and it has recently started to 

be promoted as a climate change mitigation solution to achieve low-carbon energy transition targets. There is a 

strong relationship between nuclear energy, technology, carbon emission, innovation and globalization, 

economic growth and sustainability. 

The challenges of meeting electricity demand and promoting economic growth with lower carbon dioxide 

emissions, many emerging and developing nations consider nuclear energy as a key component of their 

economic development and energy security strategies. 

Because the countries are heavily dependent on non-renewable resources such as oil and gas, nuclear energy can 

be a viable alternative in the long term. It can help to diversify the economy, create jobs and improve 

infrastructure, reduce pollution caused by industries, and enhance living standards. 



600 

Bangladesh has become the 33rd nuclear power-using country in the world, with the establishment of the 

Rooppur nuclear power plant. The Rooppur nuclear power plant is expected to come on line in 2024. This plant 

will provide low-cost electricity to Bangladesh. Bangladesh stands in a new era of energy sufficiency and 

power. With its 7.1% economic growth (2022) and rapid growth of population, the country has started a journey 

to harness nuclear energy for the first time. Bangladesh has already received the first Russian shipment of 

uranium fuel for its first nuclear power plant. The country is committed to meet its sustainable development 

goals and transform into a developed nation by 2041.  

 

Geo-economics Fragmentation Slowing the Low- Carbon Energy Transition 

Geo-economics fragmentation is threatening the green energy transition. Economic integration for emerging and 

developing countries are at different stakes. Capital flows are slowing, increasing global crises. These are signs 

of broader geo-economics fragmentation, defined as a policy-driven reversal of economic integration, which is 

the central component of international trade. The rise in trade barriers in recent years is impacting global trade 

integration. 

Economic fragmentation is driven by geopolitical interests and its strategies are widening disparities between 

nations. These strategies are threatening the prosperity, progress, and innovation of the world. Economic 

integration requires energy transition would increase investment demand globally. Transition to clean energy 

presents some significant challenges to the developing and emerging economies. Major concerns are: cost, 

availability of technology, land, political barriers, and community awareness. 

The benefit of fragmentation is cost-effectiveness by dealing with different suppliers and manufacturers, 

companies can cut their costs. This benefit can be distributed to the consumer, resulting in more affordable 

goods and services. 

Armed conflicts, cyber-attacks, disinformation campaigns and environmental stresses are the risks in geo 

economic fragmentation. The increased risk of conflict could include neighboring nations. Geo-economic power 

is the ability to jointly exercise threats across separate economic activities. The great economic powers use their 

power on firms and governments in its economic network through diplomacy, information, military force and 

economics. The states with the greatest economic strength influence the structure of power causing geo 

economic fragmentation. The US as the top economy followed by China as the second largest economy they are 

distributing economic power and their politics. It is a contest via global trade and investment rather than on a 

traditional battlefield. 

In July 2023, in response to US, Japanese, and Dutch export controls on semiconductor chips to China, Beijing 

announced that China is restricting exports of gallium and germanium, the crucial metals needed for the 

environmental goods for green energy transition and the development of advanced semiconductor technologies. 

The United States, the EU, and their allies are actively looking to create a more diversified supply chain in the 

green energy sector in the long run and reduce their dependence on Chinese supply chains.  

 

Asia is going to be New Nuclear House of Geo-Politics 

In terms of operable nuclear power units, China leads Asia with 55 and ranking third worldwide; South Korea 

has 25 and ranking fifth worldwide. Japan has 33, but only 10 are currently operating. 7 reactors have been 

approved for restart and further 8 have restart applications under review, India has 22, Pakistan six, Taiwan two 

and Bangladesh one (two units) under construction. 

 

https://www.dhakatribune.com/opinion/editorial/327214/going-nuclear
https://www.dhakatribune.com/opinion/editorial/327214/going-nuclear
https://www.dhakatribune.com/business/economy/281667/bangladesh-s-gdp-grew-7.1%25-in-fy22#:~:text=The%20economy%20grew%20by%207.1,%24416.26%20billion%20the%20previous%20year.
https://thefinancialexpress.com.bd/views/views/rooppur-nuclear-power-plant-promises-long-term-sustainable-power-at-cheaper-cost
https://www.bloomberg.com/news/articles/2023-07-04/china-eu-trade-fight-puts-green-transition-at-risk
https://www.iea.org/news/the-world-needs-more-diverse-solar-panel-supply-chains-to-ensure-a-secure-transition-to-net-zero-emissions
https://www.iea.org/news/the-world-needs-more-diverse-solar-panel-supply-chains-to-ensure-a-secure-transition-to-net-zero-emissions
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Figure 1: Nuclear Power in Asia, and Involvement with the Nuclear Fuel Cycle. 

 Power Reactor 

Operable 

Power Reactors 

Under Construction 

Power Reactors 

Planned. 

Research Reactors 

Operable. 

Australia    1 

Bangladesh  2  1 

China 55 24 44 16 

India 22 8 12 5 

Indonesia    3 

Japan 33 2 1 3 

Kazakhstan    4 

South Korea 25 3  2 

North Korea    1 

Malaysia    1 

Pakistan 6  1 2 

Vietnam    1 

Total 141    

Source: World Nuclear Association 2023. 

 

Figure 2: Nuclear Power in the different Regions. 

 Power Reactor Operable. Power Reactors Under 

Construction. 

Asia 141 39 

Europe 180 8 

USA 92 1 

Australia 1 - 

Africa 2 - 

 

World  nuclear states are: United States (1945), Russia (as successor to the former Soviet Union; 1949), United 

Kingdom (1952), France (1960), China (1964), India (1974), Pakistan (1998), North Korea (2006). Israel is also 

generally understood to have nuclear weapons, but does not acknowledge it. 

In Asia India, Pakistan, and North Korea are having nuclear weapons with manufacturing capacity. Since the 

NPT entered into force in 1970, these three states are not parties to the treaty. North Korea had been a party to 

the NPT but withdrew in 2003. 

Asia's economic growth and its position as the world's manufacturing and trade have an important global role. 

Asia accounted for 57 percent of global GDP growth between 2015 and 2021. In 2021, Asia contributed 42 

percent of world GDP (at purchasing power parity), more than any other region. 

There is a link between trade and military conflict. USA-China-EU is already in a trade war. Russia- Ukraine 

war damages trade links between countries. Israel-Palestine and China-Taiwan conflicts also have similar impact 

on global trade. Escalation is a natural tendency in any form of human competition. Conflict escalation has a 

tactical role in military conflict and formalized with explicit rules of engagement, leaving no question as to 

meaning. 

The Indo-Pacific region is the home to some of the world's most populous and economically dynamic countries, 

including India, China, Japan, Australia, and Indonesia. This concentration of economic and political power 

makes it a critical center of global geopolitics. Indo-Pacific governments are struggling with natural disasters, 
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resource scarcity, internal conflict, and governance challenges are the nontraditional threats to destabilize the 

region. 

Traditional threats of the region are the military threats that are faced by a nation from another nation that has a 

negative effect on its sovereignty, integrity and trade. Traditional threats are affecting the states of the region for 

the non-traditional threats. These threats can be directed towards the threats that come from outside of the state 

like armed aggression, armed intervention, and armed pressures. 

There is a fundamental pattern to escalation. Escalation is triggered when someone feels poked, threatened, or 

put down in one region, may escalate to another region through first escalating behavior: blaming and accusing. 

There are the possibilities for both horizontal and vertical escalation in Asia because the Indo pacific region 

having some dynamic economic countries with economic scopes may cause horizontal escalation. India, North 

Korea and Pakistan are the nuclear states in Asia that have not signed into CTBT and NFT may cause vertical 

escalation targeting nuclear weapons for either reduction or exploration. 

 

Nuclear Escalation in the Indo Pacific Region 

AUKUS is a trilateral security partnership for the Indo-Pacific region between Australia, the United Kingdom, 

and the United States. Announced on 15 September 2021, AUKUS's primary objective is to uphold peace and 

stability in the Indo-Pacific and to deter and defend against rapidly evolving threats to the international order.  

The partnership involves the US and the UK assisting Australia in acquiring nuclear-powered submarines. 

Beijing raised concerns about AUKUS allegedly undermining the international nuclear non-proliferation regime 

and it is warning the three partners against going down this “dangerous path.” 

AUKUS has proposed a plan to compete with China in the technology sector by pooling resources and 

integrating technologies and supply chains among the three countries. Under AUKUS, the three partners are 

supposed to cooperate closely on some cutting-edge technologies, including artificial intelligence, quantum 

computing, and cyber technology, which will be relevant for upgrading military power. 

 

Development of Strategic Nuclear Weapons 

Strategic weapons systems can consist of any of the following delivery systems: intercontinental ballistic 

missiles (ICBMs), missiles having a range exceeding 5,630 km. Intermediate-range ballistic missiles (IRBMs), 

having a range between 965 and 5,630 km. Strategic weapons are delivered by intercontinental ballistic missiles 

(ICBM), submarine-launched ballistic missiles (SLBM), or heavy bombers. 

The Minuteman III inter-continental ballistic missile (ICBM) has the longest range of operational missiles in the 

United States, with a range of 13,000 kilometers. 

The Dong feng 5 is a 3-stage Chinese ICBM. It has a length of 32.6 m and a diameter of 3.35 m. It weighs 183 

tons and has an estimated range of 12,000–15,000 kilometers. 

Russia's longest-range operational missile is the inter-continental ballistic missile (ICBM) R-36, which is 

capable of hitting targets from up to 16,000 kilometers away. 

The Hwasong-18 is The North Korean only known solid-fuel ICBM and it's designed to strike the mainland U.S. 

Tactical weapons are designed for offensive or defensive use at short range with immediate consequences. The 

weapons used for anti tank assault, anti aircraft defense, battlefield support, aerial combat, or naval combat. 

Tactical nuclear weapon has a yield of 50 kilotons. Strategic nuclear weapons have a yield from 100 kilotons to 

over a megaton with much larger warheads. Strategic weapon system includes conventional precision-strike 

capabilities cruise missiles, ballistic missiles, hypersonic glide vehicles and unmanned aerial vehicles (UAVs), 

kinetic anti-satellite weapons and missile defense. 

The development of strategic military and nuclear weapons having long range, much destructive power with a 

high speed weapons launching system is a threat for the whole world. The United States, Russia and China are 

all developing hypersonic weapons. The weapons can attack with extreme speed, be launched from great 

distances and evade most air defenses. They can carry conventional explosives or nuclear warheads. Hypersonic 

https://www.britannica.com/technology/ICBM
https://www.britannica.com/technology/ICBM
https://www.britannica.com/technology/intermediate-range-ballistic-missile
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weapons exist as Intercontinental ballistic missiles. A hypersonic weapon travels at Mach-5 or faster, or at least 

five times the speed of sound. Hypersonic speeds is about 3800 miles/6115 kilometer per hour or faster.  The 

pursuit by several nuclear-armed States of high speed strike options should receive a greater attention in 

multilateral disarmament discussions because of their potential impact for security. 

 

Reduction of Strategic Military Weapons 

START I (Strategic Arms Reduction Treaty) was a bilateral treaty between the United States and the Soviet 

Union on the reduction and the limitation of strategic offensive arms. The treaty was signed on 31 July 1991 and 

entered into force on 5 December 1994. 

The New START Treaty between the USA and Russian Federation entered into force on February 5, 2011. The 

treaty's original duration was 10 years until February 5, 2021. The United States and Russian Federation agreed 

on a five-year extension of New START to keep it in force through February 4, 2026. Russian President 

Vladimir Putin announced his decision to suspend the 2010 New Strategic Arms Reduction Treaty (New 

START) in February 2021, Moscow further extended the suspension in August 2022. Strategic nuclear arms 

control agreement remains suspended. 

New START requires the US and Russia to hold 18 inspections yearly. Russia paused inspections under NEW 

START and claimed the USA attempted to conduct the inspection without prior notice that existing realities with 

the treaty created advantages for the USA. 

This is increasing the nuclear risks over the world. New START is a channel for dialogue between Moscow and 

Washington during the rising nuclear risks. These risks are growing in the absence of a nuclear crisis 

communication channel. 

In the absence of an arms control agreement, the arms race between the USA and Russia would channel down 

the nuclear chain and could realign the nuclear weapons states.  

 

Nuclear Energy Policy and Argument 

Nuclear energy policy is a national and international policy concerning nuclear energy and the nuclear fuel 

cycle, such as uranium mining, ore concentration, conversion, enrichment for nuclear fuel, generating electricity 

by nuclear power, storing and reprocessing spent nuclear fuel, and disposal of nuclear fuel waste. 

There is an argument around the world whether nuclear power is sustainable, due to concerns around nuclear 

waste, nuclear weapon proliferation, and accidents. Nuclear terrorism includes acquiring or fabricating a nuclear 

weapon, fabricating a dirty bomb, attacking a nuclear reactor and attacking or taking over a nuclear-armed 

submarine, plane, or base. The nuclear energy policy should consider the arguments and protective measures 

against nuclear terrorism on a national and global level. 

 

UFO- Unidentified Aerial Phenomena over Nuclear Facilities 

In July 2023 US congress held a hearing on UAP which is an official term of UFO by the US. At the same time 

the National Reconnaissance Office, the agency that operates U.S spy satellites has received details. The study 

of mysterious aircraft or objects often evokes talk of aliens. Democrats and Republicans in recent years have 

pushed for more research as a national security matter due to concerns that sightings are observed on many 

nuclear facilities. They are also worried about why there is no more urgency on the part of the government to 

assess their potential national-security threat. There are many UFO sighting reports around the world consulted 

by the pentagon that are mainly around nuclear facilities. 

As the Pentagon prepares its report into UFOs, Chinese military researchers have turned to artificial intelligence 

to track and analyze the increasing number of unknown objects in China’s airspace. To the People’s Liberation 

Army, they are “unidentified air conditions” a phrase which echoes the US military’s “unidentified aerial 

phenomena” but to the public it is known as unidentified flying objects, or UFOs. 

On Feb.12, 2023, U.S. F-22 fighter jet shot down an unidentified cylindrical object over Canada. Canadian 

Prime Minister Justin Trudeau said that Canadian forces would recover and analyze the wreckage. This is the 

https://www.scmp.com/news/world/united-states-canada/article/3132274/pentagon-watchdog-opens-new-probe-us-militarys?module=inline&pgtype=article
https://www.scmp.com/topics/ufos-and-extraterrestrial-life?module=inline&pgtype=article
https://www.scmp.com/topics/china-military?module=inline&pgtype=article
https://www.scmp.com/topics/china-military?module=inline&pgtype=article
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second such instance after the Chinese spying balloon saga over the USA that drew global attention. On Feb. 12, 

2023, U.S. F-22 fighter jet shot down the Chinese balloon. China has said it was a civilian research vessel. 

The hearing about UFOs in the USA , convened by the House Intelligence Committee's Counterterrorism, 

Counterintelligence, and Counter proliferation subcommittee, a panel chaired by Democratic Rep. André Carson 

of Indiana. Carson warned in his opening remarks at the hearing, "This hearing and our oversight work has a 

simple idea at its core: Unidentified Aerial Phenomena are a potential national security threat, and they need to 

be treated that way." 

 

Future of Nuclear Strategy and World Security 

Nuclear energy policy is a national and international policy concerning nuclear energy and the nuclear fuel 

cycle, such as uranium mining, ore concentration, conversion, enrichment for nuclear fuel, generating electricity 

by nuclear power, storing and reprocessing spent nuclear fuel, and disposal of wastes. In the roadmap, the 

amount of energy provided by nuclear power nearly doubles between 2020 and 2050. To achieve this, new 

capacity additions reach 30 GW per year in the early 2030s. 

Nuclear strategy is a military strategy that relates to the reduction and use of nuclear weapons. Nuclear strategy 

attempts to match nuclear weapons as means to political ends. The spread of nuclear weapons continues to pose 

around the world is one of the most significant threats to global security. 

Global terrorism and corruption are an unfortunate reality of modern times. This is increasing the risk for both 

nuclear energy and weapons industries. This is increasing the risk of terrorist’s acquisition and use of nuclear-

explosive and attacks on nuclear-weapon or nuclear-energy facilities by terrorist organizations, small groups or 

individuals. 

According to IAEA, Nuclear Security is the prevention and detection of, and response to, theft, sabotage, 

unauthorized access, illegal transfer or other malicious acts involving nuclear material, other radioactive 

substances or their associated facilities. The IAEA works with its 164 Member States and multiple partners 

worldwide to promote safe, secure and peaceful use of nuclear energy. Three main areas of mission: Safety and 

Security, Science and Technology, and Safeguards and Verification. It was established in 1957 as an autonomous 

international organization within the United Nations system. 

The Treaty on the Prohibition of Nuclear Weapons, or the Nuclear Weapon Ban Treaty, is the first legally 

binding international agreement to comprehensively prohibit nuclear weapons with the ultimate goal being their 

total elimination. 

It was adopted by the Conference (by a vote of 122 States in favor, with one vote against and one abstention) at 

the United Nations on 7 July 2017, and opened for signature on 20 September 2017. The Treaty on the 

Prohibition of Nuclear Weapons (TPNW) entered into force on 22 January 2021. 

The first Meeting of States Parties was held in Vienna, Austria, from 21 to 23 June 2022.The TPNW includes a 

set of prohibitions on participating in any nuclear weapon activities. These include undertakings not to develop, 

test, produce, acquire, possess, stockpile, use or threaten to use nuclear weapons. 

The Second Meeting of States Parties to the Treaty on the Prohibition of Nuclear Weapons (2MSP) was held 

from November 27 to December 1, 2023, at United Nations Headquarters in New York. 

The five nuclear-armed states China, India, Israel, North Korea, and Pakistan were opposed to the TPNW in 

2022. Japan and the Republic of Korea have not signed on to TPNW; they have not acquired nuclear weapons 

themselves because they believe in the U.S. nuclear umbrella.  Support for the TPNW is strong in Asia.  

Bangladesh is committed from its constitutional obligation to work towards “relaxation of tension, limitation of 

armaments and the promotion of peaceful coexistence in every part of the world.”  

Bangladesh acceded to the NPT on 27th September 1979 and remains committed to its full implementation. The 

country deposited its instrument of ratification of the Comprehensive Nuclear-Test-Ban Treaty (CTBT) with the 



605 

Secretary-General of the United Nations on 8 March 2000. Bangladesh has signed and ratified the Treaty on the 

Prohibition of Nuclear Weapons (TPNW) when it entered into force on 22 January 2021. 

The TPNW currently stands strong with 93 signatories and 69 States parties. The UN will continue to pursue 

universalization of the Treaty as one of its priorities. The next meetings of TPNW states-parties will take place 

at the UN in New York in 2026. 

 

Conclusion  

Asia is the main region in the world where electricity generating capacity and specifically nuclear power are 

growing significantly. There are about 140 operable nuclear power reactors; about 30-35 under construction and 

many more are proposed. The Indian Ocean is hosting some of the fastest growing economies in the world and 

connects these economies with both the Atlantic Ocean and the Asia-Pacific region. This is making the Indo-

Pacific a region a geostrategic important location. 

India is one of the largest countries in Asia; India’s geographic area is over 3.2 million square kilometers and 

population surpassing 1.324 billion. India's coastlines touch the Bay of Bengal, the Arabian Sea, and the Indian 

Ocean. The Indo-Pacific Command U.S. consists of the component commands U.S. Army Pacific, U.S. Marine 

Forces Pacific, U.S. Pacific Fleet, U.S. Pacific Air Forces; the subordinate combatant commands U.S. Forces 

Japan, U.S. Forces Korea and the Special Operations Command Pacific.US Indo-Pacific commander is 

concerned about escalation of China-Russia military ties. 

India initially participated in negotiating the CTBT, it subsequently walked out of the negotiations and has never 

signed the treaty. India did not sign the NPT thus becoming part of a list that includes Pakistan, Israel, North 

Korea, and South Sudan. China, Egypt, Iran, Israel, Russia and the United States have already signed the NPT 

Treaty. The United States and Russian Federation agreed on a five-year extension of New START to keep it in 

force through February 4, 2026. Russian President Vladimir Putin announced his decision to suspend the 2010 

New Strategic Arms Reduction Treaty (New START) in February 2021, Moscow further extended the 

suspension in August 2022. Strategic nuclear arms control agreement remains suspended. 

Russia’s decision to suspend the 2010 New Strategic Arms Reduction Treaty. India, Israel, and Pakistan have not 

signed in CTBT and Pakistan, Israel, North Korea, and South Sudan have not signed in NPT. These are the 

nuclear states outside the arms control agreement increasing the possibilities of nuclear weapons escalation 

mainly in Asia because; India, Pakistan and North Korea are Asian countries. 

Bangladesh, as the gateway to South and Southeast Asia, remains geographically central in the Bay of Bengal 

region. The location of the country makes it an important element in the Indo-Pacific strategy of the United 

States, India, Japan and Australia. The arms control agreements New START, CTBT and NPT must be restarted 

with all parties participation for a fair nuclear weapons control strategy and global security.  

The Treaty on the Prohibition of Nuclear Weapons, or the Nuclear Weapon Ban Treaty, is the first legally 

binding international agreement to comprehensively prohibit nuclear weapons with the ultimate goal being their 

total elimination. But, the five nuclear-armed states China, India, Israel, North Korea, and Pakistan were 

opposed to the TPNW in 2022. Japan and the Republic of Korea have not signed on to TPNW, all these are 

Asian countries except Israel. 

The Rooppur Nuclear Power Plant project has been considered economically, technically, and financially viable 

and environmentally acceptable as an option in the country's long-term electricity generation. The government 

of Bangladesh needs to take the necessary steps to successfully implement this project by facing challenges and 

improving performance under stress. The country needs an action plan for the tasks and situations that demand 

attention, skills and leadership. Realistic and specific goals and allocating resources can reduce uncertainty and 

increase confidence of the country. 

Bangladesh needs continuous research and global cooperation to identify whether the UFO’s are a conspiracy 

theory or a spy craft to monitor the nuclear plants. UFO’s are a threat to national security or not. 
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Abstract 

This study aims to investigate the relationship between exchange rate depreciation and falling reserves in 

Bangladesh during the critical period ending in June 2022, during a crucial era marked by a dollar crisis and 

devaluation of the Taka. The study employs the Autoregressive Distributed Lag (ARDL) model to analyze the 

data on exchange rate depreciation (EX), inflation (IN), per capita GDP (PGDP), and reserves (RE). The 

selected ARDL (3, 0, 1, 2) model incorporates lagged variables and a constant term to capture the dynamic 

relationship between the variables. The ARDL model reveals significant short-term effects of lagged exchange 

rates on current exchange rate depreciation, with a partial reversal effect observed. However, inflation and 

reserves do not exhibit statistically significant impacts on exchange rate movements. Per capita GDP shows a 

marginally significant positive relationship with exchange rate depreciation in the short term, while reserves 

have a marginal negative impact. The cointegrating form highlights per capita GDP's significant positive 

contribution to the long-run equilibrium relationship, while inflation and reserves do not significantly 

influence the long-run exchange rate dynamics. Finally, the study's findings do not entirely support the idea of 

a direct " domino effect " where diminishing reserves lead to exchange rate depreciation. This study is limited 

by the availability and scope of data, focusing primarily on the period ending in June 2022. The findings 

emphasize the importance of effective monitoring and management of reserves as a critical component of 

overall economic stability. While the direct causality between exchange rate depreciation and falling reserves 

may not be fully supported, maintaining adequate reserves remains essential for bolstering confidence in the 

currency, providing liquidity during times of economic turbulence, and facilitating necessary import 

payments. This study contributes to the existing literature by providing empirical insights into the dynamics of 

exchange rate depreciation and falling reserves in Bangladesh, particularly in the context of recent economic 

challenges.  

Keywords: Exchange rate depreciation ‧ Falling reserves ‧ ARDL model ‧ Economic stability ‧ Domino effect ‧ 

Bangladesh 

 

1.0     Introduction 

In recent years, Bangladesh has been grappling with the challenges posed by exchange rate depreciation and its 

interconnectedness with falling reserves. This phenomenon has raised significant concerns among policymakers, 

economists, and stakeholders alike, prompting the need for a comprehensive evaluation of its implications and 

underlying causes. 

The fiscal year ending in June 2023 was a period of unprecedented economic turmoil for Bangladesh, 

characterized by a severe dollar crisis coupled with the devaluation of the Taka. The taka has been under 

pressure for nearly a year after the Russia-Ukraine war-induced fallout deepened the volatility in the global 

commodity and energy markets as import-dependent nations such as Bangladesh were forced to pay more to 

clear import bills, which took a toll on the international currency reserve level. During this critical period, the 

country's central bank witnessed a substantial decline in reserves, plummeting by $10.52 billion or 25.39% 
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between June 30, 2022, and June 30, 2023 (Bangladesh Bank, 2023). This alarming trend was exacerbated by a 

significant devaluation of the Taka, with the exchange rate against the US dollar climbing by Tk23, equivalent to 

26.75%, since March 2022 (Bangladesh Bank, 2023). 

Bangladesh, a vibrant South Asian economy with a burgeoning population and a rapidly expanding industrial 

base, has witnessed fluctuations in its exchange rate vis-à-vis major international currencies. The country's 

economy heavily relies on exports, remittances, and foreign investments, making it susceptible to external 

shocks and fluctuations in the global financial markets. The exchange rate serves as a vital indicator of the 

country's economic health, influencing trade competitiveness, inflation, and overall macroeconomic stability. 

Bangladesh, like many emerging economies, heavily relies on foreign exchange reserves to stabilize its 

currency, facilitate international trade, and ensure economic stability (Ahamed, 2021). The depletion of reserves 

combined with currency devaluation poses significant challenges to the country's economic landscape. The 

Taka's sharp devaluation underscores the severity of the situation, with interbank exchange rates reaching Tk109 

by July 2023, reflecting a staggering 26.75% devaluation within a span of just over a year (Meraj Mavis, 2023). 

The unprecedented crisis in both Taka depreciation and the decrease in foreign exchange reserves presents 

multifaceted challenges to Bangladesh's economy. Bangladesh Bank sold a record amount of dollars to banks in 

the past fiscal trying to stabilise the forex market as bankers struggled to settle their foreign-payments 

obligations. The fiscal year (FY 2022-23), the central bank fed a total of US$ 13.58 billion to the dollar-starved 

banks needing the greenback to meet their demands for settling international payments (Haroon, 2023). 

However, the sustainability of such measures and their impact on the country's reserve position remain 

uncertain. As Bangladesh grapples with the aftermath of this economic turmoil, analyzing the causes, 

consequences, and potential solutions becomes imperative for charting a path toward economic stability. 

Furthermore, the limited efforts to replenish reserves in FY23 raise questions about the adequacy of 

Bangladesh's reserve management strategies and the potential repercussions for the broader economy. 

Given the magnitude of the economic challenges faced by Bangladesh, there is a pressing need to analyze the 

causes, consequences, and potential solutions to the crisis. Understanding the dynamics between currency 

devaluation and declining reserves is crucial for policymakers, economists, and stakeholders to formulate 

effective strategies aimed at restoring economic stability and resilience by examining the factors contributing to 

the crisis and their implications, this study seeks to provide valuable insights into the underlying mechanisms 

driving the fluctuations in exchange rates and reserves in Bangladesh. 

This study focuses on the impact of exchange rate depreciation, inflation, per capita GDP, and reserves on 

exchange rate dynamics during the critical period marked by the dollar crisis and Taka devaluation. The scope of 

the study encompasses an in-depth investigation into the factors influencing the fluctuations in reserves and 

exchange rates, with the aim of informing policy recommendations and fostering a deeper understanding of 

Bangladesh's economic challenges. 

The paper is structured as follows: Section 1 introduces the issues; Section 2 presents the theoretical conundrum 

and empirical research review. The research methodology and analytical framework are outlined in Section 3. 

Section 4 of the paper describes data-driven results, and section 5 offers policy proposals with concluding 

remarks. 

2.0     Literature Review  

2. 1    Theoretical Framework 

The "Domino Effect" theory, applied within the context of exchange rate depreciation and falling reserves in 

Bangladesh, posits a sequence of interconnected events where a decline in reserves triggers a series of adverse 

economic consequences, resembling the toppling of dominos (Bação et al. 2012). This theoretical framework 

suggests that a reduction in reserves sets off a chain reaction of economic challenges, ultimately leading to 

exchange rate depreciation. The initial stage of the domino effect theory begins with a decrease in a country's 

foreign exchange reserves. As foreign reserves dwindle, the government's ability to intervene in currency 

markets diminishes, reducing its capacity to stabilize the exchange rate. This reduction in reserves can stem 

from various factors, such as a decline in export earnings, increased imports, or capital outflows. 
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In addition, researchers have extensively studied the impact of reserve accumulation on financial stability. 

However, there's a gap in understanding the inflationary effects of foreign reserves and their impact on price 

stability. The exploration of reserve accumulation and its potential inflationary effects started with Heller's work 

in the 1960s and 70s. Heller examined the global inflationary implications of worldwide reserve buildup and 

estimated the optimal level of international reserves by weighing the marginal benefits (Kashif et al., 2016). 

Heller's work used the Quantity Theory of Money (QTM) approach, which suggests that an increase in reserves, 

if not adequately offset, could expand the money supply and lead to inflation (Heller, 1976; Laffer &amp; 

Meiselman, 1975). 

The research conducted by Steiner (2009, 2010, 2017) delved deeper into the theoretical foundations and 

empirical observations related to the connection between inflation and reserves, particularly in the context of 

stability concerns. However, Steiner's findings diverged from Heller's global inflation approach, especially in the 

context of floating exchange rates (Steiner, 2017). 

 

2. 2     Selected literature Review 

The literature also includes several studies focused on the effects of reserves accumulation in specific countries. 

Asian economies, particularly China and Japan, have been at the forefront of central bank-led reserve build-up 

(Lin &amp; Wang, 2005). Similarly, African economies have accumulated reserves as a defensive strategy 

against global economic downturns (Akpan, 2016; Drama, 2016). Studies on countries like Pakistan, Tunisia, 

Nigeria, and Vietnam have also examined the relationship between reserves accumulation and inflation using 

various econometric techniques (Chaudhry et al., 2011; Bellamy, 2014; Phung Nguyen et al., 2019). 

Central banks have gained more independence in recent decades, allowing them to set their own objectives, 

including how much foreign exchange reserves to hold. This autonomy is seen as crucial for effective 

policymaking (Kydland and Prescott, 1977). Global events, such as the financial crisis, have also motivated 

central banks to accumulate larger reserve buffers (Balls et al., 2016). 

The buildup of reserves is thought to help stabilize domestic and international financial systems, especially 

during times of crisis (Cunningham &amp; Friedrich, 2016; IMF, 2019). However, there is ongoing debate about 

whether high reserve levels may inadvertently contribute to inflationary pressures, particularly in the context of 

inflation targeting policies (Eichengreen et al., 2011; Vredin, 2015). 

Regarding inflation modeling, research often uses approaches like the Phillips curve and the New Keynesian 

Phillips curve. These models incorporate expectations about the future. Studies have had mixed results, with 

some favoring the quantity theory of money (QTM), especially when central banks rely on monetary targeting 

(Pesaran et al., 2001). In Sri Lanka, the Central Bank of Sri Lanka has historically used a monetary targeting 

framework based on the quantity theory of money, making the QTM approach relevant for analyzing the 

relationship between reserves and inflation (CBSL, 2015). 

Research conducted by Dian (2014) suggests that high inflation rates can negatively impact a country's export 

volume. When inflation rises, the prices of export commodities increase, making them less competitive in 

international markets. This leads to a decrease in demand for these products, resulting in a decline in export 

volume and a reduction in the country's foreign exchange reserves. Another study conducted by Pridayanti's 

(2017) emphasizes the close relationship between fluctuations in foreign exchange reserves and the balance of 

payments. The accumulation of foreign exchange reserves is influenced by trade activities, such as exports and 

imports, as well as capital flows. The adequacy of these reserves depends on import demand and the prevailing 

exchange rate regime. 

Changes in a country's currency value can impact export volumes, according to Purba (2011). When the 

domestic currency depreciates, it makes export products cheaper, leading to increased export volume. 

Conversely, an appreciating currency makes exports relatively more expensive, resulting in a decline in export 

volume. Exchange rates play a crucial role in facilitating international transactions. Lukman (2012) emphasizes 

the importance of exports in generating foreign exchange reserves and driving economic development. Higher 

export volumes contribute to increased export value and, consequently, greater foreign exchange reserves. This 

underscores the significance of export activities in strengthening a country's economy. 
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Batten's (1982) empirical research on seven countries, including Denmark, France, West Germany, Japan, the 

Netherlands, Norway, and Sweden, identified the key determinants of foreign exchange reserve demand. The 

study pinpointed four main factors: the variability of international payments and receipts, the size of global 

transactions, opportunity costs, and the marginal propensity to import. Another study conducted by Aizenman 

and Marion's 2003 study compared the demand for foreign exchange reserves in Far East countries and 

developing economies. They attributed reserve accumulation to factors such as the volatility of international 

transactions, political considerations, corruption, and exchange rate mechanisms. 

Arize, Malindretos, and Grivoyannis (2004) utilized the Johansen cointegration technique to Arize, Malindretos, 

and Grivoyannis (2004) used a statistical technique called Johansen cointegration to analyze the long-term 

relationship between imports, income, import prices, and foreign exchange reserves in Pakistan. Their study 

found a stable long-term connection among these factors. Narayan and Smyth (2006) employed another 

statistical approach called the ARDL bound test to investigate the relationship between the real exchange rate, 

foreign exchange reserves, and the interest rate difference between China and the United States. They 

discovered a long-term cointegrating relationship among these variables, with the real effective exchange rate 

having a statistically significant positive impact on foreign exchange reserves. 

Cheung and Ito (2009) conducted an empirical study across over 100 countries to examine the factors 

influencing foreign exchange reserves. They categorized these factors into macroeconomic, financial, 

institutional, and dummy variables, highlighting significant variations in reserve holdings between developed 

and developing countries over time. Gantt (2010) used panel data econometric methods to examine the factors 

influencing foreign exchange reserves. The study considered trade variables, monetary measures, and exchange 

rate policies. Delatte and Fouquau (2011) applied the Panel Smooth Transition Regression (PSTR) model to 

analyze how emerging economies manage their international reserves. They found a nonlinear relationship, 

where money supply (M2) and exports had a significant positive effect on reserve demand. 

Ali, Khan, and Khan (2018) investigated the dynamics of total reserves, financial development, sanitation, 

renewable energy, trade openness, and tourism among Asia Cooperation Dialogue member countries. Their 

study identified a long-term relationship among these variables. 

In the case of Bangladesh, Chowdhury et al. (2014) explored the long-term relationship between foreign 

exchange reserves and various factors, such as exchange rates, remittances, interest rates, money supply, and 

GDP per capita. Their research revealed the existence of a long-term relationship among these variables. 

However, no previous study has used the bound test approach to analyze foreign reserve dynamics from 

Bangladesh's perspective, a gap that the current study aims to address. 

 

3.0     Methodology 

3.1     Sources & Description of Data 

The World Development Indicator publications (WDI, 2023) are the data sources for this study. Data for the 

exchange rate (ER), Inflation (IN), Per capita GDP (PGDP) and Reserve (RE) are collected yearly from 1973 to 

2022. We used exchange rate as a dependent variable and remaining as an explanatory variable. All of the 

variables in the study were converted to log form before performing the tests so that elasticities could be 

calculated. The Augmented Dicky Fuller (ADF) test, Autoregressive distributed lag (ARDL), and other crucial 

tests associated with the ARDL model, such as the normality test, serial correlation test, heteroscedasticity test, 

model specification test, and parameter stability test were also carried out. The results of the aforementioned 

tests will enable us to recommend an appropriate framework for policy for Bangladesh's ongoing exchange rate 

depreciation and its connection to falling reserves in Bangladesh. 

 

3.2     Methods 

According to Nelson and Ploser (1982), the utilisation of time series data may lead to misleading results if unit 

root issues are present, hence hindering the achievement of our research objectives. Consequently, prior to 

conducting the autoregressive distributed lag (ARDL) analysis, it is necessary to assess the presence of unit root 

in order to ascertain the validity of the model. The Augmented Dickey-Fuller (ADF) test is widely employed as 
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a method for identifying the presence of a unit root. The subsequent statement presents an illustration of an ADF 

equation: 

t

n

i

ititt uYYtY  




1

1 
 

Cointegration is a term used to describe the presence of a stationary linear combination or long-term relationship 

between variables. There are several methods available for examining variable cointegration, with the ARDL 

bounds test being a widely utilised approach due to its ability to accommodate both I(0) and I(1) series. Given 

that our series comprises a combination of I(0) and I(1) components, the ARDL limits test is deemed suitable for 

our analysis. 

The ARDL (1, 1) model is presented in a simplified form as follows: 

 
 

4.0      Results and Discussion 

This section presents the empirical findings derived from the ARDL model, examining the relationship between 

exchange rate depreciation, falling reserves, and relevant variables in Bangladesh. The results are discussed 

within the theoretical framework, highlighting their significance and implications for economic stability and 

policymaking 

 

Table 2:  Results of ADF Unit Root Test 

Null Hypothesis: the variable has a unit root 

 At Level     

  EX IN PGDP RE 

With Constant t-Statistic -4.0660 -4.4393  5.1825 -0.3957 

 Prob.  0.0025  0.0008  1.0000  0.9014 

  *** *** n0 n0 

With Constant & Trend  t-Statistic -3.2095 -4.6102 -0.0869 -2.9252 

 Prob.  0.0945  0.0029  0.9937  0.1639 

  * *** n0 n0 

Without Constant & 

Trend  t-Statistic  3.9019 -1.7423  2.2515  3.3376 

 Prob.  0.9999  0.0773  0.9934  0.9997 

  n0 * n0 n0 

 At First Difference    

  d(EX) d(IN) d(PGDP) d(RE) 

With Constant t-Statistic -4.5126 -10.2525 -1.7596 -7.7130 

 Prob.  0.0007  0.0000  0.3954  0.0000 

  *** *** n0 *** 

With Constant & Trend  t-Statistic -5.2091 -10.2067 -13.0724 -7.6122 

 Prob.  0.0005  0.0000  0.0000  0.0000 

  *** *** *** *** 

Without Constant & 

Trend  t-Statistic -3.4836 -10.3181  0.1247 -5.8100 

 Prob.  0.0008  0.0000  0.7171  0.0000 

  *** *** n0 *** 

Notes:     

a: (*)Significant at the 10%; (**)Significant at the 5%; (***) Significant at the 1% and (no) Not Significant   

 

Table 2 presents the outcomes of the ADF unit root examination. Assuming “with constant & Trend”, the t-

statistics for EX, IN, PGDP and RE are -3.2095, -4.6102, -0.0869 and -2.9252, respectively. The corresponding 
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p-values are 0.0945, 0.0029, 0.9937 and 0.1639. With the exception of the p-value for IN, all other respective p-

values exceed 0.05. This indicates that EX and PGDP and RE are non-stationary at the level form. Upon 

computing the first difference of EX, IN, PGDP and RE, the corresponding t-statistics were found to be -5.2091, 

-10.2067, -13.0724, -7.6122, respectively. The resulting p-values were   0.0005, 0.0000, 0.0000, 0.0000, 

respectively. Given that all p-values are below the significance level of 0.05, it is now feasible to reject the null 

hypothesis, indicating that all variables have achieved stationarity. Hence, it can be observed that the series EX, 

IN, PGDP and RE are a combination of both I(0) and I(1) series. 

 

Table 3: VAR Lag Order Selection Criteria 

 Lag LogL LR FPE AIC SC HQ 

0 -99.38575 NA   0.001053  4.495033  4.654045  4.554599 

1  167.3716  475.5240  1.94e-08 -6.407461  -5.612399*  -6.109626* 

2  181.1485  22.16285  2.18e-08 -6.310804 -4.879694 -5.774702 

3  205.1165   34.38889*   1.61e-08*  -6.657240* -4.590080 -5.882869 

4  216.5138  14.37054  2.14e-08 -6.457124 -3.753915 -5.444485 

Prior to utilising the ARDL methodology, it is imperative to establish the appropriate lag criteria. The 

unrestricted Vector Autoregression (VAR) model is employed for these periods, followed by the identification of 

the optimal lag. Table 3 presents the criteria for selecting the lag in VAR models. The preferred lag duration is 

three (3). Subsequently, the preferred ARDL model (3, 0, 1, 2) was determined using the Akaike Information 

Criteria (AIC). 

 

Table 4: ARDL Model 

Dependent Variable: EX  

Model selection method: AIC 

Selected Model: ARDL(3, 0, 1, 2) 

Variable Coefficient Std. Error t-Statistic Prob.*   

EX(-1) 1.370091 0.093705 14.62140 0.0000 

EX(-2) -0.721312 0.127093 -5.675461 0.0000 

EX(-3) 0.336173 0.081918 4.103783 0.0002 

IN -0.005603 0.006787 -0.825566 0.4143 

PGDP 0.710847 0.374947 1.895860 0.0658 

PGDP(-1) -0.613311 0.378819 -1.619010 0.1139 

RE -0.033347 0.017091 -1.951122 0.0586 

RE(-1) -0.038186 0.022501 -1.697104 0.0981 

RE(-2) 0.033800 0.018611 1.816120 0.0775 

C 0.270461 0.121214 2.231266 0.0318 

R-squared 0.997353     Mean dependent var 3.800677 

Adjusted R-squared 0.996709     S.D. dependent var 0.558069 

S.E. of regression 0.032016     Akaike info criterion -3.858829 

Sum squared resid 0.037927     Schwarz criterion -3.465181 

Log likelihood 100.6825     Hannan-Quinn criter. -3.710697 

F-statistic 1548.792     Durbin-Watson stat 2.217079 

Prob(F-statistic) 0.000000    

* Note: p-values and any subsequent tests do not account for model selection. 
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The ARDL bounds test technique in table 5 is utilised to determine the presence of cointegration among the 

variables of EX, RE IN and PGDP within the context of Bangladesh. The bounds test F-statistic is 5.22254 

surpassing the upper bound critical value of 4.66 at the 1% level as established by Pesaran et al. (2001). 

Therefore, it can be inferred that the variables EX, RE IN and PGDP are highly cointegrated. Thus, the 

hypothesis of a degenerate lagged dependent variable is refuted. The present study's findings suggest that the 

variables in question exhibit cointegration and demonstrate long-term convergence. 

 

Table 5: ARDL Bounds Test 

Null Hypothesis: No long-run relationships exist 

Test Statistic Value k   

F-statistic  5.292254 3   

Critical Value Bounds   

Significance I0 Bound I1 Bound   

10% 2.37 3.2   

5% 2.79 3.67   

2.5% 3.15 4.08   

1% 3.65 4.66   

 

Table 6: ARDL Cointegrating and Long Run Form 

Short Run Result 

Variable Coefficient Std. Error t-Statistic Prob.    

     

     

D(EX(-1)) 0.398791 0.085538 4.662138 0.0000 

D(EX(-2)) -0.345375 0.080119 -4.310771 0.0001 

D(IN) -0.002929 0.005268 -0.555914 0.5816 

D(PGDP) 0.705695 0.134901 5.231223 0.0000 

D(RE) -0.034401 0.014684 -2.342708 0.0246 

D(RE(-1)) -0.032334 0.015826 -2.043083 0.0482 

ECM(-1) -0.015155 0.002810 -5.393500 0.0000 

    ECM = EX - (-0.3723*IN + 6.4814*PGDP  -2.5074*RE + 17.9725 ) 

Table 6 displays the results of the immediate SR consequences. At a 5% level of significance, it can be 

concluded that in the short term, the official exchange rate has no significant impact on Exports (EX). The 

statistical significance of the interest rate in influencing EX is observed at a level of significance of 1%. The 

statistically significant negative ECM value (-1) indicates a short-term deviation from the long-run deviation. 

Approximately 1.51% of short-term divergences are annually corrected towards long-term equilibrium. The 

Error Correction Model (ECM) displays the rate at which a system adjusts from a state of long-run equilibrium 

to a state of short-run equilibrium. 
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Table 7: Long Run Coefficients 

Variable Coefficient Std. Error t-Statistic Prob.    

IN -0.372339 0.612865 -0.607538 0.5472 

PGDP 6.481377 10.615745 0.610544 0.5452 

RE -2.507407 4.442822 -0.564372 0.5759 

C 17.972545 32.339694 0.555743 0.5817 

 

Table 7 illustrates the ARDL model's long-run results that indicate possible correlations between the variables 

under investigation—inflation (IN), per capita GDP (PGDP), and reserves (RE)—and the dependent variable, 

which is presumably exchange rate depreciation. At acceptable levels, none of these coefficients seem to be 

statistically significant, though. Whereas per capita GDP demonstrates a positive correlation, the inflation 

coefficient suggests an adverse link with the dependent variable. 

The serial correlation and heteroskedasticity test are conducted in instances where the null hypothesis cannot be 

refuted, indicating that the model is free from serial correlation and is homoscedastic. Based on the provided 

data, it can be observed that both entities exhibit a high degree of perfection. 

 

Breusch-Godfrey Serial Correlation LM Test: 

     

F-statistic 0.441157     Prob. F(2,35) 0.6468 

Obs*R-squared 1.155687     Prob. Chi-Square(2) 0.5611 

     

 

Heteroskedasticity Test: Breusch-Pagan-Godfrey 

     

F-statistic 0.710024     Prob. F(9,37) 0.6960 

Obs*R-squared 6.921842     Prob. Chi-Square(9) 0.6453 

Scaled explained SS 4.003887     Prob. Chi-Square(9) 0.9112 

     

 

Normality Test: In order to conduct a normality test, it is necessary to ensure that the residuals of the null 

hypothesis exhibit a normal distribution. The obtained results indicate that the residuals exhibit normal 

distribution, as evidenced by the JB statistic of 0.403 and corresponding p-value of 0.817 which exceeds the 

significance level of 5%. The normality plot depicted in Figure 1 is presented below 
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Figure 1: Normality Test 
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Both the CUSUM and CUSUM square demonstrate a consistent correlation over time but only a slight break in 

CUSUM test.  This finding indicates the potential presence of a structural change in the relationship between the 

variables under investigation. 
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5.0      Conclusions and Policy Implications 

The findings of this study provide valuable insights into the relationship between exchange rate depreciation and 

falling reserves in Bangladesh during a critical period marked by a dollar crisis and Taka devaluation. Through 

the application of the Autoregressive Distributed Lag (ARDL) model, it was observed that past exchange rates 

have a significant short-term impact on current exchange rate depreciation, albeit with a partial reversal effect. 

However, inflation and reserves did not exhibit statistically significant effects on exchange rate movements, 

although per capita GDP showed a marginally significant positive relationship with exchange rate depreciation 

in the short term. 

Furthermore, the lack of statistical significance in the long-run coefficients suggests that these relationships may 

not be robust over time. Despite the absence of direct support for the "domino effect" theory, the importance of 

maintaining adequate reserves for economic stability remains evident. The depletion of reserves combined with 

currency devaluation poses significant challenges to Bangladesh's economy, as evidenced by the unprecedented 

decline in reserves and sharp devaluation of the Taka during the fiscal year ending in June 2023. 

 

Policy Implications 

 Based on the statistical findings, several policy implications can be drawn to address the challenges posed by 

exchange rate depreciation and falling reserves in Bangladesh. Firstly, there is a need for proactive measures to 

enhance reserves management strategies, including diversification of reserve assets and strengthening foreign 

exchange reserve buffers. Additionally, policies aimed at improving export competitiveness and reducing import 

dependency should be prioritized to mitigate the impact of exchange rate fluctuations on the economy. 

Furthermore, fostering a conducive environment for foreign investment and promoting macroeconomic stability 

through prudent fiscal and monetary policies are essential to bolster reserves and enhance economic resilience. 

Moreover, enhancing transparency and accountability in reserve management practices and implementing 

structural reforms to address underlying vulnerabilities in the economy are crucial for long-term stability and 

sustainability. 

Overall, the findings underscore the importance of a comprehensive and coordinated approach by policymakers, 

economists, and stakeholders to address the complex challenges posed by exchange rate depreciation and falling 

reserves in Bangladesh. By implementing targeted policy interventions and structural reforms, Bangladesh can 

strengthen its resilience to external shocks and foster sustainable economic growth in the face of uncertainty and 

volatility in the global financial markets. 
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The Impact of the Inflation and Price Hike in 2022, 2023, and  

Beyond on Different Income Groups of People in Bangladesh and 

Measures Taken by them to Cope with the Crisis. 
 

 

Md. Azizur Rahman3 

 

 

Abstract 

After invention of money the Barter system of exchange of goods and services in Phisocrats and Mercantilists 

ages abolished. There was in inflation in the barter economy. Money becomes the media of exchange and means 

of Valuation of goods and services in human race. The supply of and demand for money become vital forces in 

determination of macroeconomic equilibrium. The macroeconomic equilibrium which was determinate in real 

sector/ product market alone before the invention of money becomes a dependent variable of forces existing in 

money market. As a result the aggregate output and price level in any national economy is determined by the 

interaction of investment- savings (IS) of real sector and liquidity preference - money supply (LM) of money 

market - Price level becomes a function of existing variables related with production in product market and 

different variables related with operation of money market. From this point of view inflation becomes cause and 

consequence of different factors in product market and money market. The rate Inflation is measured by a 

formula  
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Inflation Expectation and Monetary Policy Stance:  

Lesson from Global Perspective 
 

 

Md. Ezazul Islam * 

Mst. Nurnaher Begum ** 

 

 

Abstract 

Inflation rose to a multi decade highs in recent time both in emerging and developed countries. The analysis 

of inflation driver shows that inflation expectation plays a crucial role in inflation dynamics. To anchor 

inflation expectation central banks of advanced and emerging market economy raised policy interest rate 

rapidly. Similarly, inflation expectation also plays a vital role in inflation dynamics of Bangladesh. 

Bangladesh Bank adopted tight monetary policy stance to bring down inflation at tolerable level. However, 

outcome is not up to mark. In this backdrop, the paper analyses managing inflation expectation and policy 

stance in Bangladesh and learns lesson from global perspective for better policy decision.   
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Technical and Scale Efficiency of the Commercial Banks in  

Bangladesh: Evidence from the DEA Approach 
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Abstract 

This paper aims to measure the efficiency of the commercial banks in Bangladesh applying the Data 

Envelopment Analysis (DEA) approach in a low interest rate environment. A sample of two state-owned 

commercial banks- Janata bank and Rupali bank and three private commercial banks – Islami bank, Januna 

bank and Islami bank are selected and annual banking data for the period from 1996 to 2022 are collected 

from the annual banking reports for our analysis. In a non-parametric input-oriented DEA framework, the 

efficiency scores are calculated under the variable returns to scale (VRS) and the constant returns to scale 

(CRS) specifications. Four alternative models with different input-output combinations are formulated based 

on profitability and production dimensions to estimate VRS, CRS and scale efficiency. Efficiency analysis 

results imply that the private commercial banks have had better ability to utilize inputs and resources to 

obtain optimal outputs and gains as they achieve higher levels of efficiency under both VSR and CRS 

framework than their state-owned counterparts. Depending upon the DEA specifications, the state-owned 

commercial banks are, on average, 2 to 62 per cent less efficient than their private counterparts exhibiting 

that there are rooms for improvement of efficiency performance of state-owned commercial banks. This 

research concludes that management of the state-owned commercial banks would be more equipped with 

managerial and technical skills to manage and utilize inputs and resources to reap maximum possible outputs 

and gains, given the state of technology. 

Keywords: Data Envelopment Analysis ‧ Scale Efficiency ‧ Technically Efficiency ‧ Constant Returns to Scale ‧ 

Variable Returns to Scale 

 

1.      Introduction 

In modern days, banking institutions, financial intermediaries are considered to be a prerequisite to economic 

growth and development. So, banks are the most important players in the financial system of any country. As 

entities they actively participate to the efficient reshuffle of resources in the market, fund enterprise projects for 

promoting economic growth, maintain long-term relation with enterprises, manage problems of information gap 

and sharing risk, and mitigate economic downturn. In the context of increased competition, efficiency of the 

banking sector is one of the most urgent issues to sustain in the banking environment. Efficiency analysis in the 

banking sector has earned a lot of popularity for multiple reasons. It is directly linked to the economic 

productivity of any country. Assets of the banks constitute a major portion of total output. The banks provide 

payments and safekeeping for depositor’s liquidity.  

In addition, banks are supposed to play a special role in funding small businesses that often have very limited 

access to other sources of external finance. Banks also play a major role in ensuring a smoothly functioning 

payment system, which allows financial and real resources to flow freely to their highest-returns uses. A basic 

benefit of enhanced efficiency is a reduction in spreads between lending and deposit rates. This is likely to 

stimulate both greater loan demands for industrial investment (and thus contribute to higher economic growth) 

and greater mobilization of savings through the banking system. A sound and stable banking process is essential 

for flourishing the banking industry of a country like the emerging economy of Bangladesh. Every banking 
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sector is the backbone of an economy of any country. Bangladesh is facing a huge change due to the far-

reaching reforms, implemented in the aftermath of the financial crisis and in the COVID-19 situation. 

After 1971, some of the banks operating in Bangladesh are become nationalized. The main reason of the 

nationalization is to reach the doorstep of common people and to integrate them financially, rather to make 

profit. The Government of Bangladesh liberalizes the financial sector, which ultimately increases the number of 

commercial banks and its branches. The performance of the commercial banks needs to be measured to provide 

policy implication regarding the capacity of the incumbents and level of competition of the industry in the 

aftermath of the COVID-19 situation. The function of this sector is to gear up improvement and largely depends 

on the soundness and profitability of the sector.  

In recent times banking sector is experiencing several ups and downs due to the COVID-19 situation. Numerous 

changes are carried out for managing structural impediments of the sector. The commercial banks are the major 

participants of our banking industry. These types of banks should be efficient enough because it can facilitate 

mismatch in the development process of the economy. For maintaining market shares and surviving in the 

competitive situation after the COVID-19 situation, banks must adapt the new policies regarding recovery of 

default borrower, giving incentives to the existing and new borrower, giving new loan to the prospective 

entrepreneur and reducing unnecessary expenditure. In some cases, it requires to provide some extension of time 

limit for repaying of loan and advance. 

In recent times, lower efficient banks are likely to fall in greater chance of failure and become 

insolvent (Podpiera and Pruteanu, 2005); this may turn to banking as well as financial failure and 

ultimately affect the country’s economy largely. Breakdown of the banking sector can hamper the 

whole banking operation. These banks should be efficient for handling the economic resources from 

the surplus unit to deficit units. 

In the aftermath of the COVID-19 situation, securing efficiency in the banking arena requires to make stronger 

the efficiency of implemented economic policies in the large scale, inducing continuous development, financial 

growth and well-being, and provide some stimulus packages to the new and existing borrower. These incentives 

to the borrower can speed up their businesses which were hampered during the COVID-19 period, hence 

uplifting the financial health of these industries. It is therefore the time to measure the performance and identify 

the gap between the financially efficient and inefficient banks. Despite many techniques available for measuring 

the efficiency of banking sector, there are very few researches which apply data envelopment analysis (DEA) in 

evaluating banking efficiency in Bangladesh. This study tries to fill this academic gap by measuring overall 

efficiency performance of a sample of commercial banks along with their efficiency comparisons.  

Data envelope analysis is extensively used in the banking sector since 1985 around the world, when the 

European banks continue to struggle with declining profitability in a low interest rate environment. Therefore, 

taking into account the situation in the market, banks are obliged to change their business models (to adapt to 

changing interest rates) and to review the value chain of banking services in a search for alternative sources of 

income and to change the existing cost structure. The Financial Supervisory Authorities claim that the banks 

may have to consider the possibility of creating a business model where the interest income would play only a 

minor role. 

The purpose of this study is to examine the efficiency performance of a sample of the commercial banks in 

Bangladesh employing the DEA method and to make a comparison performance in a given banking 

environment. This paper provides an empirical contribution to the literature of the efficiency researches of the 

bank’s performance.  

 

2.       Literature Review 

Subramanyam and Suresh (2018) examine efficiency and risk in the Indian banking sector. Findings suggest that 

the overall performance of public sector banks is better after removing the risk inefficiency compared to other 

sector banks. Thomas (2019) measures comparative performance of public and private sector banks. From the 

findings, it is clear that maximum number of public sector banks are efficient compared to private sector banks. 

Dario et. al. (2018) evaluate performance of banking sector. The findings are to be the comparative analysis of 
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different theoretical and empirical scientific researches regarding banking sector evaluation, especially for the 

new EU member countries, including Croatia. Zheng et. al. (2018), evaluate performance of Chinese 

commercial banks under the “Equator Principle in the Chinese banking aspect. The findings reveal from the 

results of efficiency evaluation. Biswal and Mishra (2020) explore a non-parametric approach for bank 

efficiency in the context of Indian nationalized banks. The results suggest that only four banks namely Bank of 

Baroda, Corporation Bank, Syndicate Bank and IDBI are operating successfully and proficiently and rest of the 

banks are not working up to that expected level. Antunes et. al. (2021) estimate bank efficiency with 

DEA-RENNA approach. The paper consists of 39 Chinese commercial banks and covers the period from 2010 

to 2018. Findings show that among different banks, the state-owned commercial banks are the highest efficient, 

the rural commercial banks are found to be least efficient and lastly the foreign commercial banks experience the 

strongest volatility. Nguyen et. al. (2019) measure banking efficiency in the context of Vietnam with parametric 

and non parametric methods. The analysis shows that in terms of efficiency determinants, all three variables of 

size, age, and state ownership have positive impacts on bank efficiency. 

Juliansyah et. al. (2018), investigate efficiency of conventional versus Islamic commercial banks in Indonesia. 

Results show that using CRS, Islamic commercial banks are more efficient than conventional commercial banks. 

Titkoet. al. (2014) measures bank efficiency with the help of DEA application in the context of Latvia. The 

authors choose 15 commercial banks and adopt data envelope analysis. Results suggests that among the banks 

top five Latvian banks in terms of assets also make themselves top five in terms of efficiency. Swed bank and 

ABLV Bank are the leaders. Rietumu bank, DNB bank and SEB bank take the third, fourth and fifth place 

respectively. Hasan (2017) examines a comparative study regarding the financial performance of banks in the 

Bangladeshi banking context. The study reveals that all the banks ensure sound financial status individually and 

banking industry has always been in favorable position. Wozniewska (2008) devises methods of measuring the 

efficiency of commercial banks in the context of Polish commercial banks. The findings reveal that the 

efficiency measures give a similar although not identical picture of polish commercial banks’ performance. 

Ramli et. al. (2018) investigate performance of Islamic and conventional banking in the case of Malaysia that 

comprises of conventional commercial banks and Islamic commercial banks. Results depict that the average 

efficiency scores are greater than the average effectiveness scores for both types of banks for the years 2011 

until 2015, while conventional banks perform better than Islamic banks. 

Jelassi and Jelassi (2021) explain the technical efficiencybof banks in Tunisian banking sector. The paper uses 

secondary data from the Tunisian commercial banking sector. Results depict that the return on equity, the 

expense to income ratio, the loan to deposit ratio, and the growth rate are insignificant to Tunisian banking 

technical efficiency. Islam et. al. (2017) evaluate efficient and effective operations of commercial banks in the 

case of Bangladeshi banking industry. Findings show that the average technical efficiency scores of 30 banks 

were below the standard efficiency level and only 01 bank succeeds to obtain average full efficiency score under 

input oriented CRS approach.  

Ahsan (2014) measures performance of selected Islamic banks in the Bangladeshi banking context. CAMEL 

Rating technique is applied. Findings reveal that all the selected Islamic banks are in strong position on their 

composite rating system. Ishaq et. al. (2015) evaluate performance of commercial banks in the Pakistani banking 

context. Results show that total deposit to equity, non-performing loans to gross advances, non-performing loans 

to equity, administrative exp to interest income ratio, gross advances to total deposits ratio are significanty but 

negatively correlated with a bank’s performance. 

 

3.      Data and Methodology 

3.1.   Data 

Data envelope analysis (DEA) is a non-parametric approach to measuring efficiency in which no prior 

functional form is assumed for the frontier, outside of a simple assumption of piecewise linear connections of 

units on the frontier. It gauges the technical efficiency with the focus on levels of inputs relative to outputs of 

decision-making units (DMUs). Each DMU measures the relative inefficiency or ineffectiveness from the 

distance between the observed data point and the frontier. There are three types of basic DEA model. These 
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include radial, additive, and slack-based measure models. The radial data envelope analysis model originally by 

Charnes, et. al, (1978) which is based on Farrell’s seminal paper “The measurement of productive efficiency”. 

The fact of the radial model is that the DMU efficiency score is derived from the extent to which all of its inputs 

can be contracted and/or its outputs expanded. The CCR model postulates that the production technology and 

the production possibility set exhibit constant returns to scale with the model of input and output orientations. 

This corresponds to the viewpoint taken in improving the inefficient units, whether the goal is to reduce excess 

inputs consumed or expand shortfalls in outputs produced, respectively, to move the inefficient unit to the 

frontier.  

This model is developed under the constant returns to scale framework. Again, variable returns to scale (VRS) 

model are proposed by Banker, et. al, (1984). Since 1985, DEA is widely used in the banking sector. From these 

studies, 36% of the models are used under VRS assumption, 26% under CRS assumption and 38% under both 

CRS and VRS set up. A significant number of researchers in the banking industry apply DEA (Paradi and Zhu 

(2013). To find out the efficiency in the Bangladeshi banking sector, we apply the DEA model CRS and VRS 

assumptions. Under the assumptions of CRS model and VRS model, we distinguish two types of efficiency that 

is technical and scale efficiencies. Input-oriented model is used in measuring efficiency of banks. This is based 

on the fact that the managers have a higher control over inputs as for example labor, capital and expenses, 

among others in comparison to outputs, like loans, income and others (Fethi and Pasiouras 2010; Titko et al. 

2014). 

The performance of banks is analyzed with two dimensions. These include production, and profitability. These 

two reveal the major areas of the bank’s activities and evaluate the bank’s business model and performance. 

Banks being the main financial intermediators must seek efficiency in resources allocation (deposits, loans, 

securities and others). Banks usually are profit seekers. The bank effectively manages the risks in order to be 

profitable (net interest income, operating profit and net profit, for example). 

Production approach argues that banks use capital human resources and other resources which are tangible and 

intangible for producing different banking products (i.e., loans and deposits). From these approaches, we built 

four models. These models represent the dimensions: production and profitability. The research sample consists 

of five commercial banks operating at the moment in Bangladesh. Table 1 shows the output (dependent) and 

input (independent) variables used in the models as well as source of data. 

 

Table 1: Different Input-Output Combination used in DEA Models 

Models Inputs Outputs Data Sources 

M1 Labor Cost, Occupancy Cost, Cost on Material, Other Expenses, 

Deposit and Other Accounts, Net profit 

Loans and 

Advance 

Annual Reports 

M2 Labor Cost, Occupancy Cost, Cost on Material, Other Expenses, 

Deposit and Other Accounts, Loans and Advance 

Operating 

Revenue 

M3 Labor Cost, Occupancy Cost, Cost on Material, Other Expenses, 

Deposit and Other Accounts, Loans and Advance 

Net Profit 

M4 Labor Cost, Occupancy Cost, Cost on Material, Other Expenses, 

Deposit and Other Accounts, Loans and Advance 

Net Interest 

Income 

 

From the table 1, it is seen that these approaches consists of four models. These models represent two 

dimensions: production and profitability. Models are in the number of incorporated variables. The model M1 

consists of the input variables - Labor Cost, Occupancy Cost, Cost on Material, Other Expenses, Deposit and 

Other Accounts, Net profit, and output variable - loans and advance. Model M2 consists of Labor Cost, 

Occupancy Cost, Cost on Material, Other Expenses, Deposit and Other Accounts, Loans and Advance as input 

variables with output variable - operating revenue. Model M3 consists of Labor Cost, Occupancy Cost, Cost on 

Material, Other Expenses, Deposit and Other Accounts, Loans and Advance as input variables with output 

variable net profit. Lastly model M4 consists of Labor Cost, Occupancy Cost, Cost on Material, Other Expenses, 

Deposit and Other Accounts, Loans and Advance as input variables and output variable as net interest income.  
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The research sample consists of five commercial banks operating in Bangladesh. These include Janata Bank 

PLC, Rupali Bank PLC, Islami Bank PLC, Jamuna Bank PLC and Dutch Bangla Bank PLC The annual banking 

data used for analysis are extracted from the main indicators of the annual banking report for the period from 

1996 to 2022 in case of Janata Bank PLC, Rupali Bank PLC, Islami Bank PLC On the other hand, in case of 

Jamuna Bank PLC and Dutch Bangla Bank PLC, data are for the period from 2002 to 2022. DEA assumes all 

the variables to be non-negative numbers. During our analysis, all negative numbers are changed to .001. 

 

Table 2: Selected Categories of banks: loan and deposit and their growth from 2021 to 2022 

          (Amount in Million) 

 Janata Bank PLC Rupali bank PLC Islami Bank 

PLC 

Jamuna Bank 

PLC 

Dutch Bangla 

Bank PLC 

Loan 154185 54693 270192 44552 5615 

% Growth of Loan 22.03% 14.33% 22.68% 13.94% 3.19% 

Deposit -1637 12245 28466 36631 12990 

% Growth of Deposit -16% 2.12% 2.05% 9.12% 6.12% 

 

Commercial banks of Bangladesh offer various services like retail banking services, leasing, and insurance 

services. By the end of 2022, in case of loan and advance, the Janata bank PLC, Rupali bank PLC, Islami Bank 

PLC, Jamuna bank PLC and Dutch Bangla Bank PLC report 22.03%, 14.33%, 22.68%, 13.94%, and 3.19% 

growth respectively. So, among these banks Islami banks Bangladesh PLC reports highest growth between 2021 

to 2022 and lowest growth reports are found in case of Dutch Bangla bank PLC On the other hand, in case of 

deposit, the growth rate report -16%, 2.12%, 2.05, 9.12% and 6.12% respectively. Here the highest growth 

reports 9.12% in case of Jamuna Bank PLC and lowest growth rate report in case of Janata bank PLC 

 

3.2.      Methodology 

Assume that the ith farm uses  kii xx   of inputs and produces a single output yi. The k  n  input matrix is 

denoted by X and the 1n  output vector is denoted by Y for all n farms. The technical efficiency can be 

estimated solving the following linear programming (LP) based DEA model: 

 ,,CRSI

i

Minimize  CRSI
i

,  

subject to 0 Yyi  

 0,   Xxi
CRSI

i  

 0   

 

The scalar, 
i

I,CRS

  1, CRSI
i

 is the technical efficiency score for the ith farm. The variable returns to scale 

(VRS) DEA frontier can be formulated by including the convexity constraint, 1 , in (4), where  is an 

n1  vector of ones. 

A measure of scale efficiency can be obtained as  VRSI

i

CRSI

i

I

iSE ,,  , where 
VRSI

i

, is the measure of 

efficiency under the setup of VRS DEA. Thus SE 1 implies scale efficiency and SE 1  implies scale 

inefficiency. Scale inefficiency arises because of the presence of either decreasing (DRS) or increasing (IRS) 

returns to scale. 
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4.        Results and Discussions 

Table 3 summarizes the statistical measures of efficiency performance calculated for each individual bank in a 

sample. The bank’s efficiency analysis based on variable returns to scale assumption shows that the best results 

demonstrate in case of Islami Bank PLC, Jamuna Bank PLC and Dutch Bangla Bank PLC This result is quite 

interesting because during all the periods under analysis this bank demonstrates exceptional growth outcomes. It 

is worth-mentioning that during the given period, Janata Bank PLC and Rupali Bank PLC, showed more 

technical inefficiency. The technical efficiency analysis based on the constant returns to scale assumption, where 

the technical efficiency can be divided into two parts: the pure technical efficiency and the scale efficiency, 

shows that Islami Bank PLC, Jamuna Bank PLC and Dutch Bangla Bank PLC have higher pure efficiency than 

Janata Bank PLC and Rupali Bank PLC  

 

Table 3: Efficiency of Commercial banks calculated with M1–M4 models  

(respectively VRS and CRS assumptions) - Descriptive Statistics 

VRS (variable returns to scale) 

Bank Mean Median Min Max St.Dev 

Janata Bank PLC 0.75 0.74 0.95 0.55 0.19 

Rupali Bank PLC 0.72 0.71 0.90 0.56 0.16 

Islami bank PLC 0.86 0.87 0.98 0.73 0.10 

Jamuna Bank PLC 0.90 0.92 0.96 0.82 0.06 

Dutch Bangla Bank PLC 0.92 0.93 0.98 0.86 0.05 

CRS (constant returns to scale) 

Bank Mean Median Min Max St.Dev 

Janata Bank PLC 0.53 0.48 0.92 0.22 0.34 

Rupali Bank PLC 0.49 0.43 0.85 0.24 0.28 

Islami bank PLC 0.77 0.75 0.95 0.63 0.14 

Jamuna Bank PLC 0.86 0.91 0.93 0.67 0.12 

Dutch Bangla Bank PLC 0.89 0.94 0.97 0.71 0.12 

 

4.1.     Results of Production and Profitability Dimensions 

Results of production and profitability dimensions are presented in Table 4. 

 

4.1.1.   Production dimension M1 Models 

Results in Table 4 for the model M1 exhibit that the VRS efficiency of Janata Bank PLC is 95%, Rupali Bank 

PLC reaches the efficiency of 89% and the efficiency of Islami Bank PLC is 97%, Dutch Bangla Bank PLC is 

97% and lastly Jamuna Bank PLC is 95%. So, it is evident that the lowest efficiency score is 89% of Rupali 

bank PLC and highest efficiency score is 97% in case of Dutch Bangla Bank PLC and Jamuna Bank PLC, The 

CRS efficiency of Janata Bank PLC is 92%, Rupali Bank PLC is 84%, Islami Bank PLC is 95 %, Dutch Bangla 

Bank PLC is 96% and lastly Jamuna Bank PLC is 93%. Scale inefficiency in Janata Bank PLC and Rupali Bank 

PLC may results from supra-optimal scale that is DRS (decreasing returns to scale) characteristics. This model 

shows that Janata Bank PLC and Rupali Bank PLC must improve their business model, as other operating 

revenue do not offset potential losses from the existing low interest rates on the market. 
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Table 4: Average Efficiency Scores Estimated for the Banks using M1-M4 Models 

 

4.1.2.   Profitability dimension M2 Models 

For the model M2, results report that the VRS efficiency of Janata Bank PLC is 87%, Rupali Bank PLC is 80%, 

Islami Bank PLC is 83%, Dutch Bangla Bank PLC is 98% and lastly Jamuna Bank PLC is 98%. So it is evident 

that the lowest value of efficiency is 80% of Rupali bank PLC and the highest efficiency is Dutch Bangla Bank 

PLC and Jamuna Bank PLC. The CRS efficiency shows that Janata Bank PLC is 71%, Rupali Bank PLC is 57 

%, Islami Bank PLC is 67%, Dutch Bangla Bank PLC is 97% and lastly Jamuna Bank PLC is 89%. Scale 

inefficiency in case of Janata Bank PLC, Rupali Bank PLC, and Islami Bank PLC may results from DRS 

(decreasing returns to scale) characteristics, because during that period banks are operating at the supra-optimal 

scale (DRS). This model shows that banks must improve their business model as other operating revenue do not 

offset potential losses from the existing low interest rates on the market. 

 

4.1.3.   Profitability dimension M3 Models 

Results in case of the model show that M3 the VRS efficiency of Janata Bank PLC is 61%, Rupali Bank PLC is 

60%, Islami Bank PLC is 73%, Dutch Bangla Bank PLC is 85% and lastly Jamuna Bank PLC is 87%. So, it is 

evident that the lowest score of efficiency is 60% of Rupali bank PLC and highest score is found for Jamuna 

Bank PLC is 87%. The CRS efficiency shows that the efficiency of Janata Bank PLC is 22%, Rupali Bank PLC 

is 24 %, Islami Bank PLC is 63 %, Dutch Bangla Bank PLC is 71% and lastly Jamuna Bank PLC is 67%. Scale 

inefficiency is found in case of Janata Bank PLC, Rupali Bank PLC, and Islami Bank PLC. This may result 

from DRS in contrast to the VRS characteristics. So, banks are operating at the supra-optimal scale (DRS). 

Again, banks must improve their business model, as other net profit do not offset potential losses from the 

existing interest rates on the market. 

 

4.1.4   Profitability dimension M4 Models 

Results of the model M4 show that the VRS efficiency of Janata Bank PLC is 54%, Rupali Bank PLC is 55%, 

Islami Bank PLC is 89%, Dutch Bangla Bank PLC is 94% and lastly Jamuna Bank PLC is 95%. It is therefore 

clear that the lowest score of efficiency is 54% of Janata bank PLC and highest score is 95% for Jamuna Bank 

PLC. The CRS efficiency shows that Janata Bank PLC is 26%, Rupali Bank PLC is 29%, Islami Bank PLC is 

82%, Dutch Bangla Bank PLC is 92% and lastly Jamuna Bank PLC is 93%. Scale inefficiency in Janata Bank 

PLC and Rupali Bank PLC may results from DRS (decreasing returns to scale) characteristics, because during 

that period banks are operating at the supra-optimal scale (DRS). On the other hand, this model shows that 

banks must improve their business model, as net interest income do not offset potential losses from the low 

interest rates on the market. 

 

 

 

Banks Production 

Dimension 

Profitability 

Dimension 

Profitability 

Dimension 

Profitability 

Dimension 

M1 M2 M3 M4 

CRS VRS Scale 

Eff. 

CRS VRS Scale 

Eff. 

CRS VRS Scale 

Eff. 

CRS VRS Scale 

Eff. 

Janata Bank PLC 0.92 0.95 0.97 0.71 0.87 0.82 0.22 0.61 0.33 0.26 0.54 0.43 

Rupali Bank PLC 0.84 0.89 0.94 0.57 0.80 0.70 0.24 0.60 0.41 0.29 0.55 0.40 

Islami bank PLC 0.95 0.97 0.97 0.67 0.83 0.75 0.63 0.73 0.87 0.82 0.89 0.91 

Dutch Bangla Bank PLC 0.96 0.97 0.98 0.97 0.98 0.99 0.71 0.85 0.85 0.92 0.94 0.98 

Jamuna Bank PLC 0.93 0.95 0.97 0.89 0.98 0.90 0.67 0.87 0.76 0.93 0.95 0.97 
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5.      Conclusion and Recommendations 

This paper calculates and evaluates the efficiency performance of a sample of five commercial banks of 

Bangladesh applying constant returns to scale and variable returns to scale data envelopment analysis methods. 

Data output and input variables are collected from annual reports of the respective commercial banks for the 

period from 1996 to 2023. Results report that Islami Bank PLC, Dutch Bangla Bank PLC and Jamuna Bank 

PLC show better efficiency score under the variable returns to scale assumption. These banks produce output 

using minimum input (loans and advance, operating revenue, net profit and net interest income), given the 

existing level of technology. On the other hand, Janata bank PLC and Rupali Bank PLC are not in better position 

in case of achieving efficiency score. These banks must devise business operations so that output (loans and 

advance, operating revenue, net profit and net interest income) can be improved with the existing resources. 

Results from constant returns to scale exhibit that Islami Bank PLC, Dutch Bangla Bank PLC and Jamuna Bank 

PLC obtain better efficiency score like those from the variable returns to scale assumption. These banks are 

technically efficient and produce output using minimum input (loans and advance, operating revenue, net profit 

and net interest income), with the current level of resources. On the other hand, Janata bank PLC and Rupali 

Bank PLC do not become able to secure better position in case of efficiency performance. These banks are 

technically inefficient and must devise business operations in such a way that output (loans and advance, 

operating revenue, net profit and net interest income) can be increased given the state of technology. 
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Abstract 

Worker’s remittance is one of the most important sources of foreign exchange earnings in recent times as it 

has positive impacts on socioeconomic development in Bangladesh. Using annual time series data from 1981 

to 2022, the study explores the impacts of remittances on socioeconomic development in Bangladesh. 

Bangladesh is one of the leading nations of sending workers abroad received approximately US$21.03 billion 

of remittances, almost 5% of its GDP in 2022 (BMET, 2022).The remitted income has occupied a leading 

place of financing which exceeds all the foreign aid and investment in recent years. The study reveals that 

inflows of remittances have significant impacts on Bangladesh economy and socioeconomic development, for 

instance, reducing the poverty, mitigation of  credit constraints, increasing the household expenditure, 

enhancing  domestic savings, financing better education and health, leading to maintain the quality of life as 

well as gender equality. For that reason, the government of Bangladesh should make an appropriate policy to 

maximize the benefit of remittance and retain the manpower to the sustainable economic growth and 

development sector of the country. 

Keywords: Remittance ‧ Economic growth ‧ Socio-economic Development 

 

1.      Introduction 

Remittance is a transfer of money from a foreign worker to their family in their home country. At present it is 

one of the most important international capital inflow besides foreign direct investment and foreign aid in the 

contemporary global economy. Remittances have been rising quickly around the world and are the fastest 

growing source of foreign exchange earnings for developing countries especially for Bangladesh. Remittances 

have huge economic benefit not only for the origin countries but also host countries. It has directly or indirectly 

raise national income, increase consumption expenditure, stimulate investment, accelerate the production and 

creation of jobs facilities and indirectly increase the income of families who do not receive remittances directly 

(Comes et al., 2017).  

Bangladesh is one of the most labor exporting countries of the world. Formally, the export of man power from 

Bangladesh has been started in 1976 with a modest number of 6078 and earn $24 million in this year. After that 

the amount of remittance and the number of migrant workers have been increasing gradually. According to the 

IOM report in 2022, over 7.40 million Bangladeshi migrants are working in the world. The country’s population 

has been increased from 119 million in 1995 to 170 million in 2022 while the total labor forces have been also 

risen to 74.46 million in 2022 from 52 million in 1995 (World Bank, 2022). This large number of labor force 

needs to be engaged in employment to ensure their participation in the economic development of the country as 

well as to improve their standard of living. Migration of a large number of labor force results higher remittance 

inflows in the country. It can be mentioned that inflow of remittance is increasing over the year in Bangladesh 
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which plays an important role in the development of the migrant families and the countries as well. It has a 

significant role to maintain a favorable balance of payment and to enrich foreign currency reserve and also has a 

great contribution to gross domestic product of the country (Islam, 2011). 

The remittance flow in Bangladesh has grown not only in size but also in importance regarding the share of 

gross domestic product. Remittances represent the second largest source of foreign currency earnings after 

exports, which have contributed above 6 percent of GDP (World Bank, 2022). Hassan (2006) shows that 

remittance has a significant macroeconomic impact at household level, the more impacts of remittance income 

can have to alleviate poverty. The contribution of migrant workers has been plying a very significant role to the 

development of socioeconomic condition in Bangladesh. Jongwanich (2007) finds that remittance have a 

positive but marginal impact on economic growth and a significant direct impact on poverty reduction by 

increasing income, smoothing consumption and easing capital constrains of the poor  in Asia and Pacific 

countries. Different scholars have differently characterized the impact of remittance on economic growth in 

various countries. Remittance has been considered as a major source of financing in the economy of Bangladesh 

but there has been limited study carried out exploring the relationship between remittance and its impact on 

economic growth and socioeconomic development in Bangladesh. 

This paper focuses on the impacts of remittance on the socioeconomic development of Bangladesh. In so doing, 

it deals with the main argument that remittances have considerable impacts on the development of Bangladesh. 

Though, it has some negative impacts on the socioeconomic condition of Bangladesh, the positive impacts are 

widespread over negative impacts. As a result, remittance can be considered as one of the important forces of the 

socioeconomic development of Bangladesh.  

The discussion is divided into five parts; the first part analyses introduction, the second part represents data and 

methodology, the third section concentrates on migration and remittance inflows in the context of Bangladesh 

and South Asia. The fourth section discusses the impacts of remittance on socioeconomic development of 

Bangladesh. Lastly, the fifth section represents the conclusion of the paper. 

 

2.      Data and Methodology 

The study is descriptive in nature and data set presented is based on secondary sources which are collected from 

various sources like World Development Indicator, World Bank, Bangladesh Economic Review (BER), Bureau 

of Manpower, Employment and Training (BMET), Global Knowledge Partnership on Migration and 

Development (KNOMAD), International Labor Organization (IOM). Different remittance related journal 

articles, reports and books are also reviewed. Descriptive statistical tools such as line graph, bar diagram and 

tables are used to represent the migrants and remittance data in Bangladesh and South Asia. 

 

3.       Migration and Remittance inflows in the Context of Bangladesh and South Asia 

3. 1    Migration Trends of Bangladesh from 1981 to 2022 

Bangladesh is a labor surplus country. It sends a good number of people abroad since 1976. Migration trends can 

change over time due to various factors, including changes in government policies, economic conditions, 

political stabilities, and global events. The trend of migration is given in the Figure 1.  
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Figure 1: Migration Trends of Bangladesh from 1981 to 2022 

 
Source: Bureau of Manpower, Employment and Training, Bangladesh, 2023 

During 1981 to 2022, the mean number of international migrants is found to be 337213 with a minimum of 

55787 and maximum of 1135873 international migrants. International migration in Bangladesh is increasing 

from 1981 to 2009, and then decline up to 2014. It again becomes upward trend up to 2017 and decline 

unto2020 due to pandemic COVID-2019. In 2022, it has now reached the upward position and breaks all the 

previous records. 

 

3. 2      Remittance Inflows in Bangladesh from 1981 to 2022  

Bangladesh has experienced a steady increase in remittance inflows over the years. In 2022, despite the 

challenges posed by COVID-19 pandemic, Bangladesh received a record-high amount of remittances. The 

Russia and Ukraine war, and pandemic initially disturbed remittances flows but they recovered as the year 

proceeded. 

 

Figure 2: Remittance Inflows in Bangladesh from 1981 to 2022 

 

Source: Bureau of Manpower, Employment and Training, Bangladesh, 2023 

The trend of remittance is given in the figure 2.2. During 1980 to 2022, the mean amount of remittance in 

Bangladesh is $6527.61 million, with a minimum amount of $381 million and a maximum amount of 

remittances of $22205.5 million. Remittance inflows in Bangladesh are increasing continuously up to 2016. 

After 2016, they decrease slightly up to 2018, and then it becomes upward trend till 2022 except 2021.  
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3.3   Trend of Remittance Growth and Remittance as percentage of GDP, Export Earnings and Import 

Payment in Bangladesh 

Bangladesh’s economy relies heavily on its expatriate earnings, which is the second biggest source of foreign 

currency earnings after readymade garment sector. The accumulated total inflow of remittances stood at 

$21031.68 million during 2022 which is $3746.03 million less than that of $24777.71 million of the previous 

year. 

Table 1 shows the trend of remittance growth and remittance as percentage of GDP, Export earnings and import 

payment in Bangladesh from 1991 to 2022. The Table 1 shows that Bangladesh receives the highest remittance 

$24777.71 million in 2021 and receives the lowest remittance $11650.32 million in 2011. Table shows that the 

inflow of remittances and its percentage shares in term of GDP exports and imports that experience a big 

setback in 2022 due to pandemic situation COVID-19   are anticipated to achieve a positive turn around in the 

current year. 

 

Table 1: Trend of Remittance Growth and Remittance as percentage of GDP, Export Earnings and 

Import Payment in Bangladesh 

Year Total 

Remittance 

Growth (% of 

Remittance) 

Remittance 

(%of GDP) 

Remittance   ( % 

Export Earnings)  

Remittance (% of 

Import Payments) 

2011 11650.32 6.03 9.05 50.64 34.61 

2012 12843.43 10.24 9.63 53.58 34.59 

2013 14461.15 12.51 9.64 54.43 43.07 

2014 14228.30 -1.61 8.21 47.78 38.91 

2015 15316.90 7.64 7.85 49.08 40.67 

2016 14931.18 -2.51 6.74 43.59 37.42 

2017 12769.45 -14.48 5.11 37.54 29.36 

2018 14981.69 17.32 4.66 41.29 27.51 

2019 16419.63 9.60 4.67 41.46 29.62 

2020 18205.01 10.87 4.87 56.68 35.91 

2021 24777.71 36.10 6.03 67.14 40.83 

2022 21031.68 -15.12 4.56 42.71 25.49 

   Source: 1. Bangladesh Bureau of Statistics, 2. Statistics Department, Bangladesh Bank 

 

Table 2: Top Remittance Earning Countries in South Asia in 2022 

Top Remittance Recipient Countries in  South Asia 

Country Total Remittance 

(Billion US$) 

Percent of total Global 

Remittance inflow 

Percentage Share of 

GDP 

India 100.00 12.59 2.9 

Pakistan 29.00 3.65 7.7 

Bangladesh 21.00 2.64 4.6 

Nepal 8.50 1.07 21.8 

Sri Lanka 3.60 0.45 4.9 

Afghanistan 0.40 0.05 2.0 

Bhutan 0.10 0.01 2.1 

 Source: Migration and Development Brief 37, November 2022  

 

Table 2 shows the amount of remittance inflows, percentage of total global remittance inflow and percentage 

share of GDP in South Asian countries in 2022. Table reports that in 2022, India receives US$100 billion 
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remittance while Pakistan, Bangladesh, Nepal, Sri Lanka, Afghanistan and Bhutan receive US$ 29 billion, US$ 

21billion,US$8.5 billion, US$3.60 billion, US$0.40 billion and US$0.10 billion respectively. The table also 

plots the amount of remittance as a percentage of GDP in South Asian countries. It is seen from the table that 

remittances as share of GDP are highest in Nepal following Pakistan, Sri Lanka, Bangladesh, India Bhutan and 

Afghanistan. Nepal receives 21.8 percent of her GDP as remittance income while Pakistan, Sri Lanka, 

Bangladesh, India Bhutan and Afghanistan receive 7.7 percent, 4.9 percent, 4.6 percent, 2.9 percent, 2.1 percent 

and 2.0 percent of GDP. The Table also shows that India receives the highest percent of Global remittance which 

is 12.59 followed by Pakistan (3.65), Bangladesh (2.64), Nepal (1.07), Sri Lanka (0.45), Afghanistan (0.05) and 

Bhutan (0.01).  

 

3. 4    Female Migration Trend of Bangladesh 

Female recruitment is one of the most important issues in the overseas employment sector of Bangladesh. 

According to the Bureau of Manpower, Employment and Training (BMET) female employment abroad from 

Bangladesh has formally started in 1991 with a modest number of 2189. In 2022, about 76579 women have 

migrated from Bangladesh to other countries of the world and it is almost 9.6% of total employment. In 2021, 

80143 women workers are employed equivalent to almost 13% of total employment. In this regard, the 

percentage of female recruitment is bit less in comparison to the previous year. Most of the women migrated to 

the Gulf countries, namely the United Arab Emirates, followed by Jordan, Lebanon and the Kingdom of Saudi 

Arabia, Oman, Qatar, Kuwait and Bahrain. More recently, women also started to migrate to Mauritius, Maldives 

and Malaysia (MBET, 2022).  

 

Figure 3: Overseas Employment Gender-Wise 

 

Source: Bureau of Manpower, Employment and Training, Bangladesh, 2023 

 

Figure 3 shows the trends of women overseas employments from 1991 to 2022 in Bangladesh. The trends 

gradually increase with some ups and downs in various times and it again becomes upward trend up to 2017 and 

decline unto2020 due to pandemic COVID-2019. In 2022, it has now reached the upward position and breaks all 

the previous records. 

 

4.       Impacts of Remittance on Socioeconomic Development in Bangladesh 

Remittances play a significant role in the socioeconomic development of Bangladesh. Here are some the key 

impacts of remittances on the country’s development: 
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4.1    Remittance and Poverty Reduction 

Remittance has direct and indirect impacts on poverty reduction in Bangladesh. Remittances, the financial 

supports sent by migrants to their home countries, stand as a powerful force in the battle against poverty. These 

monetary transfers play an important role in the economic development of recipient communities. Directly 

addressing the immediate needs of families, they provide essential support for necessities like food, shelter, 

education, and healthcare. Beyond mere sustenance, remittances encourage household incomes, offering the 

potential for long term poverty reduction. Families can allocate these funds towards education, equipping future 

generations with better job prospects and improved earning potential. They also facilitate access to healthcare, 

alleviating the financial burdens of medical expenses. Moreover, remittances stimulate entrepreneurship and 

small scale business development, creating jobs, boosting local economies and lessening poverty’s grip. 

According to Adam and Page (2005) international migration and remittances significantly reduce the level, 

depth and severity of poverty in the developing world. Tylor et al. (2005) also shows that an increases in 

international remittances would reduce both the poverty headcount and the poverty gap in Mexico.  

 

4.2    Remittance and household Expenditure 

Remittances have a profound influence on household expenditure. When migrants send remittance to their 

families in their home countries, it serves as a crucial source of income. These funds are often allocated to cover 

essential expenses like food, housing, education, and healthcare. Remittances enhance a household’s financial 

capacity, enabling them to afford a better quality of life and invest in their future. They play a vital role in 

meeting daily needs, reducing financial stress, and preventing families from slipping into poverty. While the 

impact of remittances on household expenditure fluctuates, thy consistently contribute to improving the financial 

wellbeing and living standards of recipient households. Osili (2004) finds that a large proportion of remittance 

income is spent on household purpose in developing countries. Remittances have led to improvements in the 

consumption of food among migrant households (IOM, 2009), and it has a positive impact on per capita 

incomes (Khan, 2008). 

 

4.3    Remittance and Gender Equality 

International migration has a significant impact on women’s roles within households, manifesting in three 

distinct dimensions Firstly, women who migrate abroad for employment and send remittances to their families 

often experience an increase in their influence over economic decision-making within the household, compared 

to their non-migrant status. Secondly, women whose husbands are international labor migrants and directly 

receive remittances undergo a shift in their roles within their home countries. In the absence of their husbands, 

these women assume responsibility, gain control over household authority, and effectively become the heads of 

their families. This transition empowers them with control over household resources, granting greater autonomy 

independence, freedom of movement, and decision-making power. So, women who are receiving remittance 

from their husband are increasing the women empowerment not only at household but also at their community. 

Thirdly, a conflicting scenario unfolds for women who do not directly receive remittances, particularly when the 

recipients are their husband’s family members. In such cases, these women often experience disempowerment, 

lacking control over these financial resources and being treated as passive family members, with limited 

interaction beyond the family circle. 

 

4.4    Remittance and International Trade  

Though remittance has positive impacts on socioeconomic development in Bangladesh, it may have negative 

effects on international trade and business in receiving country. Remittances alleviate poverty and improve the 

standard of living in recipient countries, driving increased consumer spending and stimulating demand for goods 

and services. Remittances can affect exchange rates, large inflows can lead to currency appreciation, making 

exports more expensive and potentially reducing a country’s export competitiveness. Chowdhury and Rabbi 

(2014) shows that remittances have the adverse effect of on international trade competitiveness of Bangladesh 

because workers remittance is widely used for non-tradable sectors as livelihoods and better quality of life, but 

not used for tradable sector. 
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4.5     Remittance and Domestic Savings and Investment 

Remittances have a significant impact on domestic savings and investment in recipient countries. When 

individuals or household receive remittances from family members working abroad, they often use a portion of 

these funds for savings and investments. This inflow of foreign capital can contribute to higher savings rates, 

which, in turn, can facilitate domestic investment and economic developments. Several researchers shows that 

remittances inflows stimulate domestic investment in the receiving countries by increasing domestic savings, 

improving human capital and broadening financial sector (Mundara, 2009, Gheeraert et al. 2010, & Rao and 

Hasan, 2012). By fostering a culture of savings and financial stability among recipients, remittance not only 

provide immediate relief but also create a foundation for long term economic growth and prosperity in the 

countries that rely on them. 

 

5.     Conclusion 

The article attempt to analyze the relationship between remittance and socioeconomic development in 

Bangladesh through the study of different empirical articles. It concludes that many economists are optimistic 

that the remittance can be a major contributor to economic growth and socioeconomic development while some 

of them found remittance to have a negative impact on it. This review shows that more work is needed to be 

carried out with appropriate methodology to re-investigate the controversy regarding the impact of remittance on 

economic growth and other areas. Bangladesh is one of the leading nations of sending workers abroad, it ranks 

the seventh largest recipient of remittance in the world and third among South Asian countries in the 

2022.Therefore, the government should make appropriate policies to maximize the benefit of remittance and 

retain the manpower to the sustainable economic growth and development sector of the country. 
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Abstract 

Agriculture plays crucial role in the economy of Bangladesh in terms of food security, employment 

generation, poverty reduction and supplying raw materials for key manufacturing units. As agriculture is still 

one of the top priority sectors in Bangladesh economy, formal financial institutions have been providing huge 

amount of credit for the sustainable development of the sector. The specialized banks, state-owned commercial 

banks and private commercial banks including Islamic banks played key roles in disbursement of agriculture 

credit in Bangladesh. However, Islamic banks accounts for only 15 percent of total financing and the 

remaining 85percent is supplied by interest based conventional banks. Given this, the current paper would 

review the recent trends of agricultural financing provided by both conventional and Islamic banks in 

Bangladesh. The paper would focus on salam sukuk, its structuring, potentials and challenges in financing 

agricultural sector. It would also provide suggestions for ensuring adequate supply of agricultural financing 

by Islamic banks based on Salam contract so as to have positive impact on agricultural output, maintaining 

food security, employment generation and poverty reduction in Bangladesh. 

 

1.  Introduction 

Agriculture plays crucial role in the economy of Bangladesh in terms of food security, employment generation, 

supplying raw materials for key manufacturing units and a key contributor to exports receipts. Bangladesh 

attained near about food sufficiency by dint of tired-less labor of our peasant class. The agriculture sector grew 

above 4 percent on an average during the last few years and contributed near 11.5percent of total GDP due to 

continued policy supports from the Government including subsidy in input prices, adequate and timely 

distribution of fertilizer, uninterrupted supply of power for irrigation, increased credit flows and fair 

procurement prices of output(Bangladesh Bank, 2022a; Economic Survey, 2022).In Bangladesh, about 

41percent of labor force is involved in agricultural activities. Agriculture accounts for 4.53 percent of exports. 

While the share of agriculture in GDP has been declined to about 11.5percent, the absolute size of agricultural 

sector GDP in terms of both value and volume has been increasing at a reasonably high pace. Despite the 

declining share of agriculture in GDP growth, the importance of the sector is very crucial in view of its role in 

food security, employment generation and poverty reduction. The agricultural financing from the formal 

financial sector has been contributing a lot for the development of agricultural sector. Two specialized banks, 

Bangladesh Krisha Bank (BKB) and Rajshahi Krishi Unnyan Bank (RAKUB) and four state-owned commercial 

banks namely Sonali, Agrani, Janata and Rupali played key role in disbursement of agriculture credit. Moreover, 

the contribution of private commercial banks in respect of agricultural credit disbursement is also increasing in 

recent times. 

As the priority sector of the economy, Bangladesh Bank continued all-out efforts to ensure adequate fund for 

sustaining the agricultural production under annual agricultural/rural credit policy and program. During FY22, 

all scheduled banks disbursed BDT 288.34 billion as agricultural and rural credit of which Islamic banks 

accounted for more 15 percent (Bangladesh Bank, 2022 a,b). As a Muslim majority countries and success of 

Islamic banking, Salam Sukuk can be used in agricultural financing. Given this, the current paper would review 

the recent trends of agricultural credit provided by the banking industry and potentials of salam sukuk for 
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agricultural financing in Bangladesh. The paper would also provide suggestions for ensuring effective supply of 

agricultural credit so as to have positive impact on agricultural output, maintaining food security, employment 

generation and poverty reduction in Bangladesh. 

The remaining portion of the paper is arranged as follows: Section 2 and Section 3 contain objectives and 

methodology of the paper. Literature review has been made in Section 4. Recent Trends of agricultural loan in 

Bangladesh are analyzed in section 5. Section 6 examines potentials of salam sukuk for agricultural financing in 

Bangladesh and its structuring. Section 7 contains challenges of salam sukuk for agricultural financing. Section 

8 concludes with policy options. 

 

2.      Objectives of the Paper 

The objectives of the paper project are: (a) to review the recent trend of agricultural credit disbursement; (b) to 

examines potentials of salam sukuk for agricultural financing in Bangladesh and its structuring; (c) to diagnose 

the challenges relating to firm financing by salam sukuk and (d) to provide suggestions for ensuring adequate 

supply of agricultural financing by slam sukuk so as to have positive impact on output, productivity and 

employment generation in Bangladesh. 

 

3.      Methodology 

To derive the objectives of the paper, the required information/data have been explored from secondary sources. 

The sources contain different reports of Bangladesh Bank, Ministry of Finance, Government of Bangladesh and 

various study reports/papers. Necessary table/charts have been drawn from collected data and descriptive 

analytical tools have been used to complete the paper.  

 

3.   Literature Review 

This section will shed light on literatures on agricultural financing by salam sukuk and its structuring. There are 

few literatures on agricultural financing by salam sukuk and its structuring in other Muslim majority countries 

like Indonesia, Pakistan, Senegal and Gambia. However, we find no such study in Bangladesh.  

Beik, I. S., & Hafidhuddin, D. (2008) attempts to develop financing schemes based on sukuk that can be used 

for agriculture development in Indonesia. The paper proposes salam sukuk models and sukuk based on 

mudarabahbilIstisna model that can be used to finance both small-scale and large-scale agriculture. Soeleman, 

S., & Lestari, S. D. (2014) examine the possibility of use sukuk in agricultural financing. Majid, R. (2021).The 

main objective of this study is to propose an innovative integrated financing model at the microfinance level for 

the agricultural sector and how to mitigate the risk associated with the model. The proposed model is called 

Salam al Muzara’ah Linked Waqf (SMW) as a sharia-compliant scheme that integrates Islamic commercial 

finance through the salam and muzara’ah contract with Islamic social finance through the utilization of cash 

waqf return as well as using the idle waqf land as agricultural lands to be implemented by Baitul Maal wat 

Tamwil (BMT). Yunita, P. (2020) aims to build an integrated model between Islamic social finance, government 

sukuk financing and Indonesian food security. This study proposes an integrated model between Islamic social 

finance and government sukuk to build community food security through the cash waqf linked sukuk under 

salam contract. 

Ahmed, N., Mansoori, M. T., & Khan, A. (2018) analyses the potential and scope of Bay’ Salam as a substitute 

to the existing forms of agricultural credit using secondary and primary data. Parveen, Z. (2022) finds the Bay’ 

Salam as the most suitable financial tool compliant to the principles of Islamic finance, having potential to 

address the credit issues of farmers. The study concludes that Bay’ Salam, a centuries old mode of Islamic 

finance allowed by Shariah as an exception, can successfully replace the existing interest-based agricultural 

credit system in the modern era. 

Husman, J. A., & Sakti, A. (2021) attempts to propose practical models of Islamic modes of financing for the 

agricultural sector. The authors conduct qualitative and quantitative approaches from both supply and demand 

sides. The result emphasizes that the off-takers take a strategic role as the market guarantor. A total of 51 works 

of literature, ten experts from the supply side, seven experts from the demand side, 463 microscale farmer 
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respondents, and six experts for in-depth judgment have been studied, interviewed, and surveyed for being 

analyzed using content analysis, cross-tabulation, and regression per agricultural subsector of food crops, 

horticulture, plantation (estate crops), fisheries, livestock, and forestry. Each sector is proven to have a 

significantly different nature of Islamic institution selection, including social and commercial institutions, the 

nature of Islamic financing modes, and the financial need-stage in production. Salam, or forward transaction, is 

expected to prom Islamic financial institutions distributing their funds to farmers. We recommend further 

supportive regulation to attract the financial institution. 

Mohamed, K. I. (2022) proposes Islamic blended agriculture financing for Sub-Saharan African Countries by 

focusing on the Senegal groundnut sector to meet the financing need of the groundnut sector in post and pre 

harvesting activities. The study uses a qualitative approach to analyze the financing instrument provided by 

International Islamic Trade Finance Corporation (ITFC) to finance the groundnut sector in the case of Senegal. 

Islamic financing offers a wide range of instruments to accommodate the financing needs of the agricultural 

sector. Hence, by combining these instruments, it is viable to structure Islamic blended financing to cater the 

need of the key players in the groundnut sector. The proposed model can extend to other agriculture sector. This 

research provides a new insight on financing the agricultural sector based on Islamic financing instruments. It 

suggested blended Islamic financing instruments to address the existing financial gap in Senegal groundnut 

sector. 

Sawaneh, K., & Badjie, F. (2021) focuses on the financial constraints facing women and offer an alternative and 

sustainable cheap sources of funding for women in the agricultural value chain in  Gambia. The paper proposed 

an Islamic Blended finance model that have the potential to offer a better return for those on the supply side and 

cheap source of funding for those on the demand side by minimizing financial intermediation and transaction 

cost. In addition to this, the model will derisk investment to attract private capital, provide social safety net, 

skills training and most interestingly it would scale up the attainment of six (6) of the Seven (7) most critical 

SGDs. It is anticipated that this model can be replicated in other least developed countries. 

 

4. Present Status of Agricultural Loans in Bangladesh1 

Bangladesh Bank (BB) formulates an "Agricultural and Rural Credit Policy and Program" to ensure an adequate 

flow of funds to the agricultural and rural economies in accordance with the broad-based objective of the 

Government of Bangladesh (Bangladesh Bank, 2022a). With a view to improving the socio-economic condition 

of the country and emphasizing the role of the agricultural and rural sectors, agricultural and rural credit policies 

and programs have been implemented through all the scheduled banks operating in Bangladesh. During FY22, 

BDT 288.34 billion (101.56 percent of target) was disbursed as agricultural and rural credit through all 

scheduled banks against the target of BDT 283.91 billion (Bangladesh Bank, 2022a). 

Despite the presence of a potent informal credit market in rural areas, Bangladesh Krishi Bank (BKB) and 

Rajshahi Krishi Unnayan Bank (RAKUB) play an instrumental role in the agricultural and rural finance of the 

country. Private Commercial Banks (PCBs), on the other hand, have been gradually extending their network 

throughout the country by means of establishing new branches and agent banking outlets, thus establishing the 

lion's share in agricultural finance in the country. In FY22, two specialized banks (BKB and RAKUB) and six 

State-owned Commercial Banks (SCBs) disbursed BDT 116.99 billion or 40.57 percent of total agriculture 

credit disbursement of BDT 288.34 billion, PCBs BDT 163.23 billion or 56.61 percent, and Foreign 

Commercial Banks (FCBs) BDT 8.12 billion or 2.82 percent (Table 1). The SCBs' overdue loans as a percent of 

their agricultural outstanding loans stood at 19.56 percent at the end of FY22, while for RAKUB and BKB it 

was recorded at 39.10 and 7.12 percent, respectively. The PCBs’ overdue loans as a percentage of their 

outstanding loans stood at 5.69 percent at the end of FY22(Bangladesh Bank, 2022a). 

                                                      
1      This portion is adopted from Annual Report, FY 2022, Bangladesh Bank 
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5.    Concept of Salam Sukuk, Its Structuring and Application in Agro Financing 

5.1     Concept of Salam Sukuk 

Sukuk is the plural of Arabic word sakk. Sukuk meaning 'legal instrument', 'deed' or 'check’in Arabic laguage 

mainly refers to the interest free Islamic Shariah-compliant equivalent of interest-bearing conventionalbond. 

Sukuk can be defined as the real asset backed interest free security which embodies the claim on the renenues 

generated from the underlying asset as well as the ownership of the asset. Since the charging of interest is 

strictly forbidden by Islamic Shariah, Sukuk are constructed by avoiding the accrual of interest and making fully 

compliant with Islamic principles. As the global sukuk market is expandiging day by day, different types of 

sukuk are emerging to meet the growing demand as per customers' choice and need (Nabi M. G.et al., 2016). 
Types of sukuk have been developed based on the underlying Shariah contracts. In general, sukuk can be 

classified based on different Shariah contracts such as partnersip, Ijarah (lease), sale, agency based contracts 

and hybrid (Figure-1) (Nabi M. G.et al., 2016). 

 

 

Salam sukuk is one of sukuk formed on the salam contract principle which involves the purchase of assets by 

one party from another party on immediate payment and deferred delivery terms. The purchase price of the 

assets is typically referred to as the salam capital and is paid at the time of entering into the salam contract. A 

salam contract may be construed as being synonymous with the objective of a forward sale contract. Forward 

sale contracts are generally forbidden under Shariah unless the element of uncertainty (gharar) inherent in such 

contracts is effectively eradicated. For this reason, certain criteria must be met in order for a salam contract to be 

Shariah compliant. 

Table 1: Agricultural Credit Performance by Lenders (Billion  BDT) 

 

 

          

FY20 

 

          

FY21 

FY22 

SCBs BKB RAKUB PCBs FCBs Total 

Disbursement 

target 

241.24 262.92 31.95 60.00 18.50 166.64 6.82 283.91 

Actual 

disbursement 

227.49 255.11 29.29 67.41 20.29 163.23 8.12 288.34 

Recovery 212.45 271.24 27.39 76.69 26.71 135.39 8.46 274.64 

Overdue 60.60 58.65 24.47 13.27 13.26 8.49 0.00 59.49 

Outstanding 455.93 459.40 125.11 186.29 33.91 149.15 3.56 498.02 

  Source:Bangladesh Bank, Annual Report, FY 2022 
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5. 2     Major Players Involved in Sukuk Issuance  

There are players in sukuk issuance.  

Originator: It refers to the beneficiary of issuance of sukuk. Initially it is more viable for the Government to 

originate Sukuk. Corporate originators may come later when the market for Sukuk is matured and floatation cost 

of Sukuk are reduced. Sukuk is attractive to those who possess substantial tangible asset on their balance sheets 

and are interested to expand funding through securitization of those assets.  

Special purpose vehicle (SPV): SPV is created to manage issuance of sukuk. Either separate entity or Islamic 

banks and investment banks can work as SPV.  

Investors of sukuk: The investors of Sukuk are central banks, Islamic banks, private commercial banks, non-

bank financial institutions and individual investors. Initially the investors of Sukuk certificate are confined in 

institutional players until large number of individual investors participate in the Sukuk market. Sukuk can be 

traded in the secondary market only at the face value of the sukuk or at the market value of the underlying asset 

depending on the type and structure of sukuk.  

Shariah Board- This board comprising Shariah experts, Islamic economist and finance advisors look after 

Shariah compliance issues in sukuk structuring. 

There are also other players such as issue manager, trustee, obligor, rating agency, accountant, auditor, etc. 

 

5.3   Sukuk al-Salam Structure 

According to DIFC Sukuk Guidebook there are 11 steps in salam sukuk structuring (Figure 2). 

Step 1: SPV issues sukuk, which represent an undivided ownership interest in certain assets (the salam assets) to 

be delivered by Originator. They also represent a right against Issuer SPV to payment of the Periodic 

Distribution Amount and the Dissolution Amount. 

Step 2: The investors subscribe for sukuk and pay the proceeds to Issuer SPV (the “Principal Amount”). Issuer 

SPV declares a trust over the proceeds (and any assets acquired using the proceeds – seeand thereby acts as 

Trustee on behalf of the Investors. 

Step 3: Originator enters into a sale and purchase arrangement with Trustee, in which Originator agrees to sell, 

and Trustee agrees to purchase, the Salam Assets from Originator on immediate payment and deferred delivery 

terms. 

Step 4: Trustee pays the sale price to Originator as consideration for its purchase of the Salam Assets in an 

amount equal to the Principal Amount. 

Step 5. Prior to each date on which Periodic Distribution Amounts are due to the Investors, Originator delivers a 

proportion of the Salam Assets to Trustee. 

Step 6. Originator (as Obligor) purchases a proportion of the Salam Assets from Trustee for an agreed Purchase 

Price.  

Step 7. Originator pays the Purchase Price as consideration for purchasing a proportion of the Salam Assets. 

Step 8. Issuer SPV pays each Periodic Distribution Amount to the Investors using the Purchase Price it has 

received from Originator. 

Step 9. Originator will be obliged to deliver all of the Salam Assets to Trustee and Trustee will sell and 

Originator will buy the Salam Assets at the applicable Exercise Price which will be equal to the Principal 

Amount plus any accrued but unpaid Periodic Distribution Amounts owing to the Investors.  

Step10. Payment of Exercise Price is made by Originator (as Obligor).  

Step 11. Issuer SPV pays the Dissolution Amount to the Investors using the Exercise Price it has received from 

Originator. 



642 

Figure 2: Steps in Salam Sukuk Structuring 

 
Source:  DIFC Sukuk Guidebook  

5.4     Key Features/Conditions of Salam Sukuk 

There are certain conditions in structuring sukuk (DIFC Sukuk Guidebook). 

(i)  There must be no uncertainty (gharar) between the Originator and the Issuer as to the currency, amount and 

manner of payment of the salam capital; 

(ii) Payment of the salam capital must be made immediately at the time of entry into the salam contract;  

(iii) The Salam Assets can only be (i) fungible goods that can be weighed, measured or counted and the 

individual articles of which do not differ significantly, or (ii) assets manufactured by companies that can be 

identified by standardized specifications and are regularly and commonly available at any time;  

(iii) The Salam Assets cannot be (1) a specific asset; (2) gold, silver or any currency if the salam capital was 

paid in gold, silver or any currency; (3) any asset or item for which the Originator may not be held responsible 

(e.g. land or trees); and (4) any asset or item whose value can change according to subjective assessment (e.g. 

precious stones);  

(iv) The Salam Assets must be assets for which a specification can be drawn up at the time of sale so that the 

Originator can be held to that specification;  

(v) The quality, quantity and time of delivery of the Salam Assets must be clearly known to the Originator and 

the Trustee in a manner that removes any uncertainty or ambiguity which may lead to a dispute;  

(vi)  Provided that the salam capital is paid at the time the salam contract is entered into, the delivery of the 

Salam Assets can occur periodically by way of instalments;  

(vii) The Trustee cannot sell the Salam Assets before it has taken delivery of the Salam Assets as this would 

amount to the sale of a debt, which is forbidden under Shari’a. However, delivery of the Salam Assets prior to 

the agreed delivery date is permissible;  

(viii) The sukuk certificates held by the Investors are generally non-tradable as they represent a debt (the debt 

being the future delivery of the Salam Assets). 



643 

(ix) The liabilities associated with the Salam Assets remain with the Originator and only once the Salam Assets 

have been delivered to the Trustee do the liabilities pass to the Trustee. 

 

5.5 Application of Salam Sukuk as Financing Tool for Agriculture Sector 

Bai Salam was practiced before the advent of Islam in Makkah, Madinah and in other parts of Arabia. The 

people in Madinah used to do Salam in dates cultivation for a period of two to three years. The people used to 

borrow interest-based loans from wealthy ones and generally from the Jews. The form of Salam prevalent in 

Madinah contained elements of Gharar (uncertainty). The Holy Prophet (peace be upon him) removed the 

elements of Gharar by asking the buyers and sellers to do Salam for known quality, specified time and weight 

(Ahmed, N., Mansoori, M. T., & Khan, A., 2018). 

Generally, in order for a sale to be valid under Shariah, the object forming the subject matter of the sale must be 

in existence and in the physical or constructive possession of the seller. The exceptions to this general position 

are sales made under salam and istisna contracts. As crop is very essential for maintaining human life, Islamic 

Shariah has permitted to use salam in financing crop production subject to certain conditions mentioned earlier. 

Shariah standard requirements apply to Salam Sukuk, such as, full payment by the buyer at the time of effecting 

the sale, standardized nature of underlying asset, clear enumeration of quantity, quality, date and place of 

delivery of the asset and the like. 

Countries like Bahrain and Gambia use salam sukuk for liquidity management and agricultural financing (ISRA, 

17). For supporting agricultural crop production, Bangladeshi Islamic banks can also use salam sukuk as 

financing agricultural crop production which is formed under a contract for delivery of goods in future with 

advance payment. The purchaser (Islamic bank) pays the seller (farmers)advance cash for purchase of crops in 

future and fixes a certain time for the delivery of the goods (crops). As the farmers need short term funds to buy 

seeds, fertilizer and water in producing crops, Islamic banks can provide short term funds and receive goods 

(crops) after harvest. Islamic banks can sell the goods (crops) to a third party in advance through execution of a 

parallel salam contract. 

6. Potentials and Challenges of Salam Sukuk 

There are great potentials of salam sukuk in financing crop cultivation and its diversification. 

(i) Huge fund for Supporting Agri Crops: By using salam sukuk, Islamic banks can enhance financing to 

support crop cultivation and its diversification as Bangladesh needs to ensure supply of food among 

169.4 million people. 

(ii) Reducing dependency on interest-based Financing: During FY22, all scheduled banks disbursed 

BDT 288.34 billion in Bangladesh as agricultural and rural credit of which Islamic banks accounted for 

15 percent (Bangladesh Bank, 2022 a,b).  

(iii) Use of Excess Liquidity-Utilizing the excess liquidity in Islamic banks can make a suitable profit 

instead of keeping funds idle. 

(iv) Fixed income instrument: As salam is a fixed income product, both investors and bank can use it 

smoothly. 

However, there are challenges in using salam sukuk for financing agricultural activities which include absence 

of Adequate Number of third parties, delay of delivery commodities on time and market price risks. Other 

challenges are continued product innovation, robust Shariah compliance, inclusion of Islamic values and use of 

risk sharing instruments. 

 

7. Conclusions and Policy Options 

Agriculture plays significant role in the economy of Bangladesh in terms of food security, employment 

generation, poverty reduction and supplying raw materials for key manufacturing units. All scheduled banks 

including Islamic banks played key roles in disbursement of agriculture financing in Bangladesh. However, 

Islamic banks accounts for only 15percent of total financing and the remaining 85 percent is supplied by interest 

based conventional banks. Given this, the current paper reviewed the recent trends of agricultural financing 
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provided by both conventional and Islamic banks in Bangladesh. It also focused on salam sukuk, its structuring, 

potentials and challenges in financing agricultural sector.  

Based on the preceding discussions, the paper made some suggestions for ensuring adequate supply of 

agricultural financing by Islamic banks based on Salam contract so as to have positive impact on agricultural 

output, maintaining food security, employment generation and poverty reduction in Bangladesh. Major 

recommendations include issuing Guidelines on salam sukuk, creating awareness on salam sukuk, strengthening 

Shariah governance, providing fiscal incentives, consolidating public procurement of agricultural commodities, 

introducing crop takaful (Islamic insurance), enhancing the size of Shariah based refinancing schemes, 

increasing number of third parties for parallel salam, involving large MFIs in interest free agricultural financing 

via salam sukuk and inclusion salam sukuk in annual ‘Agricultural and Rural Credit Policy and Program’ 

declared by Bangladesh Bank. By enhancing financing to support crop cultivation, Islamic banks can reduce 

gradually dependency on interest-based financing of conventional banks. Scheduled banks having Islamic 

banking branches and windows can use salam sukuk to cut dependency on interest-based financing for 

agriculture. 
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Abstract 

Riverbank erosion directly and indirectly affects human life and the socio-economics of Bangladesh. This 

study investigates the risk of Teesta riverbank erosion, its effects on the local population, and livelihood 

vulnerability in two upazillas of Lalmonirhat District of Rangpur division. A primary household survey was 

conducted with 210 households across two villages on the bank of the Tista River, Hatibandha and Aditmary 

Upazila. Thirteen major components were the focus of the survey: indicators of river bank erosion, financing, 

natural disaster, health, food, water, social network, agriculture, non-agriculture, and climate variability. The 

Livelihood Vulnerability Index (LVI) and the Livelihood Vulnerability Index-Intergovernmental Panel on 

Climate Change (LVI-IPCC) were used to select these components for analysis in order to predict and 

compare the vulnerabilities of different areas. According to the LVI and LVI-IPCC results, the Aditmary 

(Gobordhon) is a highly vulnerable area, and Hatibadha (Dhubni) is comparatively less vulnerable. The 

findings demonstrate that LVI achieved the highest scores in Gobordhan (0.70) and Dhubni (0.61). Index 

values should be interpreted as relative values to be compared only within the study sample. The livelihood is 

from 0 (least vulnerable) to 0.5 (most vulnerable). The selected villages in the research area have LVI 

components in poor condition, which increases their sensitivity and exposure while lowering their capacity for 

adaptation. These findings may allow policymakers to develop and implement efficient strategies and 

programs to reduce vulnerability and improve lives of the vulnerable riverine community in Bangladesh. 

Keywords: River bank erosion, exposure, sensitivity, adaptive capacity, Livelihood Vulnerability Index LVI-

IPCC. 

 

1. Introduction 

Worldwide, there is a high frequency of natural disasters like earthquakes, riverbank erosion, floods, tsunamis, 

and cyclones. The future severity of these natural disasters and climatic anomalies is expected to rise, as shown 

by the findings of the Intergovernmental Panel on Climate Change (IPCC). This increase will have a major 

impact on the social and ecological systems (IPCC, 2014). It is important in disaster science to have an 

understanding of the features of natural hazards and their fatalities. The vulnerability approach is a practical 

analytical method that characterizes a condition of being vulnerable to harm, powerlessness, and physical and 

social exclusion. It also directs how measures to reduce risks and enhance well-being are evaluated (Adger, 

2006). Bangladesh is a South Asian country that is highly vulnerable to natural disasters. The nation is facing 

multiple climate change-related issues, such as flooding, rising sea levels, global warming, and erosion of 

riverbanks. Among these problems, riverbank erosion is a significant concern for Bangladesh (Rahman, 2014). 

Erosion and accretion are continuous and common phenomena in the rivers of Bangladesh. Morphologically, 

Bangladesh is a deltaic floodplain composed of sedimentation deposited by major and minor rivers. The major 
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rivers of Bangladesh are highly dynamic and responsible for extreme bank erosion. As a result, 94 Upazilas of 

Bangladesh face riverbank erosion every year (Rumana et al.,2023). Riverbank erosion is a geomorphological 

phenomenon that can occur in coastal and fluvial environments worldwide, and its type and effects may vary. 

However, in Bangladesh, it is one of the most significant natural disasters that the country faces.(Bhuiyan et al., 

2017, Das et al.,2007,Pati et al,.2008). River bank erosion is a natural process that causes sandbars to shift and 

move within river catchments. This phenomenon can also lead to changes in the river's direction and the bank's 

shape due to various factors such as shear strength, bank and bed materials that are prone to erosion, pressure 

imbalances, low vegetation cover, obstructions in the streams, wind waves, and boat wakes. Two studies have 

explored the causes and effects of river bank erosion (Tanvir Rahman et al., in 2015; Bhuiyan et al., in 2017). 

Whereas the effects of other risks are only temporary, land loss due to riverbank erosion is permanent and has 

long-term economic implications. The ability of many rivers to cause erosion and devastation is well known 

throughout the world. 

The Teesta River flows across northwest Bangladesh and is prone to annual flash floods. The Teesta basin's local 

economies are largely dependent on natural resources, especially agriculture. The availability of natural 

resources for fuel, fodder, and food is unfortunately reduced as a result of flash floods, riverine floods, and other 

climatic events that frequently destroy farmland and other property. A wide range of socioeconomic problems 

are also present in the area, such as unemployment, discrimination, superstition, inequality, poverty, and poor 

education. In the lower Teesta, these factors disproportionately impact impoverished and marginalized 

communities, especially women who are more vulnerable to the combined effects of socioeconomic and climatic 

stressors (Ferdous&Mallick, 2019). The objective of the study is to assess the impact of riverbank erosion on the 

livelihood vulnerability of households residing along the Teesta River. 

 

2.      Literatures rivew 

The most notable rivers in this regard are the Mississippi-Missouri River System in North America, the Ganges 

and Brahmaputra Rivers in India and Bangladesh, the Mekong Rivers in Asia, the Amazon River in South 

America, and the River Nile in Africa (Das et al., 2014). The Danube River, which is the second-longest river in 

Europe, also faces erosion and poses a challenge for many European nations (Jones et al., 2007). Riverbank 

erosion is a natural hazard that many countries face worldwide (Rinaldi, 2003). For those living near rivers in 

India and Bangladesh, riverbank erosion is considered a slow, silent, and vulnerable disaster that results in the 

loss of property (Rahman et al., 2015; Shamsuddoha & Chowdhury, 2007). Riverbank erosion is a recurring 

natural hazard that affects the lives and property of those living in riverbank areas (Ahmed 2016; Islam et al. 

2016; Alam et al. 2017). Riverine households' livelihoods are at risk as a result of the erosion, which is causing 

them to lose land, homesteads, ponds, crops, trees, and other resources. It is expected that climate change will 

increase the mean annual temperature and create unpredictability in rainfall. 

This could lead to a decrease in the productivity of cereal crops, and an increase in the burden of weeds, insects, 

and diseases on livestock and crops (Majumdar et al., 2023; Molua, 2009; Niang et al., 2014). Bangladesh is 

situated in the Bengal delta which was developed by three mighty rivers i.e., the Ganges, the Brahmaputra and 

the Meghna (GBM) (Bhuiyan et al., 2017; Rahman and Islam 2016). The GBM basin is home to the highest 

sediment deposition rate worldwide, as stated by Kuehl et al. 1989). Research suggests that the Bengal Delta 

receives about 600 million tons of sediment per year, out of which 1050 million tons come from the Bengal 

basin (Kuang et al., 2017; Milliman et al., 1995; Meade 1996). This excessive sedimentation is leading to 

shallower river beds and more silt accumulation, resulting in frequent changes to the river's configuration and 

constant channel shifting. Explored these phenomena are responsible for riverbank erosion and fluvial flooding 

in the country (Rogers et al. 2013; Elahi et al. 1990). Climate change is expected to cause natural disasters such 

as destructive floods, tropical storms, erosion of riverbanks and coastal areas, storm surges, and seawater 

intrusions, which may displace a significant number of people globally (Mackay, A. 2008; Parry, M. L. (Ed.) 

2007; Knight, Leonard, 2009).  

Bangladesh, a South Asian nation, is particularly vulnerable to the effects of climate change and is among the 

countries that experience natural disasters most frequently. Disasters affect around 5% of the country's 

population each year, according to (Shahriar, 2020; Luetz & Sultana,2019). Climate change is a severe problem 
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worldwide (Mitra & Kumar Mandal, 2023; Cramer et al., 2018; Dietz et al., 2020; Huong et al., 2019). The 

changes in climate parameters have made social and ecological systems more vulnerable. A person's source of 

income is a critical factor in determining their lifestyle. Vulnerability refers to the ability to anticipate, manage, 

withstand, and recover from the effects of natural disasters. The vulnerability approach is a powerful analytical 

technique to characterize vulnerability to harm, powerlessness, and social marginalization. It has also helped to 

assess interventions that enhance well-being by reducing threats (Adger, 2006; Kasperson et al., 2022). This 

method has been widely applied in various fields, such as rapid urbanization, landslides, flash floods, social and 

cultural shifts, land-use changes, pandemic scenarios, and climate change (Liu & Miao, 2018; Singha et al., 

2020; Talukdar et al., 2020). 

The three components of vulnerability are exposure, sensitivity, and adaptive capacity (Schneider, 2007; Singha 

& Pal, 2022). Rural households in developing countries are vulnerable to climate change due to their lack of 

adaptive ability and restricted recovery strategies (Huong et al., 2019; Zhang et al., 2019). Livelihood 

vulnerability refers to the degree to which a system is susceptible to the adverse effects of social and physical 

risk and unable to adjust (IPCC, 2007).  

Assessing livelihood vulnerability helps in making informed decisions, and there are various methods used to 

evaluate and integrate connections between humans and their environment (Shah et al., 2013). Different 

geographic regions face different environmental hazards with varying attributes such as intensity, magnitude, 

frequency, and damageability. In mountainous areas, landslides, climate change, and other natural disasters are 

the primary risks leading to vulnerability (Ratemo et al., 2017; Claude et al., 2020; Singha et al., 2020). It is 

important to assess the susceptibility of riverine households to the loss of their livelihood and their level of food 

security. In doing so, it is necessary to take into account available resources for adaptation and alternative 

livelihood options. This study aims to understand how riverine rural families respond to climate change risks 

and other challenges, in order to reduce the acute circumstances of food and livelihood insecurity, which often 

lead to migration and displacement within the country.  

The study would use data from a cross-sectional survey to gain a better understanding of household vulnerability 

and response techniques. Policymakers can use this information to target local adaptation strategies more 

effectively, which are key to reducing food insecurity and improving the livelihoods of impoverished farmers 

(Adger et al., 2005; Lobell et al., 2008; Wheeler & Von Braun, 2013; IPCC, 2014). Individuals and households 

engage in a variety of activities and strategically allocate their finite resources to enhance their quality of life. 

These activities may include both agricultural and non-agricultural pursuits that provide options for earning 

income and acquiring food, thereby contributing to an individual's overall livelihood. (Arif et al., 2019; 

Drinkater & Rusinow, 1999). 

According to a study, The Teesta River riparian women are the most vulnerable among all vulnerable groups. 

This is not just because of their gender roles and responsibilities, but also due to discriminatory social norms and 

practices. These include factors such as lack of property ownership, limited access to education, early marriage, 

the dowry system, and acceptance of domestic violence against women. Such practices create additional barriers 

to women's mobility and economic empowerment (Ferdous & Mallick, 2019).The study focused on Teesta River 

channel shifting, erosion, the impact of catastrophic disasters on livelihood, and the mitigation process to reduce 

the effects of such disasters. The study primarily relies on primary data. The study's significant findings indicate 

that the people living in this area are highly vulnerable to erosion and lack the capacity and resources to cope 

with it(Rumana et al., 2024). 

The results indicate that Ganachara upazila is more vulnerable to climate stress than Kaunia upazila due to 

limited resources and a lower capacity to counter climate change. Ganachara upazila has a higher level of 

exposure and sensitivity to climate change, and a lower adaptive capacity compared to Kaunia. Households that 

depend on agriculture are at a higher risk of vulnerability in both upazilas (Pal et al.,2021). According to the 

study, rural communities living along the Teesta River bank have had to adopt several coping mechanisms to 

deal with recurring bank erosion. These include salvaging building materials, gathering wild vegetables, 

utilizing traditional food-making techniques, going hungry, selling productive assets, borrowing money and 

food, migrating for income, and seeking alternative livelihoods (Sultana et al., 2018). 
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3.      Methodology 

For this study, the Hatibandha and Aditmary Upazila in Bangladesh's Lalmonirhat District, which are 400 km 

north of the country's capital Dhaka, were selected (Fig. 1) since they are among the riparian environments in 

Bangladesh most severely impacted by erosion. The Teesta River traverses the Hatibandha and Aditmary 

Upazilas, and reports indicate that erosion causes annual riverbank losses of about 1,11,000 hectares (Daily 

observer, 2023). 

In Fig. 2, some images of livelihoods and riverbank erosion along the Teesta are shown. Based on reports, 

newspapers, and expert opinions, villages were purposefully chosen according to the degree of erosion. 

Recipients were randomly chosen from households within the village. Houses along riversides made up the 

study sample. Households along riversides experience different levels of livelihood vulnerability because of 

their distinct identities in relation to the rivers and the ever-changing patterns of erosion and deposition caused 

by these changes. 

 

Fig. 1: Location map of the study area. 

 
 

3.1     Household survey 

Information on livelihoods, socioeconomic status, awareness of and susceptibility to climate-driven environmental 

hazards, and adaptation techniques were gathered through questionnaire surveys. A pilot test of the survey was 

conducted. To make sure the information is sufficient and to prevent any ambiguity in the questions, the first author 

polled 20 respondents. Seven percent of those who identified as the head of the household were interviewed from 

both villages, providing a sample size of 210 for the research. Face-to-face interviews and a structured survey 

questionnaire were used to gather data between July and October of 2023. A random number table generated by a 

computer was used to select homes from each village to ensure that the sampling process was random. If a respondent 

refused to be interviewed or was unavailable, the interviewer moved on to the next home until the required number of 

respondents for that particular village was reached. The t-test and chi-square test were used to determine the riverbank 

riparian communities. Based on a pilot survey and review of the literature, the villages along the Tista River's riparian 

areas were chosen. The ensuing elements were considered: Village locations, levels of flood risk during the rainy 

season, agricultural practices as the main source of income, the fact that over 60% of the population depends on rivers 

for their livelihood, and more to serve as a comparison of the socioeconomic structure conditions of the isolated 

village and the villages connected to the mainland (Singha & Pal, 2021). 

 

3.2     The rationale and selection of LVI indicators 

Thirteen major components and seventy-five sub-components have been used under three contributing factors 

(adaptive capacity, exposure, and sensitivity) in light of the biophysical hazards of the Teesta riparian corridor 

and based on previous studies (Das et al., 2020; Azam, G., Huda, M. E., Bhuiyan, M. A. H., Mohinuzzaman, M., 

Bodrud-Doza M., & Islam, S. D. U, 2021; Ghosh & Ghosal, 2021; Hahn et al., 2009). Table 1. shows how the 

IPCC classified the contributing factors. To gather information from these extremely vulnerable riparian villages 

along the Teesta, surveys of households and in-person interviews with respondents were conducted. Using the 

multi-level stratified random sampling technique, household data from different LVI domains was collected. 
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Three blocks of Gobordhon Aditmary upazilla and three blocks of Dhubni of Hatibandha upazilla were selected 

to conduct the field survey in order to comprehend the LVI. From these two villages, 210 household respondents 

were chosen at random to make sure there was sufficient information provided and that the questions were clear. 

A semi-structured questionnaire was developed to investigate the potential effects of a loss of livelihood on 

households. The questionnaire's main objective was to gather information about the participants, such as their 

age, gender, occupation, degree of education, and susceptibility to different aspects of the inhabitant's exposure, 

sensitivity, and capacity for adaptation. In addition, a field survey was carried out to comprehend the different 

river erosion conditioning factors in the villages that were surveyed.  

    

3.3     Vulnerability Analysis 

When environmental and socioeconomic factors alter and cause disruptions to a person's way of life, they 

become vulnerable as a community (Adger & Vincent, 2005). Vulnerability assessment examines socio-

economic processes and natural outcomes to identify vulnerable individuals and the context of natural hazards. 

(Hahn et al., 2009). According to the IPCC(Parry & Palutikof, 2007) vulnerability is a function of 3 dimensions: 

exposure, sensitivity, and adaptive capacity.  

Vulnerability = ƒ (exposure, sensitivity, adaptive capacity). 

Generally, vulnerability is positively related to a system’s exposure and sensitivity, but negatively related to 

adaptive capacity (Ford et al., 2010).The livelihood vulnerability of riverside dwellers was measured by an LVI 

(Alam, 2017) and CVI (Pandey & Jha, 2012) focusing on major determinants under the appropriate IPCC 

framework. 

Three primary factors—exposure, sensitivity, and adaptive capacity—are used by the IPCC framework to 

measure vulnerability. The human, natural, physical, social, and financial household capital of a sustainable-

livelihood framework (SLF) is incorporated into the composite index-oriented LVI used in this study to enable 

better integration with sensitivity and adaptive capacity. Other academics have employed this type of 

methodology(Orencio & Fujii, 2013). SLF's primary drawback is its incapacity to incorporate the sensitivity and 

adaptive capacity indicators. In this study, the LVI approach deals with a group of 13 major components 

consisting of major indicators and sub indicators under 5 categories of livelihood capital (human, natural, 

physical, social, and financial capital). It includes social networks, housing and production tools, land, natural 

disasters, food, water, health, food, knowledge, livelihood strategies, and both agricultural and nonagricultural 

assets. Specific to the context utilizing an integrated approach and a weighted balance, LVI and CVI were used 

(Hahn et al., 2009). Context-specific LVI and CVI were applied using an integrated method and weighted 

balance. 

These context-specific LVI and CVI adopted additional components and indicators based on study-area context 

through literature review, expert consultation, and local circumstances(Hahn et al., 2009). The degree of 

vulnerability among respondents within and between groups was displayed using a scale that went from 0 (least 

vulnerable) to 1 (most vulnerable). The index was influenced equally by each major indicator, even though each 

major indicator has some sub-indicators. All components were given equal weight. Equation was used to 

standardize the data because the specific component was measured on a specific scale (1).  

Indexzb=                                                             (1)                                                             

Where Zb is the initial value of area b's subcomponent, and Zmin and Zmax are the subcomponent's lowest and 

maximum values, correspondingly. With these lowest and maximum values, the standardized index was created. 

To investigate the percentage of certain components, a scale with a range of 0 to 100 was employed. Once 

standardization was completed, an average of every subcomponent was determined. Equation (2). 

Mb=                                                                  (2)                                                            
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Here, Mb represents the value of the primary components for area b, which are the Natural Hazards (ND), Food 

Status (FS), Water Status (WS), Livelihood Strategies (LS), Social Networks (SN) and Health Status (HS). List 

Index For major components Mb, n is the number of subcomponents in the major component M, and Zai is the 

subcomponent value index by i of those components. The values of the 13 major components under the five 

major capitals of livelihood were first added together to form the five livelihood assets (financial, physical, 

social, natural, and human capital), which were then used directly to the weighted average of these values in 

Equation (3).  

LVIb=                                                                        (3) 

Equation (3) above can also be expressed as Equation (4): 

LVIb =                                    (4) 

Where LVIb is the livelihood-vulnerability index of area b; WMz is the weightage of component z; WH, WN, 

WS, WP, and WF are the weight value of human capital, natural capital, social capital, physical capital, and 

financial capital, respectively. Equation (4) can be expressed as: 

   LVIb=  (5) 

WH, WF, WW, WKS, WLS, WL, WCC, WNDC, WSN, WHPM, WNAA, WAA, and WFI represent the The 

weight of resources such as food, water, health, knowledge and skills, livelihood strategies, land, climate 

variability, natural disasters, social networks, housing and means of production, assets related to agriculture and 

non-agriculture, finances, income, and so forth. 

Similarly, the number of indicators under the following categories: finance and income; HV, FV, WV; KSV, 

LSV, LV; CCV, NDCV, SNV; HPMV; NAAV, AAV, and FIV; food and water; knowledge and skill; livelihood 

strategies; land; climatic variability;natural disasters social networks; housing and production means; 

agricultural and nonagricultural assets; and so on, respectively. 

IndexExp=                                                                         (6) 

 where the weights for land (L), climate variability (CC), and natural disasters (ND) are represented, 

respectively, by Wexp1, Wexp2, and Wexp3. Health (H), food (F), and water (W) were used to calculate the 

index of sensitivity (Sen) using the following formula: Equation (7) 

IndexSen=                                                                            (7) 

The weights for food (F), water (W), and health (H) are represented by the symbols Wsen1, Wsen2, and Wsen3, 

respectively. Equation (8) measures the adaptive capacity index, or Adacap, which is composed of the following 

components: Agriculture assets (AA), non-agricultural assets (NAA), knowledge and skills (KS), livelihood 

strategies (LS), social networks (SN), household and production means (HPM), and finance and income (FI) are 

among the things that are considered. 

IndexAdaCap=         (8) 

Whereas the weights for knowledge and skill (KS), livelihood strategies (LS), social networks (SN), household 

and production means (HPM), agricultural assets (AA), nonagricultural assets (NAA), and finance and income 

(FI) are represented by the symbols Wad1, Wad2, Wad3, Wad4, Wad5, Wad6, and Wad7, respectively. 



651 

Equation (9), which takes the values of exposure, adaptive capacity, and sensitivity, was used to 
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Health 

 

 

 0.29 

 

 

0.31 

Percentage of HHs who have, on average, received 

medical care from a licensed professional 

0.16 0.49 

Percentage of households with family members who 

suffer from chronic illness 

0.32 0.44 

Percentage of HHs receiving medical care from a nearby 

physician while unwell 

0.62 0.23 

Percentage of households with a sanitary restroom 0.22 0.22 

Percentage of households where a family member missed 

work for two weeks due to illness 

0.11 0.19 

 

Food 

 

0.38 

 

 

0.62 

 

 

Percentage of HHs who are concerned about not eating 

enough food in the past three months. 

0.75 0.83 

Percentage of HHs who are obligated to eat fewer than 

three meals a day because there hasn't been enough food 

available for the past three months.  

0.27 0.69 

Percentage of HHs who, as a result of lack of resources, 

go to bed hungry 

0.11 0.35 

 

Water 

 

0.05 

 

 

 

0.27 

 

 

Percentage of HHs with easy access to their own water 

source (tubewell). 

0.06 0.02 

Percentage of HHs who use water from rivers, ponds, 

water holes, or sources contaminated with arsenic for 

drinking. 

0.06 0.63 

Percentage of households receiving water from a tubewell, 

which is a distant water source. 
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Possessing the skills necessary to handle natural disasters 

like floods. 

0.91 0.99 

Growing multiple crops in a given season 0.84 0.95 

Having agriculture as their primary source of income 0.33 0.93 

Natural disasters impact non-farm activities. 0.40 0.95 

Being unemployed during the flood season. 0.90 0.16 

Acquiring natural resources when floods are occurring. 0.93 0.98 

Fishing in the season of flooding. 0.32 0.74 

 

Land 

 

0.40 

 

0.92 

HHs don't own any land at all. 0.36 0.63 

Homestead land owned by HHs that is not farmed 0.61 0.41 

HHs having up to 50 decimals of cultivable land 0.40 0.06 

HHs with 50–104 decimal places under cultivation  0.61 0.99 
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Percentage of households that have experienced severe 

flooding in the previous ten years. 

0.81 0.91 

HHs' annual percentage of river erosion 0.69 0.99 

Percentage of homeowners not receiving warnings about 

floods and other natural disasters. 
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  Floods have been getting worse over the past ten years. 0.95 0.76 

Facing a ten-year trend of steadily rising riverbank erosion 0.92 0.86 
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Weather has been gradually getting hotter during the past 

ten years. 

0.82 0.59 

The last ten years have seen a steadily rising wintertime 

temperature. 

0.71 0.56 

Rainy season has been getting heavier over the past ten 

years. 

0.55 0.42 
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0.65 0.37 

Facing progressively more rainfall during the winter 

months than during the previous ten. 

0.61 0.34 

Over the past ten years, there has been a steadily longer 

winter. 

0.52 0.38 

Over the past ten years, the summertime has been getting 
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0.64 0.50 

The last ten years have seen a steadily worsening drought. 0.59 0.54 

The last ten years have seen a steadily rising number of 

cyclones 

0.44 0.58 
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HHs' percentage that permitted female family members to 

work outside the home 

0.69 0.72 

Percentage of HHs enrolled in any kind of farming 

association. 

0.87 0.94 

Percentage of HHs active in all political parties 0.90 0.98 

Percentage of HHs participating in any given NGO as 

members. 

0.77 0.85 

Percentage of HHs who are employed by any kind of 

government agency. 

0.90 0.93 
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Percentage of households without a permanent residence 0.76 0.94 

The percentage of households where flooding has 

occurred 

0.81 0.86 

Percentage of households without access to means of 

production. 

0.16 0.01 
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Cows 0.39 0.81 

Bulls 0.73 0.90 

Calves 0.68 0.87 

Poultry (>5) 0.48 0.72 

Goats/sheep 1.00 1.00 

Buffalos  0.98 0.99 
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0.78 

 

 

0.97 

 

Furniture, 0.24 0.92 

motorbikes, 0.88 0.99 

bicycles 0.62 0.85 

vans 0.97 1.00 

Rikshaw 0.93 1.00 

Easy bike 0.76 1.00 

Rice-husking machine. 0.89 1.00 

Machine for irrigation 0.79 0.99 

Boat 0.95 1.00 
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0.58 

 

0.51 

 

 

Lending money to other people 0.43 0.91 

Borrowing money from relatives. 0.91 0.73 

Borrowing money from friends 0.73 0.23 

Borrowing money from neighbors 0.76 0.64 

Borrowing money from NGOs in the last 12 months. 0.22 0.19 

Borrowing money from a local moneylender. 0.27 0.08 

Having an income source during the seasonal famine 0.76 0.76 
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(Monga) from September to December 

    Overall Livelihood Vunerability index *** 

     (Ha=Hatibandha,Ad= Aditmary) 

0.61 0.70 

   Source: Author Field Survey 

 

calculate the weighted average of CVI. 

 CVI=1- ×                                                              (9)  

Where the quantity of major components in the i-th vulnerability dimension is represented by ni. Each 

dimension's value varied from a minimum of 0 to a maximum of 1. 

 

3.4      IPCC framework approach 

The IPCC definition of vulnerability is also used to compute the LVI. The three dimensions of vulnerability 

analysis exposure, sensitivity, and adaptive capacity are derived from the seven major components using the 

IPCC approach. Natural disasters and climate variability are examples of exposure; food, water, and health are 

examples of sensitivity; and social networks, livelihood plans, and sociodemographic profile are examples of 

adaptation. The following equation was used to combine the three contributing factors after the values of these 

three dimensions were determined: The LVI for the community is represented by 𝐿𝑉𝐼 − 𝐼𝑃𝐶C𝑎 = (𝐸𝑥𝑝 − 

𝐴𝑑𝑎𝑎𝑝) ∗ 𝑆𝑒𝑛. The minimum value for 𝐿𝑉𝐼 − 𝐼𝑃𝐶𝐶 was scaled to a minimum of -1 (least vulnerable) and a 

maximum of 1 (most vulnerable). 

A major problem associated with the vulnerability analysis is choosing robust and relevant indicators specific to 

local communities (Mekonen et al., 2021; Salvati and Carlucci, 2014; Etwire et al., 2013; Adger, 2006). To 

address this limitation, an extensive review of literature and consultations with the subject experts were carried 

out to produce comprehensive results. The methodology of this study can be applied to estimating and 

comparing the vulnerability of other rural communities due to the flexibility of the method which allows the 

changes of indicators according to the circumstances of a given condition of a region, sector of community. 

Additionally, evaluating the impact of a program or policy to determine whether or not the planned activities 

contribute to lowering household vulnerability may benefit from looking at the index value of indicators or sub-

components. 

Table 1. The components and indicators of the Climate Vulnerability Index (CVI) and the Livelihood 

Vulnerability Index (LVI) were created specifically for this study (HHs = households; NGOs = nongovernmental 

organizations). 
Note: The livelihood vulnerability index value is interpreted as relative values to be compare within the sample area only. The livelihood 

vulnerability index is scaled from 0 (least vulnerable) to 0.5 (Most vulnerable). 

 

4.      Results and discussion 

This section provides an interpretation of the livelihood vulnerability, CVI, and LVI findings. The contributing 

factors to vulnerability are depicted in Figure 2. Additionally, it displays the LVI and CVI values between 

Hatibandha Upazila (less than 4 km from the mainland) and Aditmary Upazila (more than 6 km from the 

mainland), emphasizing the major and subcomponents that differ between indicators. 

Figure 2. is a spider diagram that illustrates the major components of the livelihood vulnerability of riparian 

dwellers in the study area, as determined by the IPCC-VI. 
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4.1    Livelihood Vulnerability Index 

In Aditmary Upazila, the LVI value of riparian dwellers was 0.71, higher than that of Hatibandha Upazila 

dwellers (0.60). These values show that the Aditmary dwellers in the study area are vulnerable with regard to 

their assets for maintaining their livelihood. The Aditmary residents of the farther-off area had less access to 

basic public services, including health, finance, and education. They were also more marginalized. The two 

groups' socio-demographic traits were comparable, although there were differences in a few sub indicators, such 

as knowledge skill, livelihood strategies, water and health. In both areas, it was found that households led by 

women were more susceptible than those led by men. 

Aditmary Upazila's residents possessed greater knowledge and skill, employed more sustainable livelihoods, 

and were in better health than those of Hatibandha Upazila. Aditmary Upazila's index values for land, natural 

resources, and natural disasters were higher than Hatibandha Upazilla's. But the climate variability Hatibandha 

Upazilla were higher than those of Aditmary Upazila.Aditmary Upazila residents' social network index value 

was also higher than Hatibandha Upazila residents. In contrast, residents of Aditmary Upazilla possessed greater 

index values for non-agricultural assets, housing and production means, and agricultural assets than residents of 

Hatibandha Upazila. The financial income index in Aditmary Upazila had a higher value than in Hatibandha 

Upazila. 

 

4.2    Index of Climate Vulnerability  

The CVI values of the riparian inhabitants in Hatibandha Upazila and Aditmary Upazila were high.There was an 

almost significant difference between the values and those of Hatibandha Upazila (Table 1). 

 Table 2. A significant component of riparian inhabitants' way of life and their vulnerability to climate change. 

Major Dimensions Hatibandha Aditmary 

Exposure (Natural disaster, Climate variability and Land) 0.64 0.66 

Sensitivity (health, food, and water) 0.25 0.38 

Adaptive capacity (skill and knowledge, means of subsistence, 

social networks, housing and means of production, assets related 

to agriculture and non-agriculture, and finances and income). 

0.85 0.97 

Index of Climate vulnerability  2.61 2.27 

LVI-IPCC -0.05 -0.12 
        Source: Author Field Survey 

Note: The LVI-IPCC is scaled from −1 (least vulnerable) to 1 (most vulnerable). LVI-IPCC, livelihood vulnerability index-

Intergovernmental Panel on Climate Change. 
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Fig. 3: Triangular diagram showing the contributing factors of the IPCC-VI of the study area 

        
       Source: Author Field Survey 

 

Table 1. displays the major LVI dimensions' values. Between the two riparian dweller groups, there is a 

significant difference in the values of the major indicators of vulnerability. In comparison to Aditmary Upazila, 

Hatibandha Upazila had lower values for exposure, sensitivity, and adaptability Table 2. According to the values, 

riparian residents of Aditmary Upazila are more vulnerable to natural hazards and are exposed to them more 

than those of Hatibandha Upazila. In the same way, residents of Hatibandha Upazila had a lower capacity for 

adaptation than residents of Aditmary Upazila. According to LVI-IPCC estimation results, Aditmary Upazila 

residents are more vulnerable, which is consistent with earlier findings (Gerlitz et al., 2017; Pandey et al.,2017; 

Mamun et al., 2023). 

 

5.       Conclusions 

Bangladesh is particularly vulnerable to natural calamities because of its location. 

This study's goal was to examine how vulnerable riparian residents' livelihoods are to frequent natural disasters 

like drought, riverbank erosion, and flood inundation. It took a context-specific, holistic approach to examine 

the main livelihood components. When visiting villages and conducting in-person interviews with respondents, 

the researcher would travel many miles on foot and sometimes by local boat. In terms of assets for sustaining 

their livelihood, the study shows that the residents are vulnerable regardless of the location. According to LVI 

and CVI data, the resident groups are susceptible to erosion of the riverbank. Additionally, they note that 

significant components and subcomponents differ in variability. The primary causes of livelihood vulnerability 

include inadequate social networks, inadequate access to food, water, and healthcare facilities, and restricted 

availability of financial resources and assets related to agriculture and non-agriculture. According to interviews, 

riparian dwellers believe that a long-term development strategy that includes social forestry, road construction, 

year-round employment, and capacity building would strengthen resilience against vulnerability. Enhancing 

riparian residents' ability to adapt by expanding their access to basic public services, diversifying their sources 

of income, enhancing communication, and improving transportation is essential. 
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ivRZ¡ ga¨¯^Z¡‡fvMxi—Kz‡cvKvZ Drcv`K Avi †fv³v: 

†cÖwÿZ K…wlc‡Y¨i g~j¨ 

Reign of the Meddler—Defeated Producers & Consumers: In Context of Agricultural Commodity Price 

 

†gvt Rvnv½xi Avjg 
*

 

Md. Jahangir Alam 

 

mvims‡ÿc MYgvby‡li A_©bxwZwe` Aa¨vcK W. Aveyj eviKv‡Zi fvl¨ †Kej bq, G K_v †KD A¯̂xKvi Ki‡Z cvi‡e bv K…wl I 

MÖvgB Avm‡j Avgv‡`i BwZnvm, mgvR, ivRbxwZ, ms¯‹…wZ, A_©bxwZ Ges gvby‡li Rxeb-RxweKvi cÖvY‡K› ª̀| †KvwfW-19 Ges 

BD‡µb-ivwkqv hy‡×vËi we‡k¦i kw³kvjx A_©bxwZi †`k wech© Í̄ n‡jI evsjv‡`k g~jZ K…wl‡K cyuwR K‡i wU‡K Av‡Q| 

n¨uv, evsjv‡`k bvgK G f‚LÐ ¯̂vaxb n‡q‡Q weMZ cvuP `k‡Ki AwaKKvj c~‡e©| G AÂ‡ji A_©‰bwZK BwZnvm ch©v‡jvPbv Ki‡j 

†`Lv hvq my`yi AZxZ †_‡K K…wlB GLvbKvi gvby‡li Rxeb RxweKv Avi A_©bxwZi g~j wfwË| mvgvwRK Ae ’̄v, Ae ’̄vbI K…wl‡K 

wN‡iB| wbišÍb †kvlb-eÂbv-jyU-jywÚZ m¤ú` Avf¨všÍwib Ges AvšÍ©RvwZKfv‡e cvPv‡ii wmsnfvMB G LvZ-‡ÿÎ mswkøó| 

gyw³hy‡×i BwZnvm e‡j MÖvgxb-Rbc‡`i cÖvwšÍK gvby‡li †ewki fvMB gyw³hy× K‡iwQj, wbišÍi mnvqZvI K‡iwQj Rxe‡bi SzwK 

wb‡q| my`xN© Ges eûgvwÎK ˆelg¨ †kvlb eÂbvi weiæ‡× 1971 mv‡j gyw³Kvgx RbZv ¯̂k¯¿ msMÖv‡gi ga¨w`‡h ¯̂vaxb mve©‡fŠg 

evsjv‡`k bvgK f‚LÛ, ivóª Ges jvj mey‡Ri cZ cZ K‡i Iov cZvKv AR©b K‡i|G RvZxi eûgvwÎK cÖZ¨vkvi g‡a¨ Ab¨Zg 

wQj ˆelg¨nxb A_©bxwZ Ges Amv¤úª`vwqK gvbl KvVv‡gv wewbg©vb|¯̂vaxb †`k‡K e½eÜz †m j‡ÿ¨B cwiPvjbv KiwQ‡jb, 

MYcÖRvZš¿x evsjv‡`‡ki 1972 Gi g~j msweavb †mB j‡ÿ¨B iwPZ| †hLv‡b msweav‡bi Aby‡”Q` 7(1) G ejv Av‡Q cÖRvZ‡š¿i 

mKj ÿgZvi gvwjK RbMb| 10B Rvbyqvix 1972 †_‡K 15 AvM÷ 1975 ch©šÍ 1314 w`‡bi †`k †mevKv‡j evsjv‡`‡ki ’̄cwZ 

e½eÜz †kL gywReyi ingvb f½yi A_©bxwZ c~btiæ×v‡ii j‡ÿ K…wl‡Z mgevq, K…wlwfwËK wkí—cvUwkí, wPwbwkí, wkÿv BZ¨vw` 

RvZxqKiY K‡ib| Rwgi wmwjs wba©vib I 25 weNv ch©šÍ LvRbv gIKzd K‡ib BZ¨vw`| mKj Kg©cÖ‡Póvi g~j jÿ¨ wQj DbœZ mg„× 

evsjv‡`k wewbg©vb| me©cwi K…lK, K…wlRxwe Ges kÖgRxwe gvby‡li AwaKvi wbðZKiY| ˆel‡g¨i ª̄óv `yb©xwZ| K…wl‡ÿ‡Îi GB 

`yb©xwZ Ges Ae¨e ’̄vcbv g~jZ: ga¨¯̂Z¡‡fvMx†`i m¤ú`m„wó Avi jyUcv‡Ui c_ cÖk¯’ K‡i P‡j‡Q| evsjv‡`‡k Gi evoevošÍ wbiš¿b 

Ges jvMvgnxb| Ab¨w`‡K ewnt¯’, ewÂZ K…wlcY¨ Drcv`bKvix Ges m‡e©vZfv‡e †fv³v‡kÖwYI| gy³-¯̂vaxb †`‡k 72-Gi 

msweav‡bi g~j Pvi bxwZi g‡a¨ Ab¨Zg mgvRZš¿, hv gyw³Kvgx RvZxi e„nËi e‡M©I gvby‡li g~jZ K…lK-kÖwgK Z_v kÖgRxex 

gvby‡li AwaKv‡ii ¯̂xK…wZ w`‡qwQj| 

K…wlcY¨ Drcv`b †_‡K †fvM ch©šÍ gyjZ wZbwU †kÖYxi m¤ú©K Awe‡”Q`¨ (K) Drcv`K (L) ga¨ ’̄¯̂Z¡‡fvMx (M) †fv³v| GLv‡b 

Drcv`bKvix wb‡R Drcv`K Ges †fv³v| ga¨¯̂Z¡‡fvMx, ga¨¯̂Z¡‡fvMKvix Ges †fv³v wKš‘ †fvMKvix †kÖwY ïay †fv³v| GLv‡b 

†kvlY eÂbv I jyUcv‡Ui gvÎv Ges MwZg~L †kÖwY‡f‡` eûiƒcx Ges eûgyLx| Aek¨ GLv‡b Drcv`bKvix Ges †fv³vi eÂbvi gvÎv 

mxgvnxb| K…wlcY¨ Drcv`‡b Drcv`bKvixi e¨‡qi ¯̂iƒc, Av‡qi aib -eÂbvi gvÎv, MwZgyL, †fv³vi †kvlY-eÂbvi aib, 

ga¨¯̂Z¡‡fvMxi jyUcv‡Ui †KŠkj, jywÉZ m¤ú‡`i MwZgyL, m‡e©vcwi Gme cÖwµqvi mv‡_ †`‡ki †gŠwjK bxwZ Ges msweav‡bi mv‡_ 

m¤ú©K, m¤úwK©Z wewfbœ LvZ-†ÿÎ, ivR‰bwZK, A_©‰bwZK, mvgvwRK AwfNvZ, Kj¨vY ivóª cÖwZôvi mycvwik BZ¨vw` Gme cÖe‡Üi 

g~j DcRxe¨| 

 

1.     f‚wgKv 

n¨uv, wd‡i hvB A_©bxwZwe` Aa¨vcK W. Aveyj eviKv‡ii Kv‡Q| wZwb e‡j‡Qb,Ó evsjv‡`k mg„× GK†`k, Z‡e GLv‡b Rbmg„w× 

N‡Uwb| evsjv‡`k mg„× †`k, Kvib GLv‡b evsjv eY©gvjvi Ò4-R Ó Av‡Q| 1g ÒRÓ= Rwg, 2q ÒRÓ= Rjv, 3q ÒRÓ= R½j (eb) 4_© 

ÒRÓ =Rb-gvbyl Gi m¤ú‡K©i mgxKi‡b GKUv eo gv‡ci mgm¨v Av‡Q| mgm¨vwU n‡jv †h Rbgvbyl Rwg Pvl K‡ib (K…lK) m¤ú` m„wó 

K‡ib, dmj Drcv`b K‡ib| wZwb IB Rwgi gvwjK bb, †h Rb-gvbyl Rjvq kÖg w`‡q (†R‡j) m¤ú` m„wó K‡ib (gvQ Drcv`b 

K‡ib) wZwb IB Rjvi gvwjK bb| Avi †h Rb-gvbyl R½‡j-e‡b kÖg w`‡q (cÖavbZ Avw`evmx gvbyl) m¤ú` m„wó K‡ib, eb m„wó I 

myiÿv K‡ib| wZwb &IB e‡bi gvwjK bb- GmeB evsjv‡`‡ki Abybœq‡bi †Mvovi K_v| 

                                                      
* mnKvix  Aa¨vcK (A_©bxwZ), miKvwi dzjZjv gwnjv K‡jR, Lyjbv| B-†gBj: jahangir252540@gmail.com  
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Aek¨ evsjv‡`‡ki K…wl A_©bxwZ‡Z e‡UB evRvi e¨e¯Ívcbvi Ab¨Zg †gŠwjK msKU n‡jv hviv K…wl cY¨ Drcv`b K‡ib Zviv c‡Y¨i 

mwVK g~j¨ cvb bv|GgbwK KL‡bv KL‡bv ÿwZMÖ¯Í nb| Ab¨w`‡K †fvMKvix ev †fv³v AwaK g~‡j¨ †mB cY¨ wKb‡Z eva¨ nb hv 

A‡hŠw³K Ab¨vh¨| wKš‘ GB `yB †kÖYx g‡a¨ ga¨¯^Ë¡‡fvMx †kÖYx mKj cÖKvi A_©bxwZi bxwZ, weavb, hyw³, †hŠw³KZv me©cwi 

ˆbwZKZv‡K D‡cÿv K‡i jyUcvU Avi m¤ú` m„wó Avi cvPvi ms¯‹…wZi mv‡_ hy³| evsjv‡`‡ki K…wl A_©bxwZi mv‡_ G‡`‡ki 90fvM 

gvbyl hy³| GLv‡b cÖ_gZt Drcv`K †kÖbx hw` c‡Y¨i Ges kÖ‡gi mwVK g~j¨ Ges b~b¨Zg gybvdv †cZ wØZxqZt ga¨¯^Ë¡‡fvMx hw` K…wÎg 

msKU m„wó, AmvayZv, AZ¨vwaK †fvMev`x Ges bxwZ ˆbwZKZv nxbZvi wecix‡Z A_©bxwZi ¯^vfvweK bxwZi cÖwZ kÖ×vkxj _vKZ Zvn‡j 

Z…ZxqZt †fvMKvix †kÖYx m~jf g~‡j¨ cY¨ Ges †mev †cZ Ges A_©bxwZ w¯’wZkxj Ges weKwkZ n‡Zv| mg„× n‡Zv †`k| evsjv‡`k m„wói 

g~jbxwZI ZvB, hv msweavb wm×| GLv‡b ga¨¯^Ë¡ †fvMxiv A¯^vfvweK gybvdv AR©b Ki‡Q, hv Rbmg„w×i AšÍivq| G cÖK…hvq `ye„©ËvwqZ 

n‡”Q A_©bxwZ hv ivRbxwZ `ye©„Ëvq‡bi Kvh©Ki Pvwn`v e„w× Ki‡Q| GUv Kv‡jv A_©bxwZ cyó-cuvPvi g~wL| mswkøó cÖe‡Ü evsjv‡`‡ki 

†cÖwÿ‡Z KZK¸‡jv we‡kl cY¨ avb/Pvj Avjy, wcuqvR Ges ZigyR †K we‡ePbvq G‡b we‡kølY Dc¯’vc‡bi D‡`¨vM †bIqv n‡q‡Q| 

 

2.     jÿ¨ I D‡Ïk¨ 

* K…wlcY¨ Drcv`b Ges wecYb m¤ú©‡K we‡kølY| 

* K…wlcY¨ Drcv`b Ges wecY‡bi †ÿ‡Î cvi¯úvwiK m¤ú©K we‡kølY| 

* Drcv`bKvix Ges †fv³v Kxfv‡e ewÂZ nq Zvi we‡kølY| 

* Drcv`bKvix Ges †fv³vi eÂbvi gvÎv/LvZ-†ÿÎ Rvbv| 

* ga¨¯^Ë¡†fvMxi AwaK gybvdv AR©‡bi †KŠkj| 

* Drcv`bKvix ÿwZMÖ¯’ n‡j ev jvfevb n‡j Kx nq? 

* ga¨¯^Ë¡‡fvMKvix jvfevb †ewk gybvdv †c‡j Gi AwfNvZ wK? 

* ga¨¯^Ë¡‡fvMKvixi jyUcv‡Ui mv‡_ msweavb Ges bxwZ-ˆbwZKZvi m¤ú©K Kx? BZ¨vw`|  

 

3.    Z_¨ msMÖn c×wZ 

Av‡jvP¨ cÖe‡Ü gyjZ gva¨wgK Drm †_‡K Z_¨ msMÖn Kiv n‡q‡Q| Gi g‡a¨ Ab¨Zg mswkøó wel‡q AvÂwjK, RvZxq Ges AvšÍ©RvwZK 

ch©v‡qi †mwgbv‡i Dc¯’vwcZ, cwVZ, Av‡jvwPZ cÖeÜ mg~n| wewfbœ cÎ cwÎKv Ges cÖKvkbv| evsjv‡`k A_©bxwZ mwgwZi cÖKvkbv, 

AbjvBb wgwWqv, me©cwi mswkøó‡`i m‡½ mvÿvrKvi Ges wbweo Av‡jvPbv I AbymÜv‡bi wfwË‡Z Z_¨ msMÖn Kiv n‡q‡Q| 

 

mviwY 1: ga¨¯^Ë¡‡fvMx‡`i Av‡qi (jyUcv‡Ui) wnmve  

c‡Y¨i 

bvg/cÖK…wZ/aib 

c‡Y¨i aib eqm Drcv`b e¨q 

(†KwRcÖwZ 

UvKvq) 

b~b¨Zg gybvdvq 

weµqg~j¨ 

(UvKvq) 

ga¨¯^Ë¡‡fvMxi 

wewfbœ av‡ci 

gybvdv (UvKvq) 

Mo 

evRvi`i 

(UvKvq) 

Pvj (`vbv km¨) †gvUv/gvSvwi 130-150 

w`b 

38-40 43 15 58 

Avjy (mewR) KvwW©bvj/WvqgÛ 100-110 

w`b 

15-16 18 32 50 

wcuqvR (gkjv) wcuqvR, 

gywoKvUv/nvwj 

95-105 

w`b 

25-27 30 35 65 

ZigyR (dj) Av¯’v/wi‡R›U-2 

/weMcvRvg 

65-75 20-22 25 45 70 

m~Î: †jLK KZ…©K wnmveK…Z  
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GLv‡b ga¨¯^Ë¡‡fvMx‡`i As‡k cwien‡bi Puv`vmn wewfbœ Pvu`v mshy³, g~j¨ wnmve Kivi †ÿ‡Î evwl©K Mo wnmve aiv n‡q‡Q, cPbkxj 

`ª‡e¨ ga¨¯̂Ë¡‡fvMxi jyU †ewk, we‡kl cwiw¯’wZi mg‡q (wbe©vPb/`y‡hv©M,hy×,gnvgvwi, C`/cyuRv BZ¨vw`) ga¨¯̂Ë¡‡fvMxi Avq ev‡o| 

GLv‡b ga¨¯^Ë¡‡fvMxiv wK cwigvb Avq K‡i Zvi GKUv Mo wnmve Dc¯’vcb Kiv n‡jv| Ae¯’v `„‡ó ¯úó GLv‡b A_©bxwZi m~Î bq bxwZ 

ˆbwZKZv I bq m¤ú~Y© A‰bwZK †fvMev`x cÖZ¨vkv †_‡K dvu‡` †d‡j e¨emvqx wmwÛ‡KU cwiw¯’wZi my‡hvM e¨envi K‡i g~j¨ e„w× K‡i| 

GUv ivóªxq bxwZ KvVv‡gv w`‡q mrB”Qv _vK‡j wbqš¿ªb Am¤¢e bq| eis A_©bxwZi ¯^vfvweK gybvdv Ges w¯’wZkxjZv iÿv Kiv Am¤¢e 

bq|  

 

mviwY 2: K…wlc‡Y¨i Drcv`b Ges ga¨¯^Z¡‡fvMKvixi gybvdvi k„•Lj/avc  

K…wlcY¨ Drcv`b k•Lj/avc Ges mswkøó kÖgkw³  

 

ga¨¯̂Z¡fvMxi mswkøóZvi k„•Lj/avc 

Rwg wbe©vPb D‡`v³v dm‡ji †ÿZ µq dwoqv I e¨emvqx 

exRZjv I Pviv 

ˆZwi 

wbR¯̂, ¯̂í fvov‡U 

kÖg/cvwievwiK kÖg (bvix 

wkïmn) 

cÖ_g Avo‡Z Avbvqb mswkøó cwienb Ges fvov‡U kÖg 

kw³ 

Pviv D‡Ëvjb wbR/ µqK…Z kÖg wØZxq Avo‡Z †cÖiY wØZxq AvoZ`v‡ii cwienb I 

fvov‡U kÖgkw³ 

Pviv †ivcb/ exR 

ecb 

AwaK g~‡j¨ µqK…Z kÖg e„nr e¨emvqxi wbKU 

†cÖiY 

cwienb †m±i I mswkøó kÖgkw³ 

cwiPh©v mvi/ 

KxUbvkK 

µqK…Z kÖg/wbR¯̂ kÖg ÿz`ª e¨emvqxi wbKU 

†cÖiY 

cwienb LvZ I eûgyLx µqK…Z 

kÖgkw³ 

†mP cÖ`vb †mP mieivnKvix 

cÖwZôvb/e¨w³ 

c‡Y¨i †kÖwYKiY I wgkÖY m Í̄v kÖgkw³ (bvix wkïmn) 

dmj D‡Ëvjb AwaK g~‡j¨ kÖgkw³ µq LyPiv e¨emvqx/ 

†`vKvb`vi‡`i †cÖiY 

wbR¯̂ D‡`¨v‡M wewµ 

dmj wecY‡bi Rb¨ 

evPvB / cÖ ‘̄wZ 

AwaK g~‡j¨ kÖgkw³/ wbR Ges 

cvwievwiK kÖg (bvixwkïmn) 

  

dmj wecYb cwienb kÖwgK/wbR kÖg   

m~Î: †jLK  

 

K.  GLv‡b Drcv`b k„•L‡ji/av‡ci g‡a¨ Kv‡Ri mv‡_ cvwievwiK bvix e„× Ges wkïkÖg cÖZ¨ÿ Ges c‡ivÿ fv‡e m¤ú„³ wKš‘ 

Zv‡`i g~j¨vqb A‡_©i g~‡j¨ †ewk fvM mgq nq bv| 

L.  ga¨¯^Ë¡‡fvMxi k„•Lj ev av‡c b~¨bZg 6/7 evi c‡Y¨i nvZ/gvwjKvbv e`j nq Ges c‡Y¨i ¸Ygvb bó nq| wgkÖY nq fv‡jv g›` 

c‡Y¨i Ges cÖwZ av‡c g~j¨ e„w× cvq| 

M.  Drcv`b k„•L‡ji mg‡qi Zzjbvq ga¨¯^Z¡‡fvMKvixi k„•L‡ji mgq Kg gvÎ, GK PZz_©vsk wKš‘ gybvdv/jyU wbišÍi| 

N.  Drcv`b k„•L‡ji avc kÖg wbweo wKš‘ ga¨¯^Z¡‡fvMKvixi k•L‡ji avc cyuwR wbweo| 
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mswkøó wel‡qi wPÎiƒc 

c‡Y¨i bvg 

aib 

Drcv`b msMÖn ecYb 

avb/Pvj 

(`vbvkl¨) 

   

Avjy 

(mewR) 

   

wcuqvR 

(gkjv) 

   

ZigyR 

(dj) 

   

 

* Drcv`b cÖK…qvi mv‡_ cÖvwšÍK gvbyl Ggb wK bvix wkï e„×vivI m¤úwK©Z| hviv Ae‡nwjZ| Zv‡`i g~j cyuwR kÖg, wKš‘ Aeg~j¨vwqZ| 

* wecYb cÖwµqvi mv‡_ ga¨¯^Z¡‡fvMx wewfbœ av‡c, eûgvwÎK cÖK…qvq hy³| Giv Drcv`‡Ki Zzjbvq GK PZz_©vsk mgq hy³ Ges g~jZ 

cyuwR e¨envi K‡i A‰bwZK fv‡e cyuwR M‡o †Zv‡j| 

* ga¨¯^Z¡‡fvMx‡`i G jyU/‡kvlb gyw³hy×, msweavb Ges bxwZ-ˆbwZKZvi cixcš’x| 

* GLv‡b Z_¨ cÖhyw³i e¨envi / Ace¨envi (†gvevBj) nq| 
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4.     eûgvwÎK eÂbvi dvu‡` Drcv`Kvix 

(K) f‚wgnxb Drcv`bKvixRwbZ eÂbv 

g~jZ f‚wgi mv‡_ Drcv`bKvixi RxešÍ †hvMm~Î| evsjv‡`‡ki †cÖwÿ‡Z Abycw¯’Z f‚-¯^vgxi AvwaK¨Zvi Kvi‡Y cÖK…Z Drcv`bKvixi Kv‡Q 

wbR¯^f‚wg Kg ev †bB| GLv‡b Abybœqb Avi eÂbvq †Mvovi K_vi †nZzi eûjvsk wbnxZ| weMZ 50 eQ‡i G †`‡k f‚wgnxbZv †e‡o‡Q| 

f‚wgi cÄxfebI G mg‡q †e‡o‡Q| W. Aveyj eviKv‡ii wnmve g‡Z 1960 mv‡j G †`‡k f‚wgnxb Lvbvq msL¨v wQj †gvU Lvbvi 19 

kZvsk hv 2008 mv‡j †gvU Lvbvi cÖvq 59 kZvs‡k DbœxZ n‡q‡Q| Ab¨w`‡K 1960 mv‡j 1 kZvsk abx f‚¯^vgxi gvwjKvbvq wQj †gvU 

K…wl Rwgi 4.7 kZvsk hv 2008 mv‡j n‡q‡Q 12 kZvsk| Avgv‡`i †`‡k GLb ch©ß f‚wgnxb cwiev‡ii msL¨v †`‡ki †gvU cwiev‡ii 

cÖvq 60 kZvsk A_P Zv‡`i nv‡Z Av‡Q †gvU Rwgi gvÎ 4.2 kZvsk| Avi Ab¨w`‡K f‚wg gvwjKvbvi gvb`‡Û DciZjvi †kÖwY A_v©r 

f‚wg abx n‡”Q †`‡ki †gvU cwiev‡ii 6.2 kZvsk Rwg| A_©vr f‚wg gvwjKvbvi †cÖwÿ‡Z †ewki fvM gvbyl ewÂZ: ewn¯’  

L) ga¨¯^Z¡‡fvMKvix‡`i †`ŠivZ¥¨RwbZ eÂbv 

Avevi †h mKj cÖvwšÍK gvbyl A‡b¨i Rwg wjR ev fvM wb‡q Pvl K‡i dmj djvq ZvivI ga¨¯^Z¡‡fvMxi Kvi‡Y cÖK…Z g~j¨ cvq bv| 

KL‡bv b~¨bZg e¨qI Zzj‡Z cv‡i bv| Drcv`b e¨q ~̀‡ii K_v KL‡bv KL‡bv b~¨bZg †h gybvdv cvq, Zvi eû¸Y gybvdv K‡i ev jyU 

K‡i wb‡q hvq ga¨¯^Z¡‡fvMx| m‡e©vcwi Drcv`‡bi DcKi‡Yi g~j¨ Ges gvbmsµvšÍ eÂbv| 

 

mviwY 3: Drcv`bKvix /ga¨¯^Z¡‡fvMx Ges †fvMKvix myweav/gybvdv †c‡j Kx nq 

Drcv`bKvixi †ÿ‡Î †fvMKvixi †ÿ‡Î ga¨¯̂Z¡‡fvMxi †ÿ‡Î 

cÖ‡qvRbxq/mylg †fvM e„w× gvbwmK Pvc Kg‡e wejvm `ª‡e¨i †fvMe„w× 

wkÿvi nvi e„w× K‡g© g‡bvwb‡ek Ki‡Z cvi‡e †Q‡j‡g‡q we‡`‡k cvwo Rgv‡e 

Avq e„w× ivR‰bwZK w ’̄wZkxjZv we‡`‡k wPwKrmv e¨q e„w× 

¯̂v‡¯’¨i wbðqZv ÿz`ªª, gvSvix wk‡í wewb‡qvM AwaK evoxi Ace¨envi e„w× 

Avevm‡bi wbðqZv RvZxq c~wRMVb AwaK Mvox RwbZ hvbRU 

Lv‡`¨i ms ’̄vb mylg Dbœqb cwi‡ek ~̀lY 

Rxebgvb Dbœqb cvwievwiK mÂq e„w× cv‡e A_©cvPvi 

‰elg¨ n«vm wkÿvi wbðqZv AcÖ‡qvRbxq wejvm ª̀‡e¨i Avg`vbx 

w ’̄wZkxj Dbœqb wPwKrmvi wbðqZv Avg`vbx e¨q e„w×/evwYR¨ NvUwZ 

ißvwb e„w×/evwYR¨ NvUwZ n«vm gvwR©Z we‡bv`b Acmvs¯‹…wZi weKvk 

m~Î: †jLK KZ…©K wnmveK…Z  

 

5.     Zvn‡j `vuovj Kx? 

Drcv`bKvix Ges †fvMKvix myweav ev gybvdv †ewk †c‡j ¯^f‚wg-DwÌZ Dbœqb `k©‡bi †cÖwÿ‡Z Drcv`b, Dbœqb Ges †`‡ki Av_©-

mvgvwRK Ae¯’v/e¨e¯’vi DbœwZ Ges w ’̄wZkxj Av_©-mvgvwRK-ivR‰bwZK e¨e ’̄vi D‡b¥l NU‡e| cÿvšÍ‡i ga¯^Z¡‡fvMx myweav ev gybvd 

†ewk †c‡j m¤ú‡`i AcPq Kv‡jv A_©bxwZi cyÄxfeb cvPvi, †kl wePv‡i mxgvnxb ˆelg¨ AmgZvi weKvk NU‡e: hv gyw³hy× Ges 

msweavb cixcš’x| 

 

ga¨¯^Z¡‡fvMKvixi gybvdv Ges †fvMKvixi Z…wßi m¤ú©K wecixZgyLx 

gyjZ¡ ga¨¯^Z¡‡fvMKvixi jyU/gybvdv hZ †ewk n‡e †fvMKvixi Z…wßi gvÎv Z‡Zv Kg‡e| wecixZ µ‡g ga¨¯^Z¡‡fvMKvixi jyU/gybvdv hZ 

Kg n‡e †fvMKvixi Z…wßi gvÎv ZZ †ewk n‡e| 
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wPÎ: 1                                                                                                                                     

                         

GLv‡b  T T1 = mgq †iLv 

         TM = ga¨¯^Z¡‡fvMKvixi jyU/gybvdv †iLv 

         TC= †fvMKvixi Z…wß †iLv 

 

K…wl Drcv`‡bi mv‡_ K…lK cwiev‡ii †Kvb †Kvb m`m¨ hy³ wKš‘ kÖ‡gi g~j¨vqb nq bv 

K…wl Drcv`‡bi mv‡_ K…lK cwiev‡ii g~j KZ©ve¨w³ whwb IB cwiev‡ii K…wl‡K wbqš¿Y K‡ib, Zvi kÖgg~j¨ KL‡bv AvswkK g~j¨vq‡b 

Avb‡jI Ab¨ A‡b‡K Av‡Q hv‡`i kÖgg~j¨ K…wl Drcv`‡bi mv‡_ wnmve Kiv nqbv| hw` Zv‡`i kÖgg~j¨ wnmve Kiv n‡Zv Zvn‡j K…wl 

Drcv`b e¨q e„w× †cZ| Ab¨ fv‡e fve‡j H Ag~j¨vwqZ kÖgkw³ hw` g~j¨vqb Kiv Ges Zv‡`i cwikÖwgK †`Iqv n‡Zv Zvn‡j Zv‡`i 

A_©‰bwZK kw³ e„w× †cZ| µqÿgZv e„w× †cZ, Av_©mvgvwRK gh©v`v e„w× †cZ †`‡ki †UKmB Dbœqb Z¡ivwš^Z n‡Zv| cY¨ 

 

mviwY 4: e¨w³ I  K…wl Drcv`‡b m¤ú„³Zvi †ÿÎ 

e¨w³ K…wl Drcv`‡b m¤ú„³Zvi †ÿÎ 

cÖexb bvix / cyiæl K…wl kÖwgK‡`i w`K wb‡`©kbv †`Iqv, ex‡Ri AsKzi`M‡g mnvqZv, K…wl kÖwgK‡`i 

Lv`¨ cÖ¯‘‡Z mnqZv, dmj gvovB SvovB wecY‡bi mnvqZv Kvh©µg| 

wK‡kvi / wK‡kvix/ hyeK / 

hyeZx 

_vKvi e¨e¯’v Kiv, kÖwgK Avbv †bIqv, exR mvi cwienb, wKUbvkK mvi cÖ‡qvM exR 

ecb BZ¨vw`| 

 

mviwY 5: AjvfRbK K…wl e¨e¯’vB `xN©‡gqvw` ˆelg¨-eÂbv-`vwi`ª¨ m„wói KviY—LvZ-†ÿÎ 

KviY AwfNvZ 

Abycw¯’Z f‚¯^vgx‡`i wbKU µgk: f‚wgi cyÄxf‚Z| gvSvwi Ges ÿz`ª K…lK‡`i f‚wgPz¨wZ cÖvwšÍK I f‚wgnx‡b 

cwiYZ| 

eM©v`vi Ges BRviv`vi K…l‡Ki AvwaK¨Zv| RxebaviY Kó mva¨ Ab¨vb¨ c‡Y¨i Kvh©Ki Pvwn`v n«vm| 

K…wlc‡Y¨i wecY‡b K‡qK av‡c ga¨¯^Z¡‡fvMx‡`i †`ŠiZ¥¨| AjvfRbK K…wli Kvi‡Y K…lK cwievi wbtk¦vqb cÖK…qvq 

avweZ| 

Drcv`b cÖwµqvq Kvh©Ki miKvwi Avw_©K cÖ‡Yv`bvnxbZv 

I FY RwUjZv| 

GbwRI, gnvbRb, `vjvj, dwoqv, e¨emvqx‡`i Pov my‡` 

F‡Yi Rv‡j cybtcybt AvUKv †klwePv‡i f‚wgPz¨wZ| 

cÖvK…wZK `y‡h©v‡M we‡kl K‡i eb¨v, Rjve×Zv, b`xfv½b, 

mvB‡K¬vb †nZz dmj/Rwg nvwb| 

ev¯‘Pz̈ wZ MÖvgxY Rxe‡b Kg©nxbZv, knigyLx AwfMgb 

A‰bwZK Kvh©µg Ges mvgvwRK msK‡Ui Rb¥| 

K…wl cwiev‡ii mšÍvb‡`i gvbm¤§Z wkÿv eÂbv Ges 

A‰bwZK I evwYwR¨K cš’vi PvKwii evRv‡i cÖ‡ek Ki‡Z 

bv cviv| 

esk ci¤úivq A_© mvgvwRK wbtk¦vqb I evòbvq‡bi mv‡_ 

hy³| 

m~Î: †jLK  

ga¨¯̂Z¡‡fvMKvixi  

jyU/gybvdv †iLv 

†fvMKvixi  

Z…wß †iLv 

mgq †iLv 
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5.      K…wl hw` jvfRbK n‡Zv Zvn‡j A_©bxwZ‡Z Kx cÖfve coZ? 

evsjv‡`k K…wlwbf©i †`k| G †`‡ki A_©bxwZi g~jwfwË K…wl| †`‡ki 80 fvM gvbyl cÖZ¨ÿ ev c‡ivÿ fv‡e K…wli Dci wbf©ikxj| 70 

fvM gvbyl K…wl Pv‡li mv‡_ hy³| A_v©r K…wl jvf RbK n‡j 70 kZvsk gvby‡li µqÿgZv e„w× †cZ| GLb µq ÿgZvnxb ev Kg µq 

ÿgZv m¤úbœ gvby‡li µq ÿgZv e„w× Ges w¯’wZkxj A_©‰bwZK Dbœqb m¤¢e n‡Zv| MÖvgxb A_©bxwZi LvZ mg~‡ni Drcv`b e„w× †cZ| 

kû‡i K…wlwbf©i wkí Dbœqb m¤¢e n‡Zv| evsjv‡`‡k eZ©gv‡b ab ˆel‡g¨i MwZ cÖK…wZ wec`RbK AvKvi aviY K‡i‡Q| Dci Zjvq 10 

kZvsk gvby‡li Kv‡Q 90 kZvsk m¤ú` c~Äxf‚Z| Avi evwK 90 kZvsk gvbyl 10 kZvsk m¤ú` †fvM K‡i| GLv‡bI wb¤œ‡kÖwYi D”P 

e‡M©i gvby‡li n‡Z D³ 10 kZvsk m¤ú‡`i †ewkifvM `L‡j d‡j cÖK…Zfv‡e K…lK ev kÖwgK A_©vr cÖvwšÍK gvby‡li Av_©mvgvwRK Ae¯’v 

LyeB bvRyK| A_©‰bwZK eÂbv‡nZz mvgvwRK ivR‰bwZK mvs¯‹…wZK eÂbviI wkKvi| G gvbyl¸‡jvi wb‡Ri kw³ mvg_© Kg nIqvq 

ivR‰bwZK Ges mvgvwRK Ace¨env‡ii wkKvi nq| wKš‘ Giv ïay Drcvw`Z c‡Y¨i g~j¨ †c‡j w¯’wZkxj A_©-mvgvwRK wfwË m„wó Ki‡Z 

cviZ, w¯’wZkxj eÂbvqb cÖwµqvi wecix‡Z GmwWwR I GgwWwR-RvZxq hZ ZvwË¡K we‡kølYB Kwi bv †Kb, Zv AR©b m¤¢e n‡Zv| 

 

ÿwZ n‡jI †Kb Pvl K‡i? 

 weKí KvR ev Pv‡li my‡hvM †bB/ Kg| 

 evwYwR¨K wnmve K‡i bv, ax‡i ax‡i wewb‡qvM K‡i|  

 wbR I cwiev‡ii kÖ‡gi wnmve K‡i bv|  

 wb‡R¯^ Rwg/ ˆcwÎK Rwgii g~j¨ wnmve K‡i bv| 

 cvwievwiK Lv`¨ †hvMv‡bi wbðqZv|  

 Mevw`cïi Lv`¨ †RvMv‡bi wbðqZv| 

 ÿwZ n‡jI dmj wewµ K‡i Avc`Kvjxb e¨q wbe©vn|  

 Avkv K‡i cieZ©x eQi/‡gŠmy‡g jvf n‡e|  

 wb‡R¯^ Rwg cwZZ/AvMvQv bv †i‡L wKQz GKUv Kiv|  

 A‡bK wb¤œweË K…lK cwievi Ab¨ †Kv_vI Ab¨ KvR Ki‡Z cv‡i bv| d‡j wb‡Ri Rwg‡Z KvR Ki‡Z nq|  

 dm‡ji M‡Ü, fv‡jvevmvq Uv‡b|  

 G dmj Qvov Ab¨ jvfRbK weKí Pvl Zvi mvg‡b K…wl/ miKvwi `ßi †KD Av‡bwb|  

 

6.      mycvwik 

 miKvwi e¨e¯’vcbvq mivmwi K…lK‡`I wbKU †_‡K jvfRbK g~‡j¨ cY¨ µ‡qi e¨e¯’v Kiv Ges GKB e¨e¯’vcbvq myjf g~‡j¨ 

me©mvaviY/†fv³vi wbKU cY¨ weµ‡qi e¨e¯’v Kiv †hŠw³K| G †ÿ‡Î †fv³v KvW© Gi e¨e¯’v Kiv| 

 miKvwi e¨e¯’vcbvq wbhy³ Kg©Pvixi gva¨‡g BDwbqb/IqvW©ch©v‡q Drcv`Kvix‡`i wbKU †_‡K cY¨ µq Ges †fv³v‡`i wbKU 

cY¨ weµ‡qi e¨e¯’v Kiv| G Ae¯’vq ga¨¯^Z¡‡fvMx‡`i Zzjbvq Kg gybvdv AR©b K‡i-Kg©Pvixi †eZb/fvZv wbe©vn m¤¢e| 

 e¨w³ bq miKvwi e¨e¯’vcbvq msiÿbvMv‡i cY¨ msiÿb Ges mieivn e¨e¯’vKib| 

 K…lK Zvi Drcvw`Z cY¨ †hb Drcv`b Li‡Pi Zzjbvq †ewk/b~¨bZg jv‡f weµq Ki‡Z cv‡i Zvi e¨e ’̄v Kiv| 

 wbqwgZ evRvi Z`viwKi Rb¨ evwYR¨ gš¿Yvjqmn AvBbk„•Ljv evwnbxi Awfhvb Ae¨vnZ ivL‡Z n‡e| 

 `vg wKQzUv evo‡j LyPiv e¨emvqx I †fv³v †hb ûRy‡M †ewk cY¨µq I gRy` bv K‡i, †m wel‡q m‡PZbZv ˆZwi Kiv| 

 mwVK cwimsL¨v‡bi wfwË‡Z c‡Y¨i Pvwn`v †hvMvb wba©viY †m j‡ÿ¨ Drcv`b †Rvb we‡K›`ªxKiY 

 K…wl Drcv`b †Rvb Kiv| cÖK…Zc‡ÿ gvwU, cvwb, cwi‡ek †fŠ‡MvwjK KvVv‡gv‡f‡` †h GjvKvq †h dmj Drcv`b jvfRbK 

†m GjvKvq †m dmj Drcv`b Kivi e¨e¯’v Kiv `iKvi Ges cwiKwíZfv‡e Pvwn`vi wfwË‡Z Drcv`‡bi miKvwi c„ô‡cvlKZv 

`iKvi| 

 K…wlc‡Y¨ bq—K…wl Drcv`‡b mivmwi K…lK‡`i AbyK‚‡j miKvwi fZz©wK cÖ`vb Ki‡Z n‡e| K…wlc‡Y¨i fZz©wK eZ©gv‡b †ewki 

fvM ga¨¯^Z¡‡fvMx‡`i AbyK‚‡j cÖevwnZ n‡”Q|  
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 AvaywbK cÖhyw³wbf©i e¨q n«vm †KŠkjm¤úwK©Z K…wl Drcv`b KvVv‡gv M‡o Zzj‡Z n‡e|  

 K…wl Drcv`b †gŠmy‡g K…lK‡`i Kg my‡` wm wm FY cÖ`vb Ges †gŠmyg †k‡l miKvwi µqbxwZi Av‡jv‡K k‡m¨i wewbg‡q FY 

cwi‡kv‡ai e¨e¯’v Kiv `iKvi|  

 †fRvj, bKj, mvi/exR/†Zj, KxUbvk‡Ki Kvi‡Y dm‡ji ÿwZi `vq †Kv¤úvwb/miKvi‡K enb Ki‡Z n‡e| G j‡ÿ¨ 

km¨exgv Pvjy Kiv Riæwi|  

 eM©v`vix/wjR Drcv`b cÖwµqvi †ÿ‡Î Abycw¯’Z f‚¯^vgx‡`i Zvi Rwg Pv‡li Rb¨ eM©v`vi/ wjRKvix‡K Drcv`bKvjxb bM` 

e¨‡qi GKUv Ask cÖ`v‡bi bxwZi Avq‡Z¡ Avbv mgxwPb|  

 mieiv‡n k„•Ljv iÿv Ges cY¨ Aeva mieivn wbwðZKi‡Y miKvwi ¯^”Q e¨e¯’vcbv I A‰bwZKZv K‡Vvifv‡e `gb Kiv| 

 

7.      Dcmsnvi 

MYgvby‡li A_©bxwZwe` Aa¨vcK W. Aveyj eviKv‡Zi fvlvq ÒAv_©-mvgvwRK weKvk cÖwµqvq ewÂZ‡`i eÂbv e„w× Dbœqb bq, eis G 

cÖwµqvq ewÂZ‡`i AšÍfz©w³B mwZ¨Kvi DbœqbÓ| Avwg G e³e¨‡K `„pfv‡e wek¦vm Ges mg_©b Kwi| KviY, evsjv‡`k 2041 mv‡j 

DbœZ mg„× †`‡k cwiYZ n‡Z hv‡”Q| ZvwË¡K fv‡e RvZxq bxwZi wfwË‡Z M.D.G / S.D.G AwR©Z n‡”Q, n‡e| Aciw`‡K †`‡ki 

Avq Ges ab ˆelg¨ mgvb Zv‡j bq, AwaK nv‡i †e‡o P‡j‡Q| †hLv‡b Dc‡ii 10 fvM gvbyl †gvU m¤ú‡`i 90 kZvsk `Lj-cyb`©Lj 

Ki‡Q, Aciw`‡K wb‡Pi 90 kZvsk gvbyl †gvU m¤ú‡`i 10 kZvsk I gvwjKvbv cv‡”Q bv| GLv‡b f‚wg-Rjv-R½‡j mvaviY 

Rbgvb‡ei kÖg-Nvg eskci¤úivq e¨eüZ nq, m„wó nq m¤ú`—Avi G m¤ú` †_‡K ewÂZ-ewnt¯’ _v‡Kb IB cÖvwšÍK RbegvbeB| 

†kvlYcÖwµqvq AwaKvsk m¤ú‡`i wbisKzk gvwjK e‡b hvq Abycw¯’Z f‚¯^vgx †i›UwmKvi ga¨¯^Z¡‡fvMxmn †kvl‡Kiv| †`‡k hZ Dbœqb, 

K…l‡Ki ZZ eÂbv—GwU‡K Avwg ewj, Dbœq‡bi eÂbv| K…wli mv‡_ hy³ †_‡K eûgvwÎK eÂbvi wkKvi n‡”Q K…lK, K…wl cwievi, 

K…wl cwiKvVv‡gv kZ kZ eQi a‡i| K…lK Lv‡`¨i †RvMvb`vi, m¤ú` m„wóKvix| A_P gvwUi Uv‡b dm‡ji Nªv‡Y wbt¯^vqb I eÂbvq‡bi 

w`‡K hv‡”Q K…wl I K…lK| Avi m¤ú‡`i gvwjK n‡”Q †kvlK †kÖwY| GwU K…l‡Ki Awb”QvK…Z fv‡jvevmv| Avwg ewj, K…l‡Ki 

e¨wZµgag©x fv‡jvevmvi A_©bxwZ| G Ae¯’vq cÖK…Z Drcv`bKvix‡`i wbKU †_‡K wewµ‡hvM¨ DØ„Ë cY¨ jvfRbK g~‡j¨ weµ‡qi e¨e¯’v 

Kiv AwaK †hŠw³K, hvi me e¨e¯’vcbv n‡e miKvwifv‡e| d‡j eû msL¨K Kg©ms¯’vb e„w× cv‡e| ga¨¯^Z¡‡fvMxi †`ŠivZ¥¨ n«vm cv‡e| 

Drcv`bKvixi jvf n‡j Ges †fv³v AwaK g~j¨ eÂbvq †_‡K gyw³ †c‡j, RvZxq Avq, †fvM wewb‡qvM e„w× cv‡e| w ’̄wZkxj Ges mg„× 

n‡e RvZxq A_©bxwZ| K…l‡Ki GB Ae¯’v †_‡K DËi‡Yi Rb¨ PvB P~ovšÍ fv‡e ivR‰bwZK wm×všÍ ivóªxq D‡`¨vM Avi G Rb¨ cÖ‡qvRb 

mg¯Í †kÖwY‡ckvi gvby‡li fvebv-cybf©vebv| 

Z_¨m~Î 

 

eviKvZ, Aveyj, eoc`v©q mgvR-A_©bxwZ-ivóª, fvBiv‡mi gnvwec©hq †_‡K †kvfb evsjv‡`‡ki mÜv‡b, 2020, gy³eyw× cÖKvkbv I evsjv‡`k 

A_©bxwZ mwgwZ 

evsjv‡`k A_©bxwZ mwgwZi weKí ev‡RU cÖ Í̄vebv-2022-23 GKwU RbMYZvwš¿K ev‡RU 

gxi †gvkviid †nv‡mb, e½eÜzi mgvRZvwš¿K fvebv 

Gg G mvËvi gÐj, K…wl iƒcvšÍi, K…l‡Ki A_©bxwZ I ˆbwZKZvi cÖkœ-†cÖwÿZ evsjv‡`k 

evsjv‡`‡k †cuqvR A_©bxwZi MwZ cÖK…wZ:GKwU ch©v‡jvPbv, W. †gvt mvB`yi ingvb 

†gvt Rvnv½xi Avjg,  K…wlc‡Y¨i (av‡bi) g~j¨ cÖvwšÍK K…lK‡`i fvjevmvi A_©bxwZ  

eviKvZ, Aveyj, evsjv‡`‡k K…wl f‚wg Rjv-ms¯‹vi: `ye„©Ë †ewóZ KvVv‡gv‡Z me‡P‡q AgxgvswmZ ivR‰bwZK A_©‰bwZK welq 

eviKvZ, Aveyj, evsjv‡`‡ki K…wl f‚wg Rjv ms¯‹v‡ii ivR‰bwZK A_©bxwZ, gy³eyw× cÖKvkbv 

Aa¨vcK W. gBbyj Bmjvg, evsjv‡`‡k µgea©gvb Avq ˆelg¨: mgvavb †Kvb c‡_  

†gvt Rvnv½xi Avjg, evsjv‡`‡ki `wÿY-cwðgvÂ‡ji K…wl I cvwb e¨e ’̄vcbvi A_©bxwZ I bxwZ-ˆbwZKZv (fe`n AÂ‡ji ch©v‡jvPbv 

†K, Gg Rvjvj DwÏb, Av‡bvqvi †nv‡mb; †cuqvRPvwl; myRvbMi, cvebv 

†fvjv bv_ wms, †ngšÍ eg©b; AvjyPvwl; Av‡Uvqvix, cÂMo 

iv‡mj wek¦vm, mvMi †Mvj`vi; avbPvwl; dzjZjv, Lyjbv 

gwn‡Zvl wek¦vm, cÖ`xc wniv; ZigyRPvwl; ewUqvNvUv, Lyjbv 

AbjvBb wgwWqv, ˆ`wbK/ mvßvwnK/ gvwmK cwÎKv 
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*

  

†gvnv¤§v` Avjg wgqv
**

  

Md. Jasim Uddin & Mohammad Alam Miah 

 

mvims‡ÿc  AvaywbK Rxebe¨e ’̄vq A_©‰bwZK Kvh©µg cwiPvjbvi †¶‡Î e¨vsK GKwU Ab¨Zg ¸iæZ¡c~Y© Dcv`vb| e¨vsK e¨wZZ 

gvby‡li A_©‰bwZK Kvh©µg Am¤¢e n‡q c‡o‡Q| †KejgvÎ m¤ú` msi¶YB bq Zvi h_vh_ e¨envi wbwðZ Ki‡Z e¨vs‡Ki 

Avek¨KxqZv cÖgvwYZ n‡q‡Q| m¤ú` msi¶Y, gyjab MVb, AvgvbZ MÖnY, FY cÖ`vbmn eûgvwÎK Kvh©µg cwiPvwjZ nq e¨vs‡Ki 

gva¨‡g|     

HwZnvwmK ch©‡e¶Y n‡Z Rvb‡Z cvwi †h, Lªxóc~e© 2000 A‡ãi Av‡M KwZcq †jvK †eb&‡Â ev †QvU †`vKv‡b e‡m BZvwj I 

c¨vwi‡m †eov‡Z Avmv ch©UK‡`i mv‡_ A_© wewbgq Ki‡Zv| †e‡Â e‡m GB Kvh©µg cwiPvwjZ n‡Zv e‡j Zvi †_‡K e¨vsK kãwUi 

D™¢e   n‡q‡Q| BD‡iv‡ci ga¨v&Â‡ji e¨emvqxMY wewfbœ †`‡ki e¨emvqx‡`i g‡a¨ wewbg‡qi gva¨g wn‡m‡e gy`ªvi e¨envi ïiæ K‡i 

mv‡_ mv‡_ FY`vb I A_© wewbgq Kvh©µg ïiæ K‡i|  

Bs‡iwR ÔBankÕ kãwU dªvÝ kã ÔBanqueÕ kã n‡Z ev BZvjxq ÔBancaÕ kã n‡Z G‡m‡Q| hvi A_© n‡jv †eÂ A_ev A_© wewbgq 

†Uwej| Avevi A‡b‡K g‡b K‡iY Bank k¦`wU Rvg©vb ÔBankeÕ kã n‡Z G‡m‡Q hvi A_© †hŠ_ Znwej| Aa¨vcK Chamber Gi 

we‡kølY n‡Z †`Lv hvq †h, BZvjxq kã ÔBancaÕ Ges divwm ÔBanque' kã¸‡jv eZ©gvb ÔBankÕ k‡ã iƒcvšÍwiZ n‡q‡Q| Z‡e 

AwaKvs‡ki gZvbymv‡i cÖZxqgvb nq BZvjxq ÔBancaÕ Ges Rvg©vb ÔBankeÕ kãØqB eZ©gvb Bs‡iwR ÔBankÕ k‡ãi Drm| e¨vsK 

n‡jv Ggb GKwU Avw_©K cÖwZôvb hv RbM‡bi I wewfbœ cÖwZôv‡bi bM` A_© AvgvbZ wn‡m‡e Rgv iv‡L Ges Ab¨vb¨ e¨w³ ev 

cÖwZôvb‡K FY wn‡m‡e cÖ`vb K‡i K‡i Zv‡K e¨vsK e‡j| cÖv_wgK Ae ’̄vq e¨vsK ïay bM` A_© Rgv ivLZ, cieZ©x‡Z e¨vsK e¨w³ 

Ges wewfbœ cÖwZôvb‡K FY †`Iqv ïiæ K‡i| Bank GKwU †mevg~jK Avw_©K e¨emvq cÖwZôvb| MÖvnK‡`i A_© AvgvbZ wn‡m‡e 

MÖnY, msi¶Y, †P‡Ki A_© cwi‡kva, A_© ’̄vbvšÍi, FY cÖ`vbmn eûwea KvR m¤úbœ Kivi gva¨‡g e¨vsK MÖvnK‡`i †mev cÖ`vb K‡i| 

MÖvnK‡`i c‡¶ m¤úvw`Z e¨vs‡Ki GBme Kvh©µg‡K e¨vswKs ejv nq| 

evwYwR¨K e¨vs‡Ki c~e©m~ix n‡jv ¯̂Y©Kvi, gnvRb I e¨emvqx †kªYx| cÖvPxbKvj †_‡K ¯̂Y©Kvi †kªYx Avw_©Kfv‡e ¯̂”Qj _vKvq gvby‡li 

Av ’̄v I wek¦vm AR©‡b mvg_© nq| d‡j gvbyl ¯̂Y©Kv‡ii Kv‡Q wb‡R‡`i A_© I ¸iæZ¡c~Y© m¤ú` Rgv †i‡L iwk` MÖnb Ki‡Zv| Avevi 

cÖ‡qvR‡b iwk` †`wL‡q Rgv A_© †dir wb‡Z cvi‡Zv| ¯̂Y©Kviiv GKmgq j¶¨ Ki‡jv †h mevB GKmv‡_ Rgvi A_© †dir †bq bv 

Ges Rgvi m¤ú~Y© A_©I GKmv‡_ Zy‡j †bq bv| G‡ZK‡i ¯̂Y©Kvi‡`i wbKU DØ…Ë A_© †_‡K hvq| ¯̂Y©Kviiv ZLb GB DØ…Ë A_© 

Acivci †jvK‡`i avi †`Iqv ïiæ K‡i| Gfv‡e A_© m¤ú` Rgv MÖnb I avi ev FY †`Iqvi cÖwµqv ïiæ nq| 

B›Uvi‡b‡Ui gva¨‡g mvaviY e¨vswKs Kvh©µg‡KB AbjvBb e¨vswKs e‡j| AvaywbK e¨vswKs †mevi †¶‡Î me©vaywbK ms‡hvRb  nj 

AbjvBb e¨vswKs
1

| cÖPwjZ e¨vswKs †mevi wPivPwiZ cÖ_vi evZveiY †f‡½ e¨vswKs †mevi bZyb w`MšÍ D‡b¥vPb K‡i‡Q AbjvBb 

e¨vswKs| evwYwR¨K e¨vsK¸‡jvi cÖPwjZ †mev MÖvnK‡`i e¨emvwqK †jb‡`b cÖ‡qvRbxqZv †gUv‡Z m¶g n‡jI †jb‡`b cÖwµqvq 

MwZ Avb‡Z e¨_© n‡q‡Q| AbjvBb e¨vswKs †mevi RM‡Z †hgb MwZ mÂvi K‡i‡Q †Zgwb e¨vswKs †jb‡`b †K K‡i‡Q mve©¶wYK I 

AevwiZ| AbjvBb e¨vswKs e¨e ’̄v I‡qemvBU Gi gva¨‡g AvšÍ:‡hvMv‡hvM †bUIqvK© ’̄vwcZ n‡q‡Q| GB e¨e ’̄vcbvi gva¨‡g MÖvnK 

Zv‡`i iw¶Z wnmv‡ei †Ri, AbymÜvb, wej cwi‡kva, A_© ’̄vbvšÍi mn Ab¨vb¨ eûwea Kvh©µg B›Uvi‡b‡Ui gva¨‡g m¤ú~Y© Kivi 

my‡hvM m„wó n‡q‡Q|AbjvBb †WweU KvW©, †µwWU KvW©, wewfbœ ai‡bi ¯§vU© KvW©, wWwRUvj  gy ª̀v  cÖf„wZ B‡jKUªwbK A‡_©i gva¨‡g 

†jb‡`b m¤úbœ  Kivi my‡hvM m„wó n‡q‡Q| 

 

AbjvBb e¨vswKs Gi µgweKvk 

e¨vswKs Kvh©µ‡gi µ‡gv weeZ©‡bi avivevwnKZvq AbjvBb e¨vswKs Kvh©µg ïiæ nq wesk kZvãx‡Z| AbjvBb e¨vswKs Kvh©µ‡gi 

µ‡gvweKvk †K Avgiv wZbwU hy‡M fvM K‡i Av‡jvPbv Ki‡Z cvwi| 

                                                      
*  cÖfvlK, A_©bxwZ wefvM, wm‡×k¦ix K‡jR, gMevRvi, XvKv; B‡gBj: josimuddin203@gmail.com, †gvevBj: 01730486855 
**  mnKvix Aa¨vcK, A_©bxwZ wefvM, wm‡×k¦ix K‡jR, gMevRvi, XvKv 
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cÖ_g `kK : gvwK©b hy³iv‡óªi 1961 mv‡j w` b¨vkbvj wmwU e¨v¼ Ad wbDBqK© me©cÖ_g AbjvBb c×wZ‡Z n¯ÍvšÍi‡hvM¨ AvgvbZ mb` 

Pvjy K‡i| AbjvBb e¨vswKs Gi cÖv_wgK avc n‡jv B‡jKUªwbK dvÛ UªvÝdvi wm‡÷g EFTS| dvÛ UªvÝdv‡ii g~j Dcv`vb 

A‡Uv‡g‡UW †Ujvi †gwkb (ATM)2

| Borclays Bank of UK 1967 mv‡j me©cÖ_g K¨vk wWm‡cÝvi hš¿ ¯’vcb K‡i| cÖPj‡bi cÖ_g 

w`‡K KvM‡Ri fvDPvi †gwk‡b cÖ‡ek K‡i UvKv D‡Ëvjb Kiv n‡Zv Ges cieZ©x‡Z cøvw÷K Kv‡W©i cÖPjb Kiv nq| 1969 mv‡j 

USA I Rvcvb cash dispenser hš¿ Pvjy K‡i| Z‡e †gwkb¸‡jv e¨vs‡Ki Kw¤úDUv‡ii mv‡_ hy³ wQj bv| 

wØZxq `kK: 1970 mv‡ji ci n‡Z AvaywbK I DbœZ hš¿cvwZi e¨envi e¨vcKfv‡e †e‡o hvq| Loyds Bank of UK 1972 mv‡j 

cÖ_g AbjvBb K¨vk c‡q›U †gwkb ¯’vcb K‡i| Magnetic Stripe 3

 †`Iqv cøvw÷K KvW© e¨vsK KZ©…c¶ MÖvnK‡`i mieivn Ki‡Zv| †h 

Kv‡W©i gva¨‡g MÖvn‡Ki wnmve ev MÖvnK‡K mn‡RB mbv³ Kiv m¤¢e n‡Zv Ges MÖvnK KvW©wU evievi e¨envi Ki‡Z cviZ| 

eZ©gvb hyM : wesk kZvãxi †kl `k‡Ki ïiæ †_‡K e¨vswKs RM‡Z Dinamic AMÖMwZ mvwaZ n‡q‡Q| Kw¤úDUvi I cÖhyw³i e¨envi 

e¨vswKs Kvh©µ‡gi be w`MšÍ D‡b¥vwPZ n‡q‡Q | Kw¤úDUv‡ii e¨envi e¨vcK nv‡i e„w× †c‡q‡Q| GKwesk kZvãxi ïiæ †_‡KB 

B‡jKUªwbK gy`ªv, wWwRUvj gy`ªv, ¯§vU© KvW©, †iwW K¨vk, GwUGg, †gvevBj e¨vswKs, B›Uvi‡bU e¨vswKs cÖf„wZ †mev e¨vcKfv‡e e„w× 

†c‡q‡Q| AwZ m¤úªwZ DbœZ †`k¸‡jv eZ©gv‡b B‡jKUªwbK e¨vswKs Gi cieZ©x ch©v‡q wn‡m‡e fvP©yqvj e¨vswKs
4

 e¨e ’̄v Pvjy Kivi 

wPšÍvfvebv ïiæ K‡i‡Q| cÖhyw³ e¨env‡ii gva¨‡g †Kvb e¨w³i Dcw¯’wZ QvovB e¨vswKs KvR cwiPvwjZ nq| GB c×wZ‡K Ô‡bv g¨vbm 

e¨vsKÕ
5

 wn‡m‡e AwfwnZ Kiv n‡q‡Q| 

 

AbjvBb e¨vswKs wm‡÷g 

mdUIq¨vi e¨vswKs Kvh©µg : mdUIq¨vi wfwËK e¨vswKs e¨e ’̄vq hveZxq KvR †bUIqvK© wfwËK GKwU †K›`ªxq Kw¤úDUvi c¨v‡KR 

mdUIq¨vi Gi mvnv‡h¨ Kiv n‡q _v‡K| G‡¶‡Î mvaviY e¨vswKs †hgb UvKv D‡Ëvjb, Rgv `vb, Ab¨ wnmv‡e A_© ¯’vbvšÍi,  cvIbv / 

†`bv cwi‡kva BZ¨vw` m¤úv`b Ki‡Z Rv‡e`v eB, LwZqvb eB, P~ovšÍ wnmv‡ei cÖ‡qvRb nq bv| G‡¶‡Î †Kvb wnmve Kivi Rb¨ 

Kw¤úDUv‡i †Kvb †jb‡`b BbcyU wnmv‡e †`Iqvi mv‡_ mv‡_ me wnmve wjwce× n‡q hvq| 

‡hvMv‡hvM †bUIqvK© : AvšÍR©vwZK †¶‡Î †hvMv‡hvM †bUIqv‡K©i RbwcÖq c×wZ n‡jv AbjvBb e¨vswKs| †hvMv‡hvM †bUIqvK© Gi †¶‡Î 

mvaviYZ Wvqvj Avc, †Uwj‡dvb Kv‡bKkb, †iwWI wjsK Ges eZ©gv‡b Iq¨vi‡jm Kv‡bKkb I wKQy wKQy †¶‡Î dvBevi AcwUK
6

 

e¨envi Kiv nq| 

weZiY cÖYvjx : Af¨šÍixY I AvšÍR©vwZK †jb‡`b cwil` †bwUs, d¨v±wis, bM` D‡Ëvjb, wnmve msi¶Y, wnmve cwiPvjbv BZ¨vw` KvR 

Ki‡Z ¯^bvgab¨ e¨vsKmg~n Euroclear, SWIFT7

 e¨vsK wm‡÷g BZ¨vw` gva¨g e¨envi K‡i| eZ©gv‡b K‡c©v‡iU e¨vsK GKK I ¶y`ª 

e¨vsK mg~n GKB ai‡bi †mev †`q| 

myBwPs c×wZ : AbjvBb e¨vswKs KvR cwiPvjbvi Ab¨Zg e¨e ’̄v nj myBwPs c×wZ| GB c×wZi †¶‡Î B‡jKUªwbK e¨vswKs 

†bUIqv‡K©i e¨envi j¶¨ Kiv hvq| 

 

myBwPs c×wZi e¨envi cÖPwjZ 

  > eûwea wi‡cvU© ˆZwii †¶‡Î| 

  > wi‡cvU© cÖ‡qv‡Mi †¶‡Î ch©‡e¶Y BZ¨vw`| 

AbjvBb e¨vswKs Gi ¸iæZ¡ : eZ©gvb we‡k¦ Ab¨Zg wbf©i‡hvM¨ Avw_©K cÖwZôvb nj e¨vsK| hvi gva¨‡g wewfbœ †`‡ki mv‡_ e¨emvwqK 

m¤úK© ¯’vcb Kiv m¤¢e n‡q‡Q A_©vr Z_¨cÖhyw³i Af~Zc~e© mvd‡j¨ c„w_exi `~iZ¡ K‡g G‡m‡Q Ges wek¦ cwiYZ n‡q‡Q †Møvevj wf‡jR
8

 

G| e¨vswKs †mev MÖvnK‡`i wbKU mnR I Dc‡fvM¨ K‡i Zy‡j‡Q AbjvBb e¨vswKs| KvMR Kj‡gi cwie‡Z© e¨eüZ n‡”Q cøvw÷K KvW© 

I Kw¤úDUvi| 

e¨vs‡Ki wbKU AbjvBb e¨vswKs Gi ¸iæZ¡ : Acv‡ikb e¨vswKs †mev †K mnR I Dc‡fvM¨ Kivi Rb¨ AbjvBb e¨vswKs ¸iæZ¡c~Y© 

f~wgKv cvjb K‡i Pj‡Q| mKj e¨vs‡Ki wbKU AbjvBb e¨vswKs AZ¨šÍ ¸iæZ¡c~Y© †mev| AvaywbK I DbœZ cÖhyw³ e¨envi K‡i e¨vsK 

Kg©KZ©v Kg©Pvixiv `ªæZ mwVK mnR I wbf©yjfv‡e MÖvnK‡`i †mev w`‡Z m¶g n‡q‡Q| d‡j †mevi gvb DbœZ nIqvi mv‡_ mv‡_ Zv 

n‡q‡Q Av‡iv DbœZ, MwZkxj I wbf©yj| 
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MÖvnK mš‘wó AR©b : eZ©gv‡b AbjvBb e¨vswKs Gi gva¨‡g 24 NÈv MÖvnK‡`i e¨vswKs myweav cÖ`vb Kiv n‡”Q| d‡j †mevi cwiwa eû 

¸‡Y e„w× cv‡”Q GLb NÈvi ci NÈv jvB‡b `uvwo‡q _vKvi cÖ‡qvRb nq bv MÖvnK wb‡RB wewfbœ Z_¨ msMÖn, Av‡e`b cÎ c~iY, UvKv 

Rgv mn bvbv iKg KvR AZ¨šÍ mdjZvi mv‡_ m¤úbœ K‡i MÖvnK‡`i mš‘ó AR©b Ki‡Z m¶g n‡q‡Q| 

`¶Zv e„w× : eZ©gvb hy‡M gvbyl Aí mg‡q †ewk KvR Ki‡Z AvMÖnx online banking KvMwR †bvU Gi e¨envi Kwg‡q Kw¤úDUv‡ii 

gva¨‡g †jb‡`b K‡i d‡ji mgq AcPq †iva nIqvi mv‡_ mv‡_ fyj nIqvi m¤¢vebv K‡g hvq| d‡j e¨vswKs Kvh©µg cwiPvjbvi 

`¶Zv µgvMZ e„w× cvq| 

KvMRx gy`ªvi †jb‡`‡bi cwigvY nªvm : AbjvBb e¨vswKs c×wZ‡Z KvMwR gy ª̀v †jb‡`b nªvm cv‡”Q wKš‘ e„w× cv‡”Q cÖhyw³ wbf©i 

B‡jKUªwbK c×wZ| e¨vs‡K Kw¤úDUvi cÖhyw³i e¨env‡ii d‡j cvm eB‡qi e¨envi †bB ej‡jB P‡j †jb‡`b Kv‡R AbjvBb e¨vsK 

†WweU KvW© I †µwWU Kv‡W©i e¨envi KvMwR gy`ªvi e¨envi e¨vcK nv‡i nªvm K‡i w`‡q‡Q| 

cÖwZ‡hvwMZvi ¶gZv e„w× : gvbyl cwieZ©‡bi cÖwZ mnRvZ fv‡e AvMÖnx| †h mKj e¨vs‡K AbjvBb e¨vswKs myweav we`¨gvb †m mKj 

e¨vs‡K MÖvnK †h‡Z Pvq| AbjvBb e¨vswKs c×wZ e¨vs‡Ki B‡gR e„w× K‡i |d‡j cÖwZ‡hvwMZvg~jK evRv‡i wb‡R‡`i Ae¯’vb kw³kvjx 

nq| 

MÖvnK msL¨v e„w× : eZ©gvb e¨vsK e¨e¯’vq mKj †¶‡Î B›Uvi‡bU e¨vswKs Gi cÖmvi N‡U‡Q| GRb¨ AwaK msL¨K RbM‡Yi gv‡S e¨vswKs 

†mev †cŠuQv‡bv m¤¢e n‡”Q| d‡j e¨vs‡Ki MÖvnK msL¨v `ªæZ e„w× cv‡”Q| 

Avq e„w× : wewfbœ †mev †_‡K AbjvBb e¨vswKs Gi gva¨‡g e¨vsK Zvi Avq e„w× K‡i †hgb  †WweU KvW© wd, †µwWU KvW© wd, AbjvBb 

e¨vswKs wd, A_© ¯’vbvšÍi wd, Gm Gg Gm e¨vswKs, †gvevBj e¨vswKs BZ¨vw` LvZ †_‡K e¨vsK mg~n Avq K‡i hv †gvU Avq evov‡Z 

mnvqZv K‡i| 

AbjvBb e¨vswKs‡qi gva¨‡g wewfbœ †mev cÖ`vb Kivi Rb¨ Kg Li‡P DbœZ †mev cÖ`vb Ki‡Z cv‡i, d‡j e¨vs‡Ki gybvdvi cwigvY e„w× 

cvq| 

 

MÖvn‡Ki Kv‡Q AbjvBb e¨vswKs Gi ¸iæZ¡ 

Avãyj ReŸvi GKRb K„lK| Zvi †ek wKQy Rwg Av‡Q| Rwgi LvRbv †`Iqvi Rb¨ Zvi f~wg Awd‡m †h‡Z nq| †mLv‡b A‡bK nqivwbi 

m¤§yLxb n‡Z nq |Zvi A‡bK mgq jv‡M Ges LiP †ewk nq| †m AbjvB‡bi gva¨‡g Rvb‡Z cv‡i, AbjvBb e¨vswKs A_ev †gvevB‡ji 

gva¨‡g Rwgi LvRbv cwi‡kva Kiv hvq| †m †gvevB‡ji gva¨‡g f~wg †iwR‡÷ªkb K‡i| N‡i e‡m †gvevB‡ji gva¨‡g Rwgi LvRbv 

cwi‡kva K‡i| GLb Zvi Avi f~wg Awd‡m †h‡Z nq bv| G †_‡K †evSv hvq †gvevBj e¨vswKs Gi myweav mvaviY MÖvnK‡`i Kv‡Q KZUv 

¸iæZ¡c~Y©| AbjvBb e¨vswKs †mev g~jZ MÖvnK‡`i Rb¨B| AbjvBb e¨vswKs Gi gva¨‡g MÖvnKiv †h mKj my‡hvM-myweav cvq Zv wb‡gœ 

Av‡jvPbv Kiv n‡jv: 

mgq mvkªq: MÖvnKiv †h‡Kvb ¯’vb †_‡K AbjvBb e¨vswKs Gi gva¨‡g Zv‡`i †jb‡`b m¤úbœ Ki‡Z cv‡i G‡Z mg‡qi †Kvb AcPq nq 

bv| 

`ªæZ A_© ¯’vbvšÍi: AbjvBb e¨vswKs Gi gva¨‡g GK ¯’vb †_‡K Ab¨ ¯’v‡b `ªæZ A_© ¯’vbvšÍi Kiv hvq| G‡¶‡Î ¯^kix‡i A_© enb Kivi 

†Kvb cÖ‡qvRb c‡o bv| 

e¨q Kgv‡bv: GKRb MÖvnK e¨vsK †_‡K eûgyLx †mev wb‡Z Pvq †hgb GwUGg KvW©, †WweU KvW©, †µwWU KvW©, B›Uvi‡bU e¨vswKs, 

†gvevBj e¨vswKs cÖf„wZ B‡jKUªwbK e¨vswKs Gi gva¨‡g MÖvnK D³ †mev mg~n Kg Li‡P wb‡Z cv‡i| 

wbf©yj wnmve cÖvwß: AbjvBb e¨vswKs Gi gva¨‡g mywbw`©ó mdUIq¨v‡ii
9

 Øviv wbf©yjfv‡e Avw_©K †jb‡`b m¤úbœ Kiv hvq| GLv‡b fyj 

nIqvi m¤¢vebv LyeB Kg _v‡K| 

wnmv‡ei †MvcbxqZv I wbivcËv: AbjvBb e¨vswKs Gi gva¨‡g MÖvnK‡`i cvmIqvW© e¨envi K‡i Zvi †jb‡`b m¤úbœ Ki‡Z nq| 

cvmIqvW© MÖvnKiv †Mvcbxqfv‡e i¶v K‡i| hvi Kvi‡Y †jb‡`b wnmv‡e †MvcbxqZv I wbivcËv i¶v cvq| 

Z‡_¨i mnRjf¨Zv: AbjvBb e¨vswKs Gi gva¨‡g MÖvnK †h‡Kv‡bv mgq Zvi wnmv‡ei †jb‡`b msµvšÍ Z_¨ mn‡RB †c‡Z cv‡i| †Kvb 

Z_¨ Rvbvi Rb¨ MÖvnK‡`i e¨vs‡K hvIqvi cÖ‡qvRb c‡o bv| 
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AvšÍR©vwZK evwYR¨ evov‡bv: AbjvBb e¨vswKs Gi gva¨‡g GKRb MÖvnK †h‡Kv‡bv ¯’vb †_‡K wnmve cwiPvjbv K‡i AvšÍR©vwZK 

evwY‡R¨i
10

 Kvh©µg Pvjv‡Z cv‡i| Zvi d‡j AvšÍR©vwZK evwY‡R¨i m¤úªmviY `ªæZZi n‡”Q| 

 

AbjvBb e¨vswKs Gi †mevmg~n 

wek¦e¨vcx KwfW-19 Gi mg‡q e¨vsK ¸‡jvi mve©¶wYK †mev Ae¨vnZ ivLvi Rb¨ AbjvBb e¨vswKs Kvh©µg ïiæ nq| 2020 mv‡j 

e¨vsKmg~n MÖvnK‡`i kvLv e¨vswKs Gi weKí wnmv‡e GwUGg KvW©, B›Uvi‡bU e¨vswKs Ges †gvevBj e¨vswKs Gi civgk© cÖ`vb K‡i 

evsjv‡`k e¨vsK| evsjv‡`‡ki AbjvBb †mev mg~n e¨vcK we¯Ívi NUvq| AbjvBb e¨vswKs Gi †mev mg~n m¤ú‡K© we¯ÍvwiZ Av‡jvPbv 

Kiv n‡jv- 

¯^qswµq MYbvKvix hš¿: AbjvBb e¨vs‡Ki gv‡S Ab¨Zg ¸iæZ¡c~Y© I RbwcÖq †mev nj ¯^qswµq †jb‡`b c×wZ| gbyl¨wenxb ¯^qswµq 

wnmve MYbvKvix G h‡š¿i mvnv‡h¨ GKRb MÖvnK w`bivZ 24 NÈv †h‡Kv‡bv mgq A_© DVv‡bv, GK wnmve †_‡K Ab¨ wn‡m‡e A_© 

¯’vbvšÍi, e¨v‡jÝ †`Lv, FY cwi‡kva mn A‡bK KvR m¤úbœ Ki‡Z cv‡i| 

 

G wU Gg Gi D‡Ïk¨ 

Af¨šÍixY cwiPvjbv e¨q Kgv‡bv I gybvdv evov‡bv: evRv‡i wb‡R‡`i Askx`vwiZ¡ evov‡bvi gva¨‡g gybvdv evwo‡q e¨vsK mg~‡ni GwUGg 

†cÖvMÖvg Pvjy Kiv Gi cÖavb D‡Ïk¨| ATM myweavi Kvi‡Y e¨vs‡Ki Af¨šÍixY cwiPvjbv e¨q †hgb nªvm cvq †Zgwb gybvdvi cwigvYI 

e„w× cvq| 

DbœZ †mev: AvaywbK cÖhyw³i gva¨‡g MÖvnK‡`i DbœZ †mev †`Iqvi Rb¨ GK hyMvšÍiKvix f~wgKv cvjb K‡i GwUGg Z_v AbjvBb 

e¨vswKs| 

 

GwUGg Kv‡W©i myweav mg~n 

 PjwZ I mÂq wn‡m‡e †_‡K myweavRbK mgq †jb‡`‡bi my‡hvM cvIqv  

 GKB ¯’vb †_‡K wewfbœ †mev †bIqv hvq 

 DbœZ AvaywbK †mev cvIqv hvq  

 `ªæZ †jb‡`b m¤úbœ 

 mnRjf¨ I wbivc` †jb‡`b 

 bM` A_© en‡bi SyuwK †_‡K gy³ 

 GwUGg Gi †_‡K e¨vsK A‡bK my‡hvM myweav cvq 

 e¨vs‡Ki †jb‡`‡bi LiP Kg nq 

 Kg©x‡`i Kv‡Ri Pvcgy³ ivLv hvq  

 MÖnY‡hvM¨Zv evov‡bv hvq  

 m¤úK© ¯’vcb Kiv hvq  

 Kg mg‡q †ewk MÖvnK‡`i mš‘ó AR©b Kiv hvq 

 †ijc‡_i wUwKU µq Kiv hvq| 

 

GwUGg Gi e¨envi c×wZ 

GB c×wZ‡Z e¨vsK¸‡jv Zv‡`i MÖvnK‡`i GK ai‡bi cøvw÷K KvW© mieivn K‡i| g¨vM‡bwUK wP‡ci wfZi Kv‡W©i b¤^i, MÖvn‡Ki 

bvg, e¨vs‡Ki Z_¨ BZ¨vw` Rgv _v‡K| cÖ‡Z¨K MÖvn‡Ki Avjv`v PIN (Personal Identification Number)11

 _v‡K| MÖvnK †jb‡`b 

Kivi mgq KvW©wU †gwk‡b cÖ‡ek Kwi‡q Zvi wcb b¤^i UvBc K‡i| MÖvnK UvKv DVv‡Z PvB‡j wbw`©ó cwigvY A_© wK †ev‡W©i gva¨‡g 

UvBc K‡i B›Uvi wK Pvc †`q|d‡j Zvr¶wYK †gwkb MÖvn‡Ki Pvwn`v Abyhvqx A_© †`q| GKevi B›Uvi wK Pvc w`‡j †jb‡`‡bi aib ev 

A‡_©i cwigvY Avi cwieZ©b Kiv hvq bv| evsjv‡`‡k me©cÖ_g ÷¨vÛvW© PvU©vW© e¨vsK GwUGg KvW© Pvjy K‡i| eZ©gv‡b 51 wU e¨vsK 24 

NÈv GwUGg myweav w`‡”Q| 
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2000 mv‡j cÖwZwôZ AvBwU Kbmv‡U©›U wjwg‡UW hv ITCL bv‡g cwiwPZ| GwU wWwRUvj †jb‡`‡b Z„Zxq c¶ n‡q KvR Ki‡Q| 

eZ©gv‡b AvBwUwmGj Gi Aax‡b cÖvq 35 wU e¨vsK †RvUe× n‡q MÖvnK‡`i GwUGg †mev w`‡”Q hv wKD K¨vk bv‡g cwiwPZ| 

 

†WweU KvW© 

B‡jKUªwbK dvÛ UªvÝdv‡ii GKwU gva¨g nj †WweU KvW©
12

| e¨vsK I Ab¨vb¨ Avw_©K cÖwZôvb b¤^i hy³ †h we‡kl ai‡bi cøvw÷K KvW© 

cÖ`vb K‡i Zv‡K †WweU KvW© e‡j| GB KvW© Gi wecix‡Z MÖvn‡Ki wnmv‡e UvKv Rgv _v‡K|‡mLvb †_‡K B‡jKUªwbK c×wZ‡Z A_© 

¯’vbvšÍi Kiv I A_© D‡Ëvjb Kiv hvq| 1970 mv‡j me©cÖ_g KvbvWvq GB Kv‡W©i e¨envi ïiæ nq|  

KvW© e¨env‡ii Rb¨ cÖvß wdm, AvšÍte¨envi wdm, cwi‡kva we‡ji Dc‡i cÖvß evUªv cÖf„wZi gva¨‡g KvW© Bmy¨Kvix cÖwZôv‡bi Avq 

evov‡bv, wewfbœ KvM‡Ri †jb‡`‡bi LiP Kwg‡q e¨q ms‡KvP Kiv, bM` UvKv Ges †µwWU KvW© Gi weKí wn‡m‡e †WweU KvW© 

e¨env‡ii D‡Ï‡k¨ †WweU KvW© cÖPwjZ nq|  

bM` A_© enb I fv½v‡bvi Sv‡gjv †_‡K MÖvnK‡`i gy³ Kiv, `ªæZZg mg‡q AvaywbK I DbœZ †mev †`Iqv †WweU Kv‡W©i Ab¨Zg cÖavb 

D‡Ïk¨| `ªe¨g~j¨ cwi‡kv‡ai gva¨g wn‡m‡e †WweU KvW© e¨eüZ nq| MÖvnKiv G‡K bM` UvKv, †PK ev †µwWU Kv‡W©i weKí wn‡m‡e 

e¨envi Ki‡Z cv‡i| mvaviYZ †h‡Kv‡bv myweav RbK mg‡q A_© D‡Ëvjb, wewfbœ cÖ‡`q wej Ges F‡Yi wKw¯Í mn‡R cwi‡kva Ki‡Z 

Pvq Ggb MÖvnKivB †WweU KvW© †ewk e¨envi K‡i| 

 

†WweU KvW© I †µwWU KvW© Bmy¨Kvix ms¯’v 

Av‡gwiKvb G·‡cÖm KvW©t evsjv‡`‡k GKgvÎ wmwU e¨vsK wjwg‡UW GB KvW© Bmy¨ K‡i _v‡K| Av‡gwiKvb G·‡cÖm ms¯’vi Aax‡b e¨vsK 

GB ÔAMEX' KvW© mieivn K‡i|  

gv÷vi KvW©t GwU AvšÍR©vwZK gv÷vi KvW© ms¯’vi Aax‡b Bmy¨ Kiv nq| GB KvW© Pvjy Kivi Rb¨ Bmy¨Kvix e¨vsK‡K hy³iv‡óªi gv÷vi 

KvW© K‡c©v‡ik‡bi cÖwZwbwa n‡Z nq|  

wfmv KvW©: GB KvW©wU AvšÍR©vwZK wfmv K‡c©v‡ikb-Gi mv‡_ mshy³ †h‡Kv‡bv e¨vsK Bmy¨ K‡i| 

†µwWU KvW©
13

: †h Kv‡W©i gva¨‡g KvW© Bmy¨Kvix cÖwZôvb Øviv c~e©wba©vwiZ cwigvY A_© e¨‡qimxgvmn GK ai‡bi FY cÖ`vb K‡i Zv‡K 

†µwWU KvW© e‡j| evsjv‡`‡ki ivóªKZ©…K Aby‡gvw`Z wewfbœ e¨vsK exgv I Avw_©K cÖwZôvb †µwWU KvW© Bmy¨ K‡i| ˆ`bw›`b µq-

weµqmn ¶y`ª ¶y`ª †jb‡`b †µwWU Kv‡W©i gva¨‡g m¤úbœ Kiv hvq| 

 

KvW© MÖnxZvi myweavmg~n 

AvšÍR©vwZKfv‡e †µwWU Kv‡W©i MÖnY‡hvM¨Zv Zyjbvg~jKfv‡e †ewk|  

GB KvW© enb I e¨envi myweavRbK| †KbvKvUvi Rb¨ Gi e¨envi bM` A_© en‡bi Sv‡gjv †_‡K MÖvnK‡K gy³ †i‡L †KbvKvUv‡K 

wbwðZ I Avb›`gq K‡i †Zv‡j|  

eZ©gv‡b FY myweav †bIqvi Rb¨ MÖvnK‡K e¨vs‡K wM‡q `xN© cÖwµqv AbymiY Kivi Sv‡gjv †cvnv‡Z nq bv| †Kbbv Kv‡W©i gva¨‡g 

mn‡RB cvIqv hvq| cieZ©x‡Z MÖvnK gvwmK FY cwi‡kva Kivi my‡hvM cvq| 

GwU GKwU MÖnY‡hvM¨ gva¨g wn‡m‡e we‡ewPZ| G‡Z bM` A_© Pywii fq _v‡K bv|  

†µwWU Kv‡W©i gva¨‡g †jb‡`bmg~n MÖvn‡Ki gvwmK weeiYx‡Z D‡jøL Kiv nq| d‡j we‡µZv KZ„K †cÖwiZ weµq iwk‡`i mv‡_ 

msiw¶Z wnmve hvPvB Kiv m¤¢e nq| GB Kv‡W©i gva¨‡g †jb‡`bmg~n Kw¤úDUv‡ii mvnv‡h¨ msi¶Y Kiv nq|  

eZ©gv‡b †µwWU KvW© e¨envi K‡i Equated Monthly Installment (EMI) myweav cvIqv hvq| GB c×wZ‡Z KvUavwi Zvi 

cvIbv`vi‡K cÖwZgv‡mi wbw`©ó Zvwi‡L GKwU wbw`©ó cwigvb UvKv Kv‡W©i gva¨‡g cÖ`vb K‡i|  

 

e¨emvqx‡`i myweavmg~n 

†µwWU Kv‡W©i gva¨‡g cY¨ †Kbv mnR I myweavRbK e‡j GwU wewµ evov‡Z mvnvh¨ K‡i| 
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B‡jKUªwbK c×wZ n‡jv †µwWU KvW© cwiPvjbvi †giæ`Û| d‡j GKRb we‡µZv Lye `ªæZ I mn‡R †µZvi †`Iqv Z_¨mg~n hvPvB 

Ki‡Z cv‡i| hv‡K e¨emvqxiv SywKgy³ †jb‡`b wn‡m‡e we‡ePbv K‡i|  

 

Bmy¨Kvix e¨vs‡Ki myweavmg~n 

Bmy¨Kvix e¨vsK †µwWU Kv‡W©i gva¨‡g AwZwi³ Avq K‡i, KviY e¨vsK Zvi eZ©gvb KvW©MÖnxZv‡`i Kv‡Q e¨vs‡Ki Ab¨vb¨ cY¨ I †mev 

Dc¯’vc‡bi my‡hvM cvq| 

GB Kv‡W©i Rb¨ e¨vs‡Ki kvLvq Dcw¯’wZi cÖ‡qvRb nq bv e‡j Bmy¨Kvix cÖwZôvb Lye mn‡RB evRvi evov‡Z cv‡i| 

Bmy¨Kvix KvW© MÖnYKvixi KvQ †_‡K wewfbœ PvR© Av`vq K‡i hv e¨vs‡Ki Av‡qi GKwU Drm wn‡m‡e we‡ewPZ nq|  

 

¯§vU© KvW© 

¯§vU© KvW©
14

 Zyjbvg~jKfv‡e GKwU bZyb †jb‡`b cÖhyw³| GwU Py¤^K Qvc †`Iqv A_ev GKwU cøvw÷K KvW©| GB Kv‡W©i gva¨‡g Z_¨ 

msi¶Y, Z_¨ cybiæ×vi Ges iƒcvšÍi Kiv hvq| GKRb MÖvnK Zvi cQ›` Abyhvqx GB KvW©‡K †WweU KvW©, †µwWU KvW© A_ev GwUGg 

KvW© wn‡m‡e  e¨envi Ki‡Z cv‡i| A_©vr GKB KvW© wewfbœ D‡Ï‡k¨ e¨envi Kiv hvq e‡j G‡K ¯§vU© KvW© e‡j| mvaviYZ MÖvnK‡`i 

e¨vsK wnmve †_‡K cÖ‡qvRbxq cwigvY A_© GwUGg, †Uwj‡dvb ev B›Uvi‡b‡Ui gva¨‡g Kv‡W© ¯’vbvšÍi  Kiv nq| 

evsjv‡`‡ki e¨vswKs myweav ewÂZ RbM‡bi †`vi‡Mvovq e¨vswKs †mev †cŠu‡Q w`‡Z `xcb Kbmvj‡UwÝ mvwf©‡mm wjwg‡UW Ges cÖvBg 

e¨vsK wjwg‡U‡Wi †hŠ_ D‡`¨v‡M cÖvBg K¨vk bv‡g GKwU ¯§vU© KvW© cÖPjb Kiv nq hv cÖvBg K¨vk bv‡g cwiwPZ| hv evsjv‡`‡ki cÖ_g 

GKgvÎ ev‡qv‡gwUªK e¨vswKs mvwf©m| cÖvBg K¨vk bv‡gi ¯§vU© KvW©wUi wbivcËv wbwðZ nq e¨enviKvixi Av½y‡ji Qvc w`‡q| GB †mevq 

†Kvb gy‡Vv‡dvb ev cvmIqv‡W©i `iKvi nq bv| 

 

‡gvevBj e¨vswKs 

‡gvevBj †dv‡bi gva¨‡g e¨vswKs Kvh©µg cwiPvjbvB †gvevBj e¨vswKs| A_©vr †gvevBj e¨vswK n‡jv GK ai‡bi c×wZ hvi mvnv‡h¨ 

†Kv‡bv Avw_©K cÖwZôv‡bi MÖvnK Zvi e¨eüZ †gvevBj wWfvBm w`‡q Avw_©K †jb‡`b m¤úbœ Kiv‡K †evSvq| AvaywbK cÖhyw³ e¨envi 

K‡i e¨vswKs Kvh©µgwU AwZ mnR I `ªæZ K‡i‡Q †gvevBj e¨vswKs| eZ©gv‡b cÖvq mKj †gvevBj e¨vswKs Mobile app wbf©i| 

 

†gvevBj e¨vswKs-Gi †mevmg~n 

 1. webv Li‡P MÖvn‡Ki wnmve †Lvjv|  

 2. bM` UvKv wbivc‡` Rgv I D‡Ëvjb| 

 3. GK wnmve †_‡K Ab¨ wnmv‡e UvKv †cÖiY, we‡`k †_‡K UvKv MÖnY 

 4. wnmv‡ei e¨v‡jÝ Rvbv 

 5. ¯^í cwim‡i †÷U‡g›U Rvbv 

 6. †eZb-fvZv †cÖiY I MÖnY| 

 7. wewfbœ ai‡bi BDwUwjwU wej cwi‡kva (we`¨yr wej,M¨vm wej, cvwbi wej, †Uwj‡dv‡b wej BZ¨vw`)| 

 8. Avq Ki wiUvb© Rgv †`Iqv hvq| 

 9. Rwgi LvRbv cwi‡kva Kiv hvq| 

 10. we‡`k n‡Z A_© cvVv‡bv 

 11. cY¨ I †mev µq-weµq  

 12. wewfbœ hvbevn‡bi wU‡KU (evm wU‡KU, †Uª‡bi wU‡KU, wegvb wU‡KU BZ¨vw`) msMÖn Kiv hvq| 

weMZ RyjvB-2022 n‡Z Ryb- 2023 ch©šÍ GK eQ‡i †gvevBj e¨vswKs †mevi †jb‡`‡bi cwigvY wb‡gœ wP‡Îi gva¨‡g †`Lv‡bv n‡jv: 
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†gvevBj e¨vwKs-Gi myweavmgyn 

1. ‡gvevBj e¨vswKs Ab¨vb¨ AbjvBb e¨vswKs A‡c¶v mnR I myweavRbK| 

2. †h‡Kv‡bv †gvevBj †bUIqvK© w`‡q Kvh©µg cwiPvjbv Kiv hvq| 

3. e¨vswKs Acv‡iwUs LiP Lye Kg| 

4.  MÖnK‡`i jvB‡b `uvov‡Z nq bv| 

5.  †h‡Kv‡bv ¯’vb n‡Z A_© †jb‡`b Kiv hvq| 

6.  w`‡bi 24 NÈvB †jb‡`b Kiv hvq| 

7.  mg‡qi †Kvb evav-wb‡la †bB| 

8.  ̀ ªæZMwZ‡Z A_© ¯’vbvšÍi Kiv hvq| 

9.  †gvevB‡j e¨v‡jÝ wiPvR© Kiv hvq BZ¨vw`| 

 

evsjv‡`‡ki †hme e¨vsK †gvevBj e¨vswKs †mev cÖ`vb K‡i‡Q 

1. weKvk-eª¨vK e¨vsK wjwg‡UW 

2.  i‡KU-WvP-evsjv e¨vsK wjwg‡UW 

3. ‡iwW K¨vk-RbZv e¨vsK wjwg‡UW 

4. BD K¨vk-BDwmwe e¨vsK wjwg‡UW 

5. G‡R›U e¨vswKs-e¨vsK Gwkqv wjwg‡UW  

6. †Uwj K¨vk-mvD_B÷ e¨vsK wjwg‡UW 

7. bM`-WvK wefvM 

8. wkIi K¨vk- iæcvjx e¨vsK wjwg‡UW 

9 wU K¨vk- Uªv÷ e¨vsK wjwg‡UW  

10. gvB K¨vk- gv‡K©›UvBj e¨vsK wjwg‡UW  

11. BmjvwgK Iqv‡jU -Avj Avivdvn Bmjvgx e¨vsK wjwg‡UW  

12. AvB e¨vswKs-- Gwe e¨vsK  wjwg‡UW 

13. Avgvi GKvD›U-- AvBGdAvBwm e¨vsK wjwg‡UW 

14. wmwU UvP -- wmwU e¨vsK wjwg‡UW 

15. Rv÷ †c-- hgybv e¨vsK wjwg‡UW 

16. ¯‹vB e¨vswKs-- B÷vb© e¨vsK wjwg‡UW 

17. wWweGj †Mv - XvKv e¨vsK wjwg‡UW 

18. I‡K Iqv‡jU -Iqvb e¨vsK wjwg‡UW 

19. Tap n pay - †gNbv e¨vsK wjwg‡UW 

20. wc- gvwb - wcÖwgqvi e¨vsK wjwg‡UW 

21. cjøx †jb‡`b-- cjøx mÂq e¨vsK 
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22. Gg K¨vk -Bmjvgx e¨vsK wjwg‡UW 

eZ©gvb AcÖvß eq¯‹ivI †gvevB‡j wnmve Lyj‡Z cvi‡e: 

Gevi 14 †_‡K 18 eQi eqmx‡`i e¨emvi wnmve †Lvjvi my‡hvM K‡i w`‡q‡Q evsjv‡`k e¨vsK| GB wnmve †Lvjv hv‡e weKvk, i‡KU I 

bM‡`i g‡Zv †gvevB‡j Avw_©K †mev`vZv (GgGdGm) cÖwZôvb¸‡jv‡Z, hvi bvg GgGdGm e¨w³K wnmve| Z‡e AwffveK‡`i 

cwiPqcÎ e¨envi K‡i GB wnmve Lyj‡Z n‡e|¯§vU© evsjv‡`k wewbg©v‡Y †K›`ªxq e¨vsK ÔK¨vk‡jm evsjv‡`kÕ
15

 Movi D‡`¨vM wb‡q‡Q|    

cÖÁvc‡b ejv n‡q‡Q, 14 †_‡K 18 eQi eqmx bexb‡`i GgGdGm wnmve †Lvjvi mgq wb‡Ri Ges AwffveK Df‡qi Rb¥mb` I 

RvZxq cwiPqc‡Îi (GbAvBwW) b¤^i w`‡Z n‡e| GB wnmve †Lvjvi Rb¨ Awffve‡Ki GgGdGm wnmvewU eva¨Zvg~jKfv‡e wjsKW 

GgGdGm wnmve wn‡m‡e e¨eüZ n‡e| wcZv/gvZv/Awffve‡Ki GgGdGm wnmv‡ei gvwjKvbv wbwðZ K‡i GB wnmve Lyj‡Z n‡e| 

wcZv/gvZv/AvBbMZ Awffve‡Ki m¤§wZ mv‡c‡¶ GgGdGm wnmve Lyj‡Z n‡e| wnmve †Lvjvi †¶‡Î Awffve‡Ki m¤§wZ MÖnY cÖwµqvq 

Zuv‡`i †gvevB‡j GKevi e¨envi‡hvM¨ cvmIqvW© cvVv‡bvi e¨e¯’v _vK‡Z n‡e| GB cvmIqv‡W©i gva¨‡g Awffve‡Ki m¤§wZ MÖnY Ki‡Z 

n‡e| Gme wnmv‡ei †jb‡`‡bi Z_¨ wnmveavixi †gvevB‡j cvVv‡bvi cvkvcvwk Zv‡`i AwffveK‡`i Rvbv‡Z n‡e| Gme wnmv‡e 

wnmve¸‡jv ïaygvÎ Awffve‡Ki GgGdGm wnmve/e¨vsK wnmve/KvW©/B-Iqv‡jU †_‡K A_© Rgv Kiv hv‡e| Z‡e Gme wnmv‡e G‡R›U 

c‡q›U A_ev Ab¨ †Kv‡bv GgGdGm wnmve/e¨vsK wnmve/KvW©/B-Iqv‡jU †_‡K UvKv Rgv Kiv hv‡e bv| 

GB wnmv‡e ˆ`wbK m‡e©v”P 5 nvRvi I gv‡m 30 nvRvi UvKv ch©šÍ Rgv Kiv hv‡e| w`‡b 5 nvRvi I gv‡m 25 nvRvi UvKv D‡Ëvjb Kiv 

hv‡e| GK wnmve †_‡K Ab¨ wnmv‡e w`‡b 5 nvRvi I gv‡m 15 nvRvi UvKv cvVv‡bv hv‡e| bexb‡`i wnmve †_‡K wej cwi‡kva, wk¶v 

wd, gv‡P©›U wej BZ¨vw` cwi‡kva Kiv hv‡e| Z‡e w`‡b I gv‡m m‡e©v”P cwi‡kva mxgv n‡jv h_vµ‡g 5 nvRvi I gv‡m m‡e©v”P 20 

nvRvi UvKv| GB wnmv‡ei m‡e©v”P w¯’wZ n‡e 30 nvRvi UvKv| 

weMZ mvZ eQ‡i evsjv‡`‡k †gvevBj e¨vswKs †mevi MÖvnK msL¨v I †jb‡`‡bi cwigvY Kxiƒc e„w× †c‡q‡Q Zv wb‡gœ wP‡Îi gva¨‡g 

†`Lv‡bv n‡jv: 

G‡R›U e¨vswKs: †hme GjvKvq e¨vswKs Kvh©µg GLbI †cŠQvq bvB ev †Zgb mg„× bq, †mme GjvKvi RbMY‡K e¨vswKs myweav †`Iqvi 

Rb¨ G‡R›U e¨vswKs Pvjy n‡q‡Q| G‡R‡›UU ev G‡RwÝi gva¨‡g e¨vswKs myweav RbM‡bi Øvi †Mvovq †cŠu‡Q †`IqvB n‡jv G‡R›U 

e¨vswKs| G‡R›U e¨vswKs gyjZ mxwgZ cwim‡i e¨vswKs Ges Avw_©K †mev cÖ`vbKvix GKwU ms¯’v| GwU g~j e¨vs‡Ki c‡¶ mswkøó 

e¨vs‡Ki GKwU AvDU‡jU wn‡m‡e KvR K‡i| 

‡nvg e¨vswKs: AbjvBb e¨vswKs-G B‡j±ªwbK c×wZ‡Z A_© ¯’vbvšÍ‡ii gva¨‡g e¨vK¸‡jv Avw_©K †mev MÖvnK‡`i ØvicÖv‡šÍ †cŠu‡Q †`q| 

MÖvnKMY Gi gva¨‡g N‡i e‡mB Zv‡`i e¨vs‡Ki mv‡_ †Uwj‡dv‡b †hvMv‡hvM K‡i Zv‡`i wewfbœ †jb‡`b m¤úbœ Kivi Rb¨ Aby‡iva 

Rvbvq ZLb e¨vsKmg~n MÖvnK‡`i wnmve †_‡K wb‡`©wkZ cÖwZôv‡bi wnmv‡e A_© ¯’vbvšÍi K‡i|  

MÖvnK †Uwj‡dv‡b wej cwi‡kv‡ai  DbœZ N‡ivqv e¨vswKs n‡jv wfwWI †nvg e¨vswKs| GB c×wZ‡Z MÖvnK N‡i e‡mB B›Uvi‡b‡Ui gva¨‡g 

Kw¤úDUvivBRW c×wZ‡Z e¨vs‡Ki mv‡_ †jb‡`b m¤úbœ K‡i| †nvg e¨vswKs cwiPvjbv Kivi Rb¨ Kw¤úDUvi Uvwg©bvj, MÖvn‡Ki wcb, 

e¨vs‡Ki mieivnK„Z mdUIq¨vi cÖf„wZi cÖ‡qvRb nq| 

‡Uwj‡dvb e¨vswKs: †Uwj‡dvb e¨vswKs c×wZ‡Z mn‡R e¨v‡jÝ Rvbv Ges cY¨ I †mev msµvšÍ Z_¨ cvIqv hvq| GB c×wZi Øviv e¨vsK 

Zvi MÖvnK‡K †Uwj‡dv‡bi gva¨‡g Avw_©K †jb‡`b m¤úbœ Kivi my‡hvM †`q| †Uwj‡dvb e¨vswKs cwiPvwjZ nq ¯^qswµq †dvb DËi 

cÖwµqvq KÉ¯^i kbv³KiY hš¿ cÖf„wZi mvnv‡h¨| G‡¶‡Î wbivcËvi Rb¨ MÖvn‡K †gŠwLK cvmIqvW© ev wbivcËv cÖ‡kœi DËi w`‡Z nq|  

GmGgGm e¨vswKs: evwbwR¨K e¨vsK¸‡jv Zv‡`i †mev e„w×i j‡¶¨ †gvevB‡j GmGgGm Gi ga¨‡g wewfbœ †mev w`‡”Q| GmGgGm 

c×wZi GB e¨vswKs n‡jv GmGgGm e¨vswKs| GmGgGm e¨vswKs Gi †mevmg~n- 

1. e¨v‡jÝ m¤úwK©Z Z_¨ Rvbv‡bv|  

2. wnmve weeiYx cÖ`vb| 

3. wewfbœ Avw_©K †jb‡`‡bi mgq m¤úwK©Z mZK©Zv| 

SWIFT: SWIFT Gi c~Y©iƒc n‡jv Society for Worldwide Interbank Financial Telecommunication. 1973 mv‡j 

†ejwRqv‡gi ivRavbx eªv‡mjm-G 15wU †`‡ki e¨vsKvi‡`i g‡a¨ GKwU mvaviY Pyw³ ¯^v¶‡ii gva¨‡g myBdU Gi KvR ïiæ nq| 
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evsjv‡`‡ki cÖvq me¸‡jv e¨vsK G †bUIqv‡K©i AšÍf©y³| SWIFT n‡jv Ggb GKwU †bUIqvK© hv wek¦e¨vcx Avw_©K cÖwZôvb‡K wbivc` 

I gvbm¤§Z Avw_©K †jb‡`b m¤ú‡K© Z_¨ cvVv‡Z I MÖnY Ki‡Z cv‡i| 

myBdU Gi †mevmg~n n‡jv-  

1| AvšÍR©vwZK e¨vK¸‡jvi mv‡_ mn‡R I `ªæZ Avw_©K †jb‡`b m¤úbœ Kiv| 

2| evwYR¨ †mev cÖ`vb Kiv| 

3| ˆe‡`wkK wewbgq wbwðZ Kiv| 

4| gy`ªv evRv‡i mgZv i¶v Kiv| 

eZ©gv‡b c„w_exi wewfbœ †`‡ki cÖvq 3000 msMVb Kw¤úDUvi †bUIqvK© e¨envi K‡i SWIFT Gi mv‡_ hy³ Av‡Q|  

Iqvb÷c mvwf©m: Iqvb÷c mvwf©m n‡jv Ggb GKwU †mev †hLv‡b MÖvnK GKRbgvÎ e¨vsK Kg©KZ©vi wbKU †_‡KB Zvi cÖ‡qvRbxq 

e¨vswKs †mev wb‡Z cv‡i| c~‡e© GKwU †mev †bIqvi Rb¨ †hLv‡b K‡qK R‡bi wbKU †h‡Z n‡Zv GLb Zv GKR‡bB m¤úbœ K‡i| d‡j 

Av‡Mi Zyjbvq mgq I LiP nªvm †c‡q‡Q|  

¯^qswµq wbKvkNi:
16

 Automated Clearing House n‡jv GKwU B‡j± ªwbK dvÛ-UªvÝdvi mvwf©m| GwU GKwU mdUIq¨vi wfwËK 

Kw¤úDUvi wbf©i cÖwµqv, †hLv‡b B‡jKUªwbK c×wZ‡Z AvšÍte¨vswKs †`bv-cvIbv cwi‡kva Kiv nq| evsjv‡`‡k cÖPwjZ ACH c×wZwU 

Bangladesh Automated Clearing House (BACH) bv‡g cwiwPZ| GB c×wZwU g~jZ MÖvnK‡K GK e¨vsK †_‡K Ab¨ e¨vs‡Ki 

wnmv‡e A_© ¯’vbvšÍ‡i mnvqZv K‡i| 

AvaywbK cÖhyw³ wbf©i we‡k¦ DbœZ †`‡ki e¨vswKs †jb‡`b AbjvBb wbf©i n‡jI Zyjbvg~jK fv‡e evsjv‡`k A‡bK wcwQ‡q| †`‡ki 

g‡a¨ we‡`wk e¨vsK¸‡jvi kZ fvM kvLv AbjvB‡b| miKvwi e¨vsK¸‡jv 99 kZvsk, †emiKvwi e¨vsK¸‡jvi 97 kZvsk I we‡klvwqZ 

miKvwi e¨vsK¸‡jvi 25 kZvsk kvLv AbjvB‡b| AbjvB‡bi AvIZvq me †_‡K †ewk MÖvnK‡mev w`‡q _v‡K cÖvB‡fU e¨sK¸‡jv| hvi 

g‡a¨ D‡jøL‡hvM¨ e¨vsK n‡jv, WvP&-evsjv e¨vsK, ÷¨vÛvW© PvUvW© e¨vsK, wmwU e¨vsK, BweGj, kvnRvjvj e¨vsK, Gwe e¨vsK, e¨vsK 

Gwkqv, mvD_ B÷ e¨vsK BZ¨vw`| ïay AbjvBb  e¨vswKs †mevq MZ wW‡m¤^‡i MÖvnK wQj 20 jvL 40 nvRvi| H GK gv‡m †jb‡`b 

n‡qwQj 2 nvRvi 888 †KvwU UvKv| 1 †KvwU 54 jvL †WweU I †µwWU Kv‡W© MZ wW‡m¤^‡i †jb‡`b n‡q‡Q 13 nvRvi 734 †KvwU 

UvKv| mviv †`‡k GwUGg ey_ i‡q‡Q 10 nvRvi 355| †KbvKvUvi Rb¨ c‡q›U Ae †mjm i‡q‡Q 45 nvRvi 896wU| †`‡ki 10 nvRvi 

109 kvLvi g‡a¨ 8 nvRvi 899 e¨vsK kvLvB AbjvB‡bi AvIZvq| eZ©gv‡b †`‡k me wgwj‡q 59wU e¨vsK Kvh©µ‡g Av‡Q| Gi g‡a¨ 

nv‡Z‡Mvbv K‡qKwU e¨vsK Qvov me e¨vsKB AbjvBb e¨vswKs †mev w`‡”Q| Gi g‡a¨ †KD w`‡”Q cy‡ivcywi e¨vswKs †mev, †KD-ev Aí 

wKQy †mev| 

evsjv‡`k e¨vs‡Ki GK mgx¶vq †`Lv hvq, evsjv‡`‡k †gvU e¨vsK kvLvi msL¨v wecyj| miKvwi e¨vs‡Ki kvLv 3,732wU, †emiKvwi 

e¨vs‡Ki 4,826, we‡`wk e¨vs‡Ki 66 Ges we‡klvwqZ e¨vs‡Ki 1,410wU| AbjvBb kvLvi msL¨v miKvwi e¨vsK¸‡jv‡Z 3,004wU, 

†emiKvwi e¨vs‡Ki 4,825, we‡`wk e¨vs‡Ki 66 Ges we‡klvwqZ e¨vs‡Ki 70wU| miKvwi e¨vsK¸‡jvi AbjvBb kvLvi msL¨v kZKiv 

80.5 fvM, †emiKvwi I we‡`wk e¨vs‡Ki AbjvBb kvLvi msL¨v kZKiv 100 fvM, we‡klvwqZ e¨vs‡K GB msL¨v kZKiv 5 fvM| 

evsjv‡`‡ki Z_¨ I cÖhyw³MZ AeKvVv‡gvi wKQyUv Dbœqb n‡jI Zv AbjvBb e¨vswKs‡qi Rb¨ GL‡bv Lye †ewk wbf©ikxj n‡q DV‡Z 

cv‡iwb| †ewki fvM e¨vsK AbjvBb e¨vswKs‡qi †UKwbK¨vj wRwbmc‡Îi Rb¨ Zv‡`i †gvU e¨‡qi wZb kZvskI LiP K‡i bv| A_P 

Kgc‡¶ `k †_‡K c‡b‡iv kZvsk GB †¶‡Î LiP Ki‡j AbjvBb e¨vswKs‡mevi weKvk I SyuwK wbim‡b D‡jøL‡hvM¨ AMÖMwZ n‡Zv| 

AbjvBb e¨vswKs‡mev evsjv‡`‡k GL‡bv cy‡ivcywi SyuwKgy³ bq| evievi n¨vKvi‡`i cÖZviYvi duv‡` co‡Q e¨vswKs LvZ| bZyb bZyb 

wWwRUvj SyuwKi m„wó n‡”Q, Zey Kv‡W©i e¨envi Avgv‡`i bM` A_© en‡bi SyuwK wKQyUv n‡jI Kwg‡q‡Q| ZvB AbjvBb e¨vswKs‡qi 

e¨envi w`b w`b evo‡Q| ¯^í cwim‡i B-Kgvm©I Pvjy n‡q‡Q| Z‡e GL‡bv AbjvBb e¨vswKs‡mev evsjv‡`‡ki Avbv‡P-Kvbv‡P †cŠuQv‡Z 

cv‡iwb| Z‡e evsjv‡`‡k †gvevBj e¨vswKs GK bZyb w`M‡šÍi m~Pbv K‡i‡Q| wWwRUvj evsjv‡`k Mo‡Z n‡j AbjvBb e¨vswKs‡qi e¨vwß 

kni‡Kw›`ªK bv n‡q mviv †`‡kB Qwo‡q †`Iqv `iKvi| ïay Qwo‡q w`‡qB bq, Gi SyuwK-nªv‡mi w`‡KI Avgv‡`i bRi w`‡Z n‡e| 

Avkvi K_v n‡jv 2023 mv‡ji †g gv‡m AbjvBb e¨vswKs cÖvq 50 nvRvi †KvwU UvKvq †cŠu‡Q‡Q| mgq euvPv‡Z I Ab¨vb¨ Sv‡gjv 

Gov‡Z A‡b‡K AbjvB‡b †jb‡`b m¤úbœ Ki‡Qb e‡j G LvZ GB bZyb gvBjdjK Qyu‡q‡Q|  
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evsjv‡`k e¨vs‡Ki me©‡kl Z_¨ Abymv‡i, MZ eQ‡ii Zyjbvq AbjvBb e¨vswKs 142 kZvsk †e‡o †jb‡`b n‡q‡Q 49 nvRvi 930 

†KvwU UvKv| †mB wnmv‡e MZ gv‡mi Zyjbvq G Lv‡Z cÖe„w× G‡m‡Q 12 kZvsk|GwU 2014-15 A_©eQ‡ii Zyjbvq cÖv †Qq 3 ¸Y| 

Online Banking Gi Av_©-mvgvwRK cÖfve 

Online Banking Avgv‡`i mvgvwRK Rxe‡b e¨vcK cwieZ©b mvab K‡i‡Q| e¨vswKs Lv‡Z †hgb G‡m‡Q ˆewPÎ gvby‡li Rxe‡bI 

G‡b‡Q MwZ|ev¯Íe Rxe‡bi KwVb I K‡Vvi wbqgvbyewZ©Zv‡K cwieZ©b K‡i‡Q Kí‡jv‡Ki g‡Zv|cÖhyw³ bv‡gi †mvbvi KvwVi †Qvqvq 

gvby‡li Rxeb n‡q‡Q Kj¨vYgq| e¨vswKs Kvh©µg‡K †hgb gvby‡li nv‡Zi gy‡Vvq cy‡i w`‡q‡Q †Zgwb A_©-mvgvwRK †¶Î‡K K‡i‡Q 

MwZkxj| GLb gvby‡li Avw_©K †jb‡`‡bi Rb¨ Ni †_‡K †ei n‡Z nq bv| N‡i e‡mB mKj e¨vswKs †jb‡`b m¤úbœ Ki‡Z m¶g 

n‡”Q| RwUj I mgqmv‡c¶ e¨vswKs e¨ve ’̄v n‡q‡Q wb‡f©Rvj I mgq mvkªqx| †mB mv‡_ Avw_©K †jb‡`‡bi wbivcËv wbwðZ n‡q‡Q| 

Online banking Gi Av_©-mvgvwRK cÖfve‡K Avgiv wb‡b¥v³ fv‡e we‡ePbv Ki‡Z cvwi- 

Avw_©K wbivcËv wbwðZ Kiv: Online banking e¨ve¯’v cÖeZ©‡bi d‡j gvby‡li Avw_©K wbivcËv wbwðZ n‡q‡Q| GLb Avi e¨v‡M K‡i 

UvKv cwienb Ki‡Z nq bv| GKwU Online bank account G mKj UvKv msi¶Y Kiv hvq| GK GKvD›U †_‡K Ab¨ GKvD‡›U N‡i 

e‡mB UvKv Transfer Kiv hvq| d‡j Avw_©K wbivcËv cwic~Y©fv‡e wbwðZ nq| 

wbivc` †jb‡`b:  AbjvBb e¨vswKs Avw_©K †jb‡`b‡K K‡i‡Q wbivc`| mgvR †_‡K `yi K‡i‡Q Pywi, WvKvwZ, wQbZvB‡qi g‡Zv 

AmvgvwRK AvPiY| e¨vs‡K GKwU GKvD›U Ly‡j N‡i e‡mB †mB GKvD›U †_‡K Ab¨ †h‡Kv‡bv GKvD‡›U UvKv cvVv‡bv n‡”Q Ges 

†h‡Kv‡bv GKvD›U †_‡K UvKv Avbv hv‡”Q|  

mgvwRK wbivcËv wbwðZ n‡q‡Q: AwaKvsk mvgvwRK mgm¨vi gy‡j i‡q‡Q A_©| A‡_©i †jvf gvbyl‡K eûwea AmvgvwRK Kvh©Kjv‡c 

DØy× K‡i| gvbyl‡K Am½Z I Amg cÖwZ‡hvMxZvq wjß K‡i| ïaygvÎ Avw_©K wbivcËv _vK‡j GB mKj mgvR we‡ivax Kvh©Kvjvc `~i 

Kiv hvq|  Avi mgv‡Ri Avw_©K wbivcËv wbwðZ Ki‡Z AbjvBb e¨vswKs ¸iæZ¡c~Y© f~wgKv cvjb Ki‡Q|  

A‡_©i cÖPjb MwZ e„w×: AbjvBb e¨vswKs mgv‡Ri g‡a¨ A‡_©i AvšÍ:cÖevn e¨vcKfv‡e e„w× K‡i‡Q| GLb Avi UvKv †jb‡`b Ki‡Z 

e¨vs‡Ki RwUj cÖwµqv AbymiY Ki‡Z nq bv| wb‡Ri gy‡Vv‡dv‡bi gva¨‡g mn‡R  SyuwK wenxbfv‡e †jb‡`b m¤úbœ Kiv hvq| d‡j 

mgv‡Ri g‡a¨ A‡_©i cÖPjb MwZ e„w× †c‡q‡Q|  

A_©‰bwZK Kvh©µg e„w× †c‡q‡Q: AbjvBb e¨vswKs mnR I wbivc` nIqvq mgv‡Ri A‡bK gvbyl wewfbœ ai‡Yi e¨emvq Drmvnx n‡q 

DV‡Q| bZyb bZyb D‡`¨v³vi m„wó n‡”Q| gvby‡li Pvwn`v Abymv‡i ˆewPZª¨ ª̀e¨-mvgMÖxi D™¢e n‡”Q|  

mvgvwRK w¯’wZkxjZv AwR©Z n‡q‡Q: A_©‰bwZK gyw³ wbwðZ Ki‡Z ¸iæZ¡c~Y© f~wgKv cvjb Ki‡Q AbjvBb e¨vswKs c×wZ| A_©‰gwZK 

gyw³ gvby‡li mvgvwRK Rxe‡bi mKj AwbðqZv `~i K‡i mvgvwRK w¯’wZkxjZv wbwðZ K‡i‡Q| mgvR †_‡K ¶yav, `vwi`ª¨ `~i K‡i 

mvgvwRK mg„w× cÖwZôv K‡i‡Q| 

Kg©ms¯’vb m„wó:  AbjvBb e¨vswKs e¨ve ’̄v cÖeZ©‡bi d‡j mnR I Sv‡gjvgy³ A_©‰bwZK Kvh©µ‡gi d‡j wewfbœ Lv‡Zi wewb‡qvM e„w× 

†c‡q‡Q| ¶y`ª I gvSvwi wk‡íi e¨vcK cÖmvi N‡U‡Q| wkívqb kn‡ii MwÛ †cwi‡q MÖvg ch©v‡q †cŠu‡Q †M‡Q| djkªæwZ‡Z MÖvgxY 

†eKviZ¡, QÙ‡ekx †eKviZ¡ nªvm †c‡q‡Q| gvby‡li A_©‰bwZK gyw³i Øvi D‡b¥vwPZ n‡q‡Q| m„wó n‡q‡Q Kg©ms¯’vb, nªvm †c‡q‡Q 

†eKviZ¡|  

`vwi ª̀¨ nªvm: †`‡k ¶y`ª I gvSvwi wk‡íi mg„× nIqvq MÖvg I kn‡ii A‡bK gvby‡li KvR Kivi my‡hvM m„wó n‡q‡Q| evsjv‡`‡ki ˆZix 

†cvkvK wk‡íi weKv‡k GB †`‡ki cÖvq 1 †KvwU gvby‡li Kv‡Ri my‡hvM m„wó n‡q‡Q, hvi g‡a¨ cÖvq 80 fvM bvix kªwgK| 

bvix wk¶vi cÖmvi: A_©‰bwZK gyw³ I evsjv‡`k miKv‡ii M„nxZ ev¯ÍewfwËK c`‡¶‡c bvix wk¶vi e¨vcK cÖmvi N‡U‡Q| webvg~‡j¨ eB 

weZiY, wk¶vi wewbg‡q Lv`¨, wk¶v_x©‡`i ¯‹y‡j wb‡q Avmvi Rb¨ gvwmK cÖ‡Yv`bv cÖ`vb, wWMÖx ch©šÍ bvix wk¶v A‰eZwbK cÖf„wZ 

c`‡¶c MÖnY evsjv‡`‡ki bvix wk¶vi e¨vcK cÖmvi N‡U‡Q| bvix wk¶v cÖmvi evsjv‡`‡ki Av_©-mvgvwRK Dbœqb‡K Zivwš^Z K‡i‡Q|  
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Z_¨m~Î 

1. AbjvBb e¨vswKs: B›Uvi‡bU e¨envi K‡i e¨vswKs Kvh©µg cwiPvjbv KivB n‡jv AbjvBb e¨vswKs| 

2. ATM: Automated Teller Machines. Which are banking outlets where you can withdraw cash without going 

into a branch of their bank. 

3. Magnetic Strips Card: A magnetic strip card is a type of credit or other card that allows the user to make 

electronic transactions or obtain entry to a particular space. 

4. fvP©yqvj e¨vswKs: e¨vs‡K mkix‡i Dcw¯’Z bv n‡q †gvevBj, U¨ve, Kw¤úDUvi cÖf„wZ B‡jKUªwbK wWfvB‡m B›Uvi‡bU e¨envi K‡i 

AbjvB‡bi gva¨‡g e¨vswKs Kvh©µg cwiPvjbv Kivi e¨e¯’vB n‡jv fvP©yqvj e¨vswKs| 

5. †bv g¨vbÕm e¨vswK : †Kv‡bv gvby‡li Dcw¯’wZ e¨wZZ ïaygvÎ B›Uvi‡bU †mevi gva¨‡g e¨vswKs Kvh©µg cwiPvjbv Kiv|  

6. AcwUK¨vj dvBevi : AZ¨šÍ miæ KuvP (wmwjKv) ev cøvw÷K w`‡q ˆZix GKwU ¯^”Q I bgbxq dvBevi| hvi gva¨‡g Av‡jvi c~Y© 

Af¨šÍixY cÖwZdjb cÖhyw³ e¨envi K‡i Z_¨ Av`vb cÖ`vb Kiv nq| 

7. SWIFT: Society for Worldwide Internet Financial Telecommunications is a global messaging system that is 

used to facilities transactions between banks across National border. 

8. †Møvevj wf‡jR : Z_¨ I cÖhyw³ wbf©i Ggb GKwU cwi‡ek †hLv‡b c„w_exi wewfbœ ¯’v‡b Ae¯’vb K‡iI mKj gvbyl GKwU GKK mgv‡R 

emev‡mi myweav cvq Ges G‡K Ac‡ii mv‡_ †h‡Kv‡bv mg‡q †hvMv‡hvM I Z_¨ Av`vb cÖ`vb Ki‡Z cv‡i Zv‡K †Møvevj wf‡jR e‡j| 

9. mdUIq¨vi : Kw¤úDUv‡ii wewfbœ Ask‡K K‡g©vc‡hvMx Kiv, cwiPvjbv Kiv Ges †Kv‡bv we‡kl e¨envwiK KvR m¤úbœ Kivi D‡Ï‡k¨ 

†h mKj dvskb e¨envi Kiv nq Zv-B mdUIq¨vi|  

10. AvšÍR©vwZK evwYR¨ : `yB ev Z‡ZvwaK ¯^vaxb I mve©‡fŠg †`‡ki g‡a¨ kZ©hy³ ev kZ©nxbfv‡e `ªe¨-mvgMÖx I †mevK‡g©i Av`vb-

cÖ`vb Z_v evwYR¨‡K AvšÍR©vwZK evwYR¨ e‡j| 

11. PIN : personal Identification Number. Which is a guarded code generated by the user and utilized for 

authentication when the user attempts to access a system. 

12. †WweU KvW© : †h Kv‡W©i gva¨‡g e¨vs‡K msiw¶Z UvKv wnmveKvix‡K e¨env‡ii ¯^vaxbZv †`q ZvB †WweU KvW©| 

13. †µwWU KvW© : †h Kv‡W©i gva¨‡g KvW© Bmy¨Kvix cÖwZôvb Øviv c~e©wba©vwiZ cwigvY A_© e¨‡qimxgvmn GK ai‡bi FY cÖ`vb K‡i 

Zv‡K †µwWU KvW© e‡j| 

14. ¯§vU© KvW© : gvB‡µvwPc ev Bw›U‡MÖ‡UW mvwK©Uhy³ B‡j±ªwbK KvW©-B ¯§vU© KvW©|hv Kw¤úDUvi I Ab¨vb¨ hš¿vsk wbivcËvi Kv‡R 

e¨eüZ nq| 

15. K¨vk‡jm g~`ªvi cÖPjb : †Kv‡bv cÖKvi avZe ev KvMwR g~`ªv e¨envi bv K‡i g~`ªv‡K B‡j±ªwbK g~`ªvq iæcvšÍi Kiv‡K K¨vk‡jm g~`ªv 

ejv nq| ¯§vU© evsjv‡`k cÖwZôvq miKv‡ii Ab¨Zg cÖavb c`‡¶c n‡jv K¨vk‡jm g~`ªvi cÖPjb Kiv| 
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Abstract 

Tanguar haor is an important geographical area of Bangladesh for boro cultivation & commercial fisheries. 

It provides different employment opportunities for the livelihood of people living in this area. Even this haor 

is very potential due to its fertile land for agriculture production and full of rich ecosystem and biodiversity. 

Consequently, there is naturally emmense potential of employment for the people of living Tanguare Haor. 

But early flash flood and strong wave action, man-made disasters and climate change effect cause of 

negative impact in employment sectors and restricts the opportunities of livelihood of the haor dwellers. Due 

to not having much opportunity to shift their livelihood other than agriculture and fishing, the people of haor 

areas have to struggle for their survival.  Seasonal unemployment is another permanent problem that made 

peoples’ life more vulnerable. The study is conducted through mixed method (both quantitative & qualitative) 

to explore employment prospects and their challenges in tanguar haor area. Main occupations of the people 

of Tanguar haor were found as agriculture and fishing. Most of the household heads are single earners. They 

do not have significant   savings. Highest number of respondents is found to be self employed. Illiteracy also 

works as setback in geting diversified employment other than agriculture and fishing. All of the respondents 

mentioned that losses of natural disaster must be reduced through multiple interventions by the government. 

Keywords:  Employment prospects ‧ Haor ‧ Tanguar Haor 

 

Introduction  

Haor is a wetland ecosystem in the north eastern part of Bangladesh. It is found in large part of Sylhet, 

Sunamganj, Maymensingh, Habiganj, Maulvi Bazar, Kishoreganj and Netrokona districts including river, canal, 

baor and Beel. It is bowl-shaped depression which is swamp systems and Floodplain Lake. It becomes very 

extensive water body in the monsoon and dries up mostly in the post-monsoon period. There are about 373 

haors accommodating about 19.37 million people in the north eastern part of Bangladesh which cover an area of 

about 858,000 ha, is around 43 % of the total area of haor region (Master plan of haor areas, 2012). 

Tanguar haor is a unique wetland system comprising of 10000 hector of land area and is located at the north-

eastern district of Sunamgonj and adjacent to the Indian border at the foothill of the Khasi Hills. It is one of the 

internationally very important haors in Bangladesh which is located only 10-20 km northeast of Sunamgonj 

district town, at the same time it is also considered as a remote area (Haque & Kazal 2008).  

The Tanguar haor is very potential due to its fertile land for agriculture production and full of rich ecosystem 

and biodiversity. But employment opportunity of the Tanguar haor villagers is very vulnerable and limited due 

to early flash flood and strong wave action.  Even total cropped land goes under the water at the time of flash 

flood six to seven months (April to October).  

 While the area is very rich in ecosystem, the people of this area are living under the poverty line.  Due to over 

exploitation of fisheries by the lease holders and population pressure the ecology of Tanguar haor went to worse. 

Hence the government of Bangladesh has declared the Tanguar haor as an ‘Ecological Critical Area (ECA)’ in 

1999. Even the Tanguar haor has been categorized as an international wetland under the Ramsar Agreement 

since 2000 for its natural resources. ( Haque &, Kazal,  2008).  

                                                      
*     Lecturer, Department of Economics, Sylhet Govt. Model School & College, Sylhet. E-mail:alamkhairul70@yahoo.com 
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Rana MP, Chowdhury MSH, Sohel MSI, Akhter S & Koike M, (2009) mentioned that haor lands are for boro 

and robi crops. Whereas beels are used for fishing, hunting birds, collection of aquatic plants for food, fodder, 

and fuel while the rivers or canals for fishing, boating, and transportation. Fallow lands are used for grazing, 

infrequent vegetation culture, collection of grass and fuel wood. The study has opined that there is a huge 

potentiality to increase employment option through proper management of resources in the haor area.  

Tourism can be a good source of employment in haor. In the winter season, many types of migratory birds come 

to the Tanguar   haor temporarily that increase the natural beauty of it like a paradise of birds and it attracts the 

tourists (Banglapedia 2003).  

Baased on a qualitative investigation Ahmmed & Kashem (2008) and Rabby et al. (2011) Rabby et al. (2011)   

have pointed out that agriculture and fishing are the main occupation or employment of the haor people where 

fishing is the second largest employment option for their life and livelihood.  During flood 5 to 6 months labor 

market visibly absent while the people do not have access to infrastructures and resources. As a result, their 

livelihoods gradually become difficult. A baseline study (2013) on the Livelihood, Alam (2005) and WATSAN 

situation in haor areas found that average monthly income of the households is less than average expenditure for 

a month in the haor area. So they have to borrow money from different sources for their many purposes.  

A social survey by Mamun, Roy, Rahaman, Jahan & Islam (2013) found that the employment opportunities of 

Tanguar haor people are decreasing gradually due to over exploitation of resources, increasing illegal fishing 

pressure, use of agrochemicals, natural disaster and high population pressure.  

A study of International Union for Conservation of Nature [IUCN] (2010) explored that socio-economic 

condition of the communities of Tanguar haor is very vulnerable due to flash floods, hail storms and wave 

erosion. These disasters affect on the people’s life and livelihood and their environment. Consequently, a good 

number of people have to migrate in cities for alternative jobs /works for their livelihood.   

Following mixed method. The National Food Policy Capacity Strengthening Programme [NFPCSP] (2010) 

explored that the haor people are mostly becoming illiterate and they are engaged in farm activities and they are 

unemployed about 6 months in the rainy season due to flash flood.  

Almost all of the study pointed out that flood and climate change effects on the livelihood of haor dwellers.  

Though Haor region have good contribution in our national economy, people in this region suffer from multiple 

difficulties. The nature of Haor geography usually restricts its dwellers for full-time employment. After boro 

rice just before the monsoon, most of the people of haor areas become jobless. The whole area goes under water 

and there is no option to engage in earning activities except fishing. Though few employment opportunities have 

been created recently by the intervention of NGOs, the volume of affect is minimum. As Haor people are 

habituated to agricultural activities, it is difficult to change their habits and attitude towards diversified 

occupation. Moreover creation of employment during rainy session is not an easy task.  For this reality many 

people left home and migrated close to urban centers or other places in search of jobs. Due to not having skills 

except agriculture, this people have to be engaged in day-laboring and other low-paid employments that cannot 

support their family needs successfully. These are commonly observed in Haor region.  

Based on the above discussion and in view of the present study, a good number of studies have been conducted 

on living conditions of haor dwellers, no study is found giving special stress on employment challenges and 

propects. However, based on available literature an effort is made to explain employment challenges and 

propects related issues the following specific objectives have been undertaken: 

(1) Nature and types of employment in the haor area 

(2) Challenges and difficulties of employment prospects in the haor area 

(3) Prospects of employment in the Tanguar haor area 

 

Methodology 

This study has used sequential explanatory mixed methods design, consisting of two distinct phases (Creswell, 

2002, 2003; Creswell et al., 2003): a) the first phase, quantitative and the second phase, qualitative approach. As 
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the research was mainly exploratory the researcher did not test any theory or did not compare data with any 

theory.  As Tanguar haor is the largest haor in Bangladesh which covers 88 villages, 10 Mauzas and 02 Upazilas 

namely Dharmapasha and Tahirpur of Sunamganj district, from there 6 villages have been selected purposively 

for gathering data. The selected villages are: 

 

Name of the Village Upazilla Total Number of Household 

Antarpur Dharmapasha 71 

Rajendrapur Dharmapasha 40 

Mujrai Tahirpur 44 

Golabari Tahirpur 29 

Jibionpur Tahirpur 18 

Jangail Tahirpur 32 

 Total  234 

 

Employed household heads’ age of 18 and above of the study areas were considered as the population of the 

study.  Therefore the sample size was 234. All of them were interviewed as survey respondents.   

The study applied three approaches to collect qualitative data as data collection techniques: (1) in-depth, open-ended 

interviews (2) observation and (3) written document (Patton, 1990). Considering the possibility of getting detail 

information on research topic total 12 key informants, 3 Focus Group Discussions (FGDs) participants   were selected 

purposively. and written documents on research topic have been collected based on its availability and extensity. 

Checklist for FGD, and key Informant interview (KII) checklist were developed focusing the research objectives 

clearly in relation to qualitative data collection tools. Standardized interview schedule was developed and applied to 

collect quantitative data collection tools from the respondents. 

Qualitative data analysis is the classification and interpretation of linguistic (or visual) material  to make 

statements about implicit and explicit dimensions and structures of meaning-making  in the material and what is 

represented in it (Flick,2013:5 ).  

As part of quantitative analysis, the data have been edited, coded, grouped and formatted into a tabulation sheet 

manually. Tools and techniques of descriptive statistics (frequencies, percentages, and means) have been used 

manually to profile the entire sample and to answer the questions related to network compositions.  

Findings 

Introduction 

As the employment opportunity in both agriculture and fisheries sectors are affected due to recurrent and flash 

flood & Climate change. The study systematically explored the nature and types of employment, challenges and 

its prospects. The findings of the research are presented below: 

 

Socio-Demographic Information of the Respondents 

Household heads of the families have been considered as participants to conduct the study and reasonably none 

of the respondents was found less than 18 years old.  Majority of them were in the age range of 33 to 37. Among 

the respondents 13.24% household heads were found whose ages were above 57. Among them Muslims 

(67.52%) and Hindus (22.48%) are the major two religions in the study area. However, a few (10%) indigenous 

people of communities like Garo, Hajong and Banai tribes were living in this area who belong to Christian faith. 

In the context of socio-cultural norms Bangladeshi families are lead by the males. Only 13.68% of the 

household of the studied villages were females whereas the numbers of males were 86.32%. The rate of 

education of Tanguar haor dwellers is very low because of poverty and its geographical condition. According to 

the participants schools are located in distant places and children face difficulty to go to school regularly due to 

rough road communication. Natural disaster and seasonal floods also affects in regular schooling. Even this 
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provokes children to dropout from schools, they opined. Uneducated people in this area are not educated enough 

to get alternative employments those needs education and special skills.   

 

Sources of Income, Monthly Income, Savings, Expenditure & Living Standard  

The income of Tanguar haor dwellers’ depends on local resources available in this region. The main income 

sources of this region are agriculture & fishing. Income of the people of haor area varies from season to season. 

They can get maximum earning during the dry season as they can cultivate their agricultural lands then.  

As the uneducated and informally employed respondents had no written document or reliable documents of 

income and expenditure, it was difficult to collect information about accurate income of their families. 

Considering present market system this income is not sufficient to fulfill the basic needs of the respondents. The 

study also found that monthly average income on the basis of typical year of the respondents is Tk 5,529. This 

income is also not sufficient enough to fulfill all needs of the respondents and their family members. A few had 

better income but it was calculated by adding income from remittance.  

The research found that it is very difficult task to arrange food, clothing and housing for the villagers as they are 

suffering from shortage of income. Usually they are unable to arrange money to fulfill all basic needs of their 

family members. Most of the people have spent their monthly family income to arrange basic needs and 

payment of loan. So in reality savings is a dream to most of the respondents. Concept of personal savings at 

bank is not widely known in the community. They know about NGO savings system and most of them are 

attached with some NGOs with whom they do have savings schemes locally called ‘Baro (12) takar Shamity’ .  

 

Nature and types of employment in the Tanguar haor area 

Nature of employment  

The study explored that the people of Tanguar haor area cannot arrange jobs or earning activities round the year. 

Seasonal unemployment and under employment is very common among them. Most of the respondents 

mentioned that they cannot arrange work for everyday in a week and are low paid due to the nature of jobs in 

which they usually engaged. Natural disaster and climate change impacts have adverse impacts in their 

employment and earnings. Due to geographical character, people of haor area cannot arrange diversified 

occupation and their earnings are mostly dependent upon two/three sectors. Crops diversification is also not 

possible due to natural disaster and that is why full time engagement in agriculture becomes impossible for 

them. Lack of higher education force them to be engaged in informal sector and most of them are temporary and 

seasonal.  Therefore seasonal unemployment is found as serious challenge. As almost all of the people are 

engaged in informal sectors particularly in agriculture and fishing as self employed, they have to depend upon 

nature.  

As most of the respondents are found to be engaged in informal sectors, working hours is not pre-decided in 

most cases. Working hours vary as per the seasons and needs of employers. The respondents exemplify in 

following manners: we do not care about time when we harvest crops, catch fish or irrigate farmlands during the 

dry seasons; on the other hand we go to the firm land late once winter disrupt us, we stay even over the nights 

once we catch fish during pick season. However, the people who are laborers have to engage for long working 

hours as per the desire of their employers. Data show that their working hours that varies from 8 to 12 hours.  

 

Better and main Income Occupations in Tanguar Haor area 

Study found that fishing & agriculture are the main better income occupation. Although fish production is 

decreasing and fishers are facing various challenges, still haor naturally produce huge local and indigenous 

verities of fishes. Based on this geographical advantage, a large number of fisherman community people are 

living in haor areas from time immemorial. Therefore, fish sector can be considered as better source of income 

in haor area. Following table depicts the main occupations of the respondents.  

 

 



682 

Table 1.  Main Occupations of the Respondents 

 

Main Occupations / 

Employments 

Name of the Villages  

Total  

& 
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Farmer 23 11 20 13 05 14 86 (36.75%) 

Fisherman 22 14 16 10 09 11 82(35.04%) 

Fish related Business 01 02 01 01  01 06 (02.56%) 

Day Laborer 19 11 03 01 01 04 39 (16.67%) 

Petty Business 01 01 01 01 01 01 06(02.56%) 

Boatman 01 01 02    04 (01.71%) 

Others 04 - 01 03 02 01 11(4.7%) 

Total 234(100%) 

 

Supportive or Secondary Employment  

It was found that both males and females are found to be engaged jointly for additional income through rearing 

cattle, duck and chicken. Small and seasonal business, weaving fish nets and mats, handicrafts, middleman ship, 

house making and repairing, day laboring, digging soil and crushing stone are commonly found as secondary 

earning sources that can offer some additional income for the families. Table 4.2: presents the list of the 

secondary sources of income of the respondents.  

 

Table 2:  List of Secondary Employment of the Respondents 

* Multiple answers remaining 

 

 

Name of Additional 

Employments 

 

Name of the Villages  
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Cattle rearing 01 01 01 - 02 03 08(06.15%) 

Sewing/Tailoring 01 01 02 - - - 04(03.08%) 

Poultry rearing 05 05 02 03 03 07 25 (19.23%) 

Business of paddy - - - - 01 - 01 (0.77%) 

Small trade 02 01 01 03 01 02 10(07.69%) 

House making 01 - - - - - 01 (0.77%) 

Catching fish 41 17 13 14 13 18 113(86.92%) 

Labor 13 15 04 03 04 - 39 (30.00%) 

Boatman 10 - - 02 - - 12 (09.23%) 

Cultivation 06 01 04 01 05 - 17 (13.08%) 

Digging soil 06  02 09 - - - 17 (13.08%) 

Crushing stone - - 08 - - - 08(06.15%) 

Mat weaving - - - - - 11 11(08.46%) 
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Employment during Dry season 

Data show that haor economy and livelihood is largely vary in different seasons. Both survey respondents and 

FGD participants opined that their income increases during the dry season. The dry season is suitable for paddy 

production and other agricultural activities in haor areas, people can also be engaged in fishing and fishing 

related activities and mobility becomes easier in this season. People can go to distant places for earning. The 

local dwellers earn additional income by work. Employment types during the dry season is depicted in the 

following table:  

 

Table 3: Employment types during dry season 

* Multiple answers remaining 

 

Employment during Rainy Season 

While discussion some of the participants mentioned that flash flood is a major among the disasters which 

engulf the primary production sector what threaten to life and livelihoods of the Tanguar haor dwellers during 

rainy season. The cultivated land submerged under the water about six months in this season. Crops are lost due 

to floods, hailstorm & cyclone. Especially rice crop is damaged due to flooding.   Hence, most of the people 

pass their time idly without any work during rainy season. At that time, prices of local products is increased 

dramatically which reduce the capacity of the people to buy foods and other necessities.  FGD participants 

noticed about an exceptional provision called “advance sale of labour”. This process force poor people to sell 

their labour in advance with lower wages and they are compelled to work during pick season. Few people are 

also forced to sell livestock with other assets as well as they receive loan from micro finance institutions & 

money lenders. Money lenders take the opportunity providing loan to poor people at high rate of interest. 

 

Employment Pattern 

during Dry Season 

Name of the Villages  

Total 

& 

Percent (%) 
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Digging soil 03 02 05 - - 01 11 (04.70%) 

Mending house  01 - - - - - 01(0.43%) 

Building poultry firm 01 01 01 02 01 01 07 (02.99%) 

Sewing quilt 01 - 02 - - - 03(01.28%) 

Fishing 67 40 44 29 18 27 225 (96.15%) 

Carpenter 01 - - - - 01 02(0.85%) 

Driving Motorcycle 64 25 10 08 04 19 130(55.56%) 

Weaving fishing net - - 02 - - - 02(0.85%) 

Tilling land 67 39 42 32 18 32 230(98.29%) 

Doing business 63 37 37 27 18 19 201(85.90%) 

Working as labor 05 01 03 - 01 01 11(04.70%) 

Rearing cattle 15 04 01 01 - 01 22 (9.40%) 

Rowing boat 03 - 05 - - - 08(3.42%) 

Crushing stone - 01 25 - - - 26 (11.11%) 

Making boat - - - - 01 - 01(0.43%) 

Weaving mat - - - - - 11 11(04.7%) 

Working in a shop - - - - - 01 (0.43%) 
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Moreover some of them are forced to migrate in cities from this area in search of alternative work. Following 

table presents the type of employment during rainy season.  

 

Table  4:  Type of employment of the Tanguar haor dwellers during Rainy Season 

 

Life and livelihood strategies in the rainy 

season  

 

 

Name of the Villages  

Total  
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Mending house 02 - - - - - 02(0.85%) 

Sewing 02 - 01 - - - 03(1.28%) 

Crushing stone - - 08 - - - 08(03.42%) 

Fishing 71 40 41 29 19 21 221 (99.44%) 

Rowing boat 64 36 28 28 18 19 193(82.48%) 

Earning from informal migration 69 33 19 24 08 15 168(79%) 

Rearing poultry 57 20 13 19 08 20 137(58.55%) 

Selling cattle 07 02 - - - 01 10(4.27%) 

Driving Troller (Engine driven boat) - 01 01 01 - - 03 (01.28%) 

Running small trade (at home) 03 02 01 01 01 01 09 (03.85%) 

Weaving mat - - - - -- 11 11(04.70%) 

* Multiple answers remaining 

  

Employment Related Problems and Challenges 

The study found seasonal variations of employment opportunities available in haor areas. Hoar geography is 

critical and vulnerable to natural disaster which usually occurs during rainy seasons.  On the other hand the dry 

season is suitable for paddy cultivation but fishing opportunity declines. Therefore fishers are at risk in this 

season like agricultural workers who face problems during the rainy season. Findings of the study are presented 

below dividing two major seasons:  

 

Employment Related Problems and Challenges during Rainy Season 

The rainy season usually brings prospects of fishing and fishing related work. Catching fish becomes difficult 

once flood is extreme, windy weather restricts fishermen to travel water bodies for fishing. They have to wait 

few months for the maturity of fish- one of the respondents mentioned who was also a fisherman.  But farmers 

are in serious trouble in this season. Lands are flooded during this season and reasonably agro based production 

is declined in this season. People who lead their livelihood on cattle farming are usually forced to sell their 

livestock with cheaper price.  The study found that roads & cultivated land are submerged under the water in the 

dry season. As a result, farmers cannot cultivate their land and laborers don’t have work. The farmers cannot go 

outside of the home in search of job as they have to stay at home to protect their houses from disaster. Only a 

few boats are used as a mode of transport which is very costly and risky at that time. Most of the respondents 

(99.57%) mentioned that flash flood is the main cause of all types of problems in income generating activities 

during the rainy season. Table 5: shows the problems in income generating activities (IGA) during rainy season.  

 



685 

Table 5: Employment Related Problems and Challenges during Rainy Season 

 

The problems are  in the  income generating activities in 

the rainy season 

Name of the Villages  

Total  
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Flash flood 70 40 44 29 18 32 233 (99.57%) 

Decreased rate of fish production 57 36 38 23 16 25 195(83.33%) 

Bad transportation and communication  63 38 27 28 17 19 192 (82.05%) 

High transport cost 31 08 16 19 19 12 105 (44.87%) 

Lack of fund for leasing water bodies 25 01 21 20 07 06 80 (34.19%) 

Limited access for fishing 21 18 27 17 06 08 97(41.45%) 

 Damage of crops  50 36 37 19 13 29 184 (78.63%) 

No alternative employment opportunity 07 05 04 02 09 15 42(17.95%) 

* Multiple answers remaining 

 

Employment related Problems and Challenges during Dry Season 

Though the dry season creates opportunity for farmers, people who lead their livelihood on occupations on the 

rainy season based opportunities are at risk.  Most of the respondents have mentioned that dryness is becoming a 

major problem to cultivate land.  Drought is a problem which decreases the production of paddy during this 

season- one of the key informants noticed. FGD participants mentioned that the during dry season the size of 

haor water body squeezes and lease holders impose restrictions upon open fishing and as its result poor fishers 

cannot catch fish who are not lease holders. This creates massive seasonal unemployment among fishers. Table 

6: shows the problems in income generating activities (IGA) during dry season.  

 

Table 6:  Employment related Problems and Challenges during Dry Season 

 

The Problems are in the  income 

generating activities during the dry season 

 

Name of the Villages  

Total  
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Dryness/Drought 68 40 38 29 18 22 215 (91.88%) 

Number of fishes is decreasing 30 36 38 29 16 29 178(76.07%) 

Highly travelling cost 62 26 31 27 18 29 193 (82.48%) 

Seasonal diseases of poultry and cattle 01 02 - 01 - 02 06(2.56%) 

Legal barrier for fishing 03 02 04 02 02 03 16 (06.84%) 

Having no transportation for going to 

work place 

01 03 05 02 01 01 13 (05.56%) 

Insufficient and low quality of travelling 

vehicle 

08 07 03 05 03 02 28 (11.97%) 

 Lack of scope of alternative livelihood 15 18 23 13 17 05 91(38.89%) 

 * Multiple answers remaining 
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Disaster, Climate Change and Employment  

Due to climate change, people of this area face multiple challenges e.g. lose their income related agriculture 

production. The study revealed that the people of Tanguar haor face different types of disasters affect haor 

economy and naturally on the employment opportunities. Following table depicts the observation of the 

respondents.  

 

Table 7:  Observation of the Haor People about the Climate Change 

 

 

Observation of the Haor People about 

Climate Change 

 

Name of the Villages  

Total  
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Percent (%) 
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Rainfall decreasing day by day - - - 02 - - 02(0.85%) 

Decreasing of fishes in haor 37 14 19 06  13 89(38.03%) 

Scorching heat 30 19 02 02 06 09 68(29.06%) 

Depth of bills or rivers decreasing 23 18 01 - 01 07 50 (21.37%) 

Various aquatic decreasing 08 04 12 08  08 40(17.09%) 

Flood in advance 50 35 18 18 10 09 140(59.83%) 

Drought out of season 44 26 06 07 05 09 97(41.45%) 

Hailstorm out of season 07 01 02 02 01  13(05.56%) 

Storm is out of season 26 10 05 06 09 10 66(28.21%) 

Decreasing Hijol & Coros trees 19 11 - 01 02 02 35(14.96%) 

Destruction of eco-system 02 01 - 01 01  05(02.14%) 

Changing of time of season 02  22 09 10 06 49(20.94%) 

Irregular rainfall  01 01 18 22 10 20 72(30.77%) 

Decreasing aquatic plants and animal in 

haor 

04 03 06 - 01 01 15(06.41%) 

* Multiple answers remaining 

 

Prospects of Employment  

Despite having various challenges, prospect of employment of the Tanguar haor area is high due to its rich 

natural resources. Key informants and FGD participants as well as survey respondents mentioned that multiple 

employment opportunities might be created here. Following table depicts Prospects of Multiple Employments in 

the Tanguar Haor. 
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Table 8:  Prospects of Multiple Employments in the Tanguar Haor Area 

* Multiple answers remaining 

 

According to them, tourism has huge prospects particularly during rainy season and winter. Both of the seasons 

have special beauty. Once haor is flooded, beauty is enormous and look like sea and water ride on water bodies 

can be attractive for travelers. Tourism can create supportive employment opportunity like boatmanship, 

craftsmanship and supportive business in relation to the tourism.  Hoar becomes the haven of migratory and 

residential birds during winter and huge number of travelers comes from different parts of Bangladesh. Multiple 

arrangements for tourism can increase employment opportunities.  Following pictures show the natural views of 

the haor areas which may attract the tourists.  

 

 

 

 

 

 

 

 

 

 

Prospects of Multiple employments 

 

 

Name of the Villages  

Total  

& 

Percent (%) 
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J
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n
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Agriculture based factory/ industry - - 06 - - - 06 (02.56%) 

Duck farm - - - 02 - 03 05 (02.14%) 

Import of coal - - 18 - - - 18 (07.69%) 

Pearl culture - - 11 - - 07 18 (07.69%) 

Tourism area 50 36 25 17 13 16 157 (67.09 %) 

Producing  goods based on demand of 

tourist 

05 - - 08 01 - 14 (05.98%) 

Creation of market for cottage industry 60 30 17 10 13 12 142 (60.68%) 

Production of agriculture goods 18 13 02 02 02 01 38 (18.24%) 

Fishing & fish related trade 26 13 10 12 04 12 77 (32.91%) 

Cattle rearing 02 04 03 05 03 03 20 (08.55%) 
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Photo 1: Prospect of Tourism Area 

 

Photo-2: Prospect of Tourism Area 

 

Photo 3: Prospect of Tourism Area 
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Photo 4: Prospect of Tourism Area 

 

Photo 6: Prospect of Fishes in the Tanguar Haor 

Photo 5: Prospect of Fishes in the Tanguar Haor 
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Respondents also mentioned that there are huge opportunities of creating many kinds of employments by setting 

up industry based on local resources. According to key informants, fish processing industry and glass industry 

can be established as raw materials are available here in haor areas. According to FGD participants industry can 

create many peoples’ employment in haor area.   Most of respondents suggested for effective action in exporting 

coal, rearing duck, culturing purls, rearing poultry & cattle should be given so that people may be engaged in 

different employments. One of the key informants opined that duck rearing can be very profitable employment 

source of employment for haor dwellers as the area is flooded around halve of the year. Many also suggest for 

government attention in establishing large scale livestock firming like milk vita. They argue that huge unused 

government lands can be used as grazing land for livestock and this industry can create huge employment for the 

local people. Mat weaving can be another important source of income. Recently UNESCO has declared the Mat 

of Sylhet (Sheetal Pati) as the heritage and this recognition has increased its demand both in national and 

international market. If people are supported with training and logistics, good number of employment 

opportunity can be created and country will be able to earn foreign currency by exporting mats.   Photo 8, 9 & 

10 show the prospect of purls culturing, rearing duck and cattle. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Photo 8: Prospects of Purls Culturing 

 

Photo 7: Prospect of Fishes in the Tanguar Haor 
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6.     Conclusion 

Though the Tanguar haor is very rich in natural resources, the villagers of this area are dreadfully poor and their 

socio-economic condition is very miserable. Agriculture is the first and fishing is the second largest income 

sources of the people in haor areas. But both of these occupations are under serious risk due to natural disaster 

and climate change. Flood is a regular natural calamity which destroy their farmlands particularly paddy fields 

which is responsible to decrease agricultural production and farmers are getting into trouble in arranging 

employment frequently.  The people of the study area want positive change in their locality and do believe that 

the opportunity of full employment can ensure their overall wellbeing. They suggested for the creation of 

multiple employment opportunities giving special importance of haor geography, tradition, climate change risks 

and the skills and culture of the local people.  All of the respondents also have given special emphasis on smooth 

road communication to ensure more employment opportunity. However, unemployment is one of the most 

important factors affecting individual wellbeing. Income can ensure life satisfaction and employment can ensure 

income.  Therefore creation of employment is the synonym to creation of opportunities for life. The pattern of 

employment is traditional and based on agriculture and fishing which cannot bag a smart wage for fulfilling 

needs for a decent way living. Therefore it is important to create opportunities in a way so that both male and 

female can be engaged in multiple earning opportunities. Government, NGOs and the community people should 

have collaborative efforts to ensure employment for most of the people in haor area. Use of local resources in 

this connection can be more effective and sustainable.  

Photo 9 : Prospects of Duck Rearing 

 

Photo 10: Prospects of Cattle Rearing 
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cÖwµqvKiY c×wZ‡Z: `vwi`ª¨ we‡gvPb I †UKmB A_©‰bwZK Dbœqb 
Poverty Alleviation by Rapprochement System and Sustainable Economic Development 

 

†gv. gvngy` Avjg ZvjyK`vi 
*

 

Md. Mahmud Alam Talukdar 

 

mvims‡ÿc †UKmB Dbœq‡bi cš’v wn‡m‡e `vwi`ª¨ we‡gvP‡bi Rb¨ Ggb GKwU e¨e ’̄vcbv cÖ‡qvRb hv‡Z A_©‰bwZK Kj¨vYI mvwaZ 

nq| mwVK cš’vq AvüZ AvqÑ †h gvcKvwV‡Z b¨vq wePvi ˆZwi Kiv n‡q‡Q Zvi ev Í̄ecÖ‡qvM cÖ‡mm‡ii Af¨šÍ‡i wbwnZ _vK‡e| 

KwZcq Dcv`v‡bi Dci wfwË K‡i Rvw÷m ˆZwi Kiv n‡q‡Q| (m~Î: World Justice Project-2023)  wba©vwiZ Rvw÷m 

evov‡bvi Rb¨ †h KvR ¸‡jv Ki‡Z n‡eÑAeva evRvi e¨e ’̄vq cwi`k©b mv‡c‡ÿ miKvwi wbqš¿Y, `ybx©wZi ỳóPµ ‡_‡K DËiY, 

†KBbmxq c×wZ‡Z miKvwi e¨q µgvMZ e„w×, my` gy³ A_© e¨e ’̄v Askx`vwi wfwË‡Z, my` wenxb ÿz`ª FY, AjvfRbK AevwYwR¨K 

wkÿv cÖKí (eª¨vK wkÿv Kvh©µg Gi Abyiæc) MÖnY, wn›`y-gymwjg mgm¨v mgvavb, Avq I m¤ú‡`i ˆelg¨ ~̀ixKiY, Ki‡R nvmvbv, 

gy`vivev, gykvivKv e¨vswKs wewb‡qvM c×wZ, DËivwaKvix e¨e ’̄vq webv cvwikÖwg‡K m¤úwËi gvwjK nIqvi e¨e ’̄v, AvaywbK cÖhyw³i 

h_vh_ e¨envi, mvgvwRK wbivcËv cÖKí MÖnY I ev Í̄evqb n‡e b¨vqcivqY cÖ‡mwms c×wZ‡Z| cÖ‡mmi n‡Z cv‡iÑ cwiPvjK, 

cwievi, mgvR, cÖwZôvb, miKvi ev ivóª, AvšÍR©vwZK cÖwZôvb A_ev mykvmKÑhvi Av`k© n‡e Av`j I Bnmvb, 1400 eQi c~‡e© 

Avwef©~Z Bmjvg a‡g©i cÖeZ©K nhiZ gynv¤§` (mv.) Gi AvPiY †hgb wQj| GB mKj Kvh©¨K‡ii ga¨ w`‡q b¨vqcivqYZvi 

cÖ‡mm‡ii gva¨‡g cÖ‡mm n‡q Rvw÷m e„w× K‡i mylgeÈb Kvh©Ki Ki‡Z n‡e| Z‡eB †UKmB A_©‰bwZK Dbœqb m¤¢e n‡e| Ab¨_vq 

ivóªwUi A_©‰bwZK Dbœqb nB‡jI Zv †UKmB n‡e bv| G‡ÿ‡Î RbM‡Yi Am‡šÍvl, ivR‰bwZK Aw ’̄iZv I ˆ¯̂ikvm‡Ki DÌvb n‡Z 

cv‡i|  

KxIqvW©: cÖ‡mwms †g_W, gy`vivev, gykvivKv, my` gy³ FY, BbcyU, AvDUcyU, cÖ‡mmi, wW-giM¨v‡bi m~Î, evBbvwi 

wi‡jkb, `yb©xwZi `yóPµ|  

 

b¨vqcivqYZvi HwZnvwmK wfwË 

625 wLª÷v‡ã Bmjvg a‡g©i cÖeZ©K nhiZ gynv¤§` (mv.) KziAvb †_‡K DØ„Z K‡ib, Òwbðq Avjøvn †Zvgv‡`i‡K wb‡`©k w`‡”Qb 

AvgvbZ Zvi nK`vi‡K wdwi‡q w`‡Z| †Zvgiv hLb gvby‡li g‡a¨ wePviKvh© cwiPvjbv Ki‡e ZLb b¨vqcivqYZvi mv‡_ wePvi Ki‡e| 

Avjøvn †Zvgv‡`i‡K †h Dc‡`k †`b Zv KZ DrK…ó| wbðq Avjøvn me©‡kÖvZv, me©`ªóv| m~Î: Avj KziAvb, m~iv wbmv-58| †n 

Cgvb`viMY, †Zvgiv b¨vqwePv‡i `„p cÖwZwôZ _vK‡e Avjøvni ¯^vÿx¯^iƒc| hw`I Zv †Zvgv‡`i wb‡R‡`i ev wcZv-gvZv Ges AvZ¥xq 

¯^R‡bi weiæ‡× nq; †m weËevb †nvK ev weËnxb †nvK Avjøvn Df‡qiB NwbóZi| Kv‡RB †Zvgiv b¨vqwePvi Ki‡Z cÖe„wËi AbyMvgx n‡qv 

bv| hw` †Zvgiv †cuPv‡bv K_v ej ev cvk KvwU‡q hvI Z‡e †Zvgiv hv Ki Avjøvn †Zv Zvi mg¨K Lei iv‡Lb| m~Î: Avj KziAvb, m~iv 

wbmv-58| 2009 mv‡j AgZ©¨ †m‡bi mylg e›Ub I b¨vh¨Zv †K MvwYwZK we‡kølY K‡i Ges cÖ‡mwms wKfv‡e n‡e Zv †`Lv‡bvB Avgvi 

GB cÖqvm|  

cÖ‡mwms †g_W †K eøK WvqvMÖvg AvKv‡i †`Lv‡bv †h‡Z cv‡i:  

 

Figure: 1. Block Diagram of Processing Methods 

                                                      
*      cÖfvlK, KvwjnvZx kvRvnvb wmivR K‡jR, E-mail:arzutaluder@gmail.com 
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eøKWvqvMÖv‡g †`Lv‡bv n‡q‡Q BbcyU Dcv`vb ¸‡jv b¨vq wePv‡ii mv‡_ cÖ‡mm n‡j †UKmB Dbœqb m¤¢e n‡e|  

mgxKiY AvKv‡i cÖKvk Ki‡j cvIqv hvq (evBbvwi ¸‡Yi wbq‡g) :  

 

   

                        input =  1, Justice = 1 = 1 (True) 

    =PC/FC/AG         input =  1, Justice = 0 = 0  (False)    

                   
 
 

SED= Sustainable Economic Development. 

T= True, F=False. 

PC= Political Crisis (ivR‰bwZK Aw¯’wZkxjZv)  

FG= Government Failure (miKvi cZb)   

AG= Autocratic Government (ˆ¯^ikvmK)|  

Development= 0 /1 bv n‡q k~Y¨ †_‡K kZfvM ev Zvi Dc‡i n‡Z cv‡i|  

Justice =1 m‡e©v”P n‡e|  

 

evBbvwi ¸Y AbymiY Ki‡j cvIqv hvq:  

00=0 

10=0 

01=0 

11=1 

QK-1, QK-1 G evBbvwi ¸‡Yi djvdj †`Lv‡bv n‡q‡Q|  

 

`yBwU Bbcy‡ii †ÿ‡Î:  

Input Output 

A B Y=A.B 

0 0 0 

0 1 0 

1 0 0 

1 1 1 

QK-2, QK-2 G `yBwU BbcyU †_‡K AvDUcyU †`L‡bv n‡q‡Q|  
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cÖ‡mwms †g_W †h fv‡e KvR Ki‡e Zvnv wb‡Pi Q‡K †`Lv‡bv n‡jv: 

Input Processing 

Justice + Kindness (Hidden)  

Output 

A B J  J  Y=(A.B).J 

0 0 1 0 0 

0 1 1 0 0 

1 0 1 0 0 

All Inputs are considered Positive  

1 1 1  ................. 1 

1 1 ..................  0 0 

1 1 2 ...............  2 

1 1 3   3 

1 1 ................ -1 -1 

1 1 ................ -2 -2 

QK: 3 

QK-3 G †`Lv‡bv n‡q‡Q mKj BbcyU c‡RwUf ev abvZ¥K Rvw÷m ev b¨vqwePvi k~b¨ n‡Z AvDUcyU ev djvdj k~b¨ n‡Z cv‡i| 

cÖ‡mwms Gi gvÎv Abymv‡i Dbœqb ev Kj¨vY wb‡`©k Ki‡e| BbcyU hvnvB †nvK cÖ‡mwms k~b¨ n‡j AvDUcyU k~b¨| Input =1 (A_©vr 

BbcyU KL‡bv 0 wKsev FYvZ¥K n‡e bv)| cÖ‡mmi 0/1/0-100 wKsev FYvZ¥K n‡Z cv‡i|  

 

wW-giM¨v‡bi m~Î cÖwZcv`b K‡i  

`ywU BbcyU Gi †ÿ‡Î wZbwU BbcyU Gi †ÿ‡Î 

A=1  

B=0  =1 

 

 

=0 

0=0 

 

 

 

 

 

 

0=0 

QK-4, QK-4 G `yBwU BbcyU I wZbwU Bbcy‡Ui †ÿ‡Î †h †Kvb GKwU BbcyU k~b¨ 0 n‡j AvDUcyi 0 k~Y¨ nq|  

 

cÖ‡mwms †g_W A¨vj‡Revi wbq‡g cÖgvY: 

M‡oi m~Î 

Development Score=  

                    

                   =  
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                                [Ihasan=Kindness K hide]              

                   (M‡oi m~Îvbyhvqx)|   

Here, 

n= Number of Element / Input 

PM= Processing Method 

i = 1,2,3,.........n 

 = Summation  

 

Js= Justice Score (Ihasan=Kindness K hide) 

Condition:  and  

      # Rvw÷m k~‡Y¨i mgvb A_ev †ewk Ges GK-Gi mgvb A_ev †QvU|  

     # Bbcy‡Ui Mo ï‡Y¨i †P‡q eo Ges GK-Gi mgvb A_ev †QvU|  

 

GDP Bangladesh= 460,200,000,000, cost= 7,610,000,000,000, gnp= 483,360,000,000 

D‡jøL¨ †h, 50% Gi wb‡P n‡j Dbœqbkxj 50% Gi Dc‡i DbœZ Z‡e Bbcy‡Ui cwigvb †ewk n‡j cÖ‡mm †ewk n‡e Zv‡Z mycvi 

†W‡fj‡g›U ˆZwi n‡e| 50% Gi wb‡P n‡j Aek¨B ivR‰bwZK Aw¯’iZv, miKvi cZb I ˆ¯^ikvm‡Ki m„wó Ki‡e|  

Example: D`vniY w`‡q b¨vqwePv‡ii Dcv`vb e¨vL¨v Kiv n‡q‡Q|  

Justice (Ihasan = Kindness K hide) 

SL No.  Selceted Category of Justice   

1 Constrains on Government Power   

2 Absence of Corruption 

3 Open Government  

4 Fundamental Rights  

5 Order and Security  

6 Regulatory Enforcement  

7 Civill Justice  

8 Criminal Justice 
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QK-5 

evsjv‡`k ev‡RU 2021-22 

 

 

m~ÎwUi cÖ‡qvM 

cÖ‡mwmsK…Z 17wU Dcv`vb g‡b Kiv n‡q‡Q| Gi †P‡q Kg †ewk n‡Z cv‡i     

SL No. Input Element  Input Element  Compressed 

1 fZ©yKx I cÖ‡Yv`bv Subsidies & Incentives SI 

2 †cbkb Pension P 

3 wkí I A_©‰bwZK mvwf©m  Industrial and Financial Services IFS 

4 we‡bv`b, ms¯‹…wZ I ag©  Entertainment, Culture & Religion ECR 

5 M„nvqY Housing H 

6 Rbk„•Ljv I wbivcËv  Public Order and Security POS 

7 mvgvwRK wbivcËv I Kj¨vY Social Security and Welfare SSW 

8 RbcÖkvmb Public Administration PA 

9 cÖwZiÿv  Defence D 

10 K…wl  Agricultural A 

11 ¯̂v ’̄¨  Health  H 

12 R¦vjvwb I we`y¨r Fuel & Electricity FE 

13 ’̄vbxq miKvi I cjøx Dbœqb Local Government and Rural 

Development 

LGRD 

14 cwienb I †hvMv‡hvM  Transport & Connectivity TC 

15 my`  Interest I 

16 wkÿv I cÖhyw³  Education & Technology ET 

17 wewea e¨q  Miscellaneous Expenses ME 
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QK-6 

Justice with Kindness 

 Project Rule of Law Index of Bangladesh (m~Î: World Justice Project-2023) 

Overall Score Regional Rank (South 

Asia) 

Income Rank (Lower 

Middle)  

Global Rank 

0.38 4/6 28/37 127/142 

 

 

  Factor Score  Score 

change  

Regional 

Rank  

(South Asia) 

 Income 

Rank  

(Lower 

Middle)  

Global Rank 

Constrains on Government 

Power   

0.37 0.00 5/6 26/37 120/142 

Absence of Corruption 0.33 -0.01 4/6 23/37 117/142 

Open Government  0.40 0.00 5/6 21/37 106/142 

Fundamental Rights  0.20 -0.01 5/6 34/37 137/142 

Order and Security  0.63 0.00 4/6 25/37 108/142 

Regulatory Enforcement  0.38 -0.01 4/6 30/37 126/142  

Civill Justice  0.36 -0.01 5/6 32/37 133/142 

Criminal Justice 0.30 -0.02 5/6 28/37 123/142 

 

miKvwi e¨q evsjv‡`k ev‡RU 2022-2023 

ms‡kwaZ ev‡RU Abyhvqx 2022-23 A_© eQ‡i †gvU e¨q Gi jÿ¨gvÎv aiv n‡q‡Q 660507 †KvwU UvKv hv wRwWwcÕi 14.8 kZvsk| 

Gi g‡a¨ cwiPvjb e¨q 432942 †KvwU UvKv (wRwWwcÕi 9.7%) Ges Dbœqb e¨q 227566 †KvwU UvKv (wRwWwcÕi 5.1%)| iBAS 

++ Gi mvgwqK wnmve Abyhvqx 2022-23 A_©eQ‡ii gvP©, 2023 ch©šÍ †gvU e¨q n‡q‡Q 300820 †KvwU UvKv, hvi cwiPvjb e¨q 

n‡q‡Q 227987 †KvwU UvKv Ges Dbœqb e¨q 62105 †KvwU UvKv| m~Î: evsjv‡`k A_©‰bwZK mgxÿv 2023| evsjv‡`‡ki ev‡R‡U 

e¨‡qi LvZ 17wU|  

 

m~Î: ev‡RU mnRcvV, A_©eQi 2022-2023, cÖKvkK Dbœqb mgm¤̂q|  
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cwiPvjb e¨q, Dbœqb e¨q Ges e¨‡qi AvB‡Ug msL¨v e¨envi K‡i, Rvw÷m †¯‹vi (evsjv‡`k I †WbgvK©) e¨envi K‡i wb‡¤œi dg©~jvq 

cÖ‡qvM K‡i cvBÑ 

     (M‡oi m~Îvbyhvqx)|  

evsjv‡`‡ki †ÿ‡ÎÑ 

Here,    ,e¨‡qi LvZ= 14.8, n = 17, J = 0.38  

Then,  

 Development Score =   

             = 0.3308 

          = 33.08% : Which is less then 50% = Developing Country(Lower middle   

               GDP per Capita) 

Result: It may make PC or FG or AG  

                       Here, PC= Political Crisis (ivR‰bwZK Aw¯’wZkxjZv)  

    FG= Government Failure (miKvi cZb)   

    AG= Autocratic Government (ˆ¯^ikvmK)|   

GLv‡b 17wU BbcyU, Bbcy‡Ui cwigvb 14.8 hv cÖ‡mm K‡i‡Q cÖ‡mmmi| cÖ‡mm‡ii b¨vqwePv‡ii cwigvY wQj 0.38| G‡Z AvDUcyU 

n‡q‡Q 33.08%| d‡j cÖwZôvbwU Dbœqbkxj| KviY 50% Gi wb‡P gvb AwR©Z n‡q‡Q| djvdj wnmv‡e ivR‰bwZK Aw¯’iZv ev 

miKvi cZb ev ˆ¯^ikvm‡Ki D™¢e NUvi cwi‡e‡k m„wó n‡q‡Q| BbcyU‡K b¨vqwePv‡ii cwigvb 50% Gi Dc‡i cÖ‡mm Ki‡j DbœZ †`k 

ev abx DbœZ †`‡k cwiYZ n‡e| Avi †mUv Bbcy‡Ui Dci wbf©i K‡i bv, wbf©i K‡i cÖ‡mm ev cÖwµqv KZUv b¨vqwePv‡ii mv‡_ nq Zvi 

Dci| cÖ‡mmi b¨vq wePviK bv n‡j AvDUcyU ev djvdj ev e›Ub mylg n‡e bv| b¨vqcivqb cwiPvjK ev cÖ‡mmi w`‡q e›Ub mylg K‡i 

`vwi ª̀¨ gy³ mgvR ev ivóª MVb Kiv hv‡e| Ab¨_vq mylgeÈ‡bi cÖZ¨vkv c~iY nevi bq|  

 

†Wbgv‡K©i †ÿ‡Î hw` e¨q evsjv‡`‡ki mgvb nq wKš‘ Rvw÷m †Wbgv‡K©i nq Z‡e †m‡ÿ‡Î Ñ 

Here,    ,e¨‡qi LvZ= 14.8, n = 17, Js = 0.9  

Then,  

 Development Score =   

             = 0.7835 

          = 78.35% : Which is Gretter then 50% = Developed.(Upper middle GDP   

          per Capita) 

Result: It Makes Developed.  

e¨‡qi cwigvb bv evwo‡qI ïay gvÎ Rvw÷‡mi gvÎv evo‡j †UKmB Dbœqb m¤¢e| e¨‡qi cwigvY evwo‡q mgnv‡i Rvw÷m bv evov‡j 

†W‡fjc‡g›U n‡e Z‡e †UKmB n‡e bv| e¨‡qi cwigvY evwo‡q Rvw÷m evwo‡q Dbœqb K‡qKkZ ¸Y ch©šÍ evov‡bv m¤¢e| hv mycvi 

†W‡fjc‡g›U cÖwZôv‡b cwiYZ n‡e|                          

 

evBbwi wi‡jkb 

wKQz †gŠwjK m¤ú‡K©i wfwË `ywU wel‡qi †hvMv‡hv‡Mi g‡a¨| hyM¥ m¤ú‡K©i D`vniY bvbv ai‡bi n‡Z cv‡i| †hgb, ÒAvKei ûgvqy‡bi 

cyÎÓ; ÒPv‡ji `vg evRivi †_‡K †ewkÓ ; Òmy‡Li †P‡q ¯^w¯Í fvjÓ| A_©‰bwZK we‡køl‡Y LwiÏv‡ii cQ›`  mvaviYZ hyM¥ m¤úK© wnmv‡e 
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†`Lv nq| h_v, GB LwiÏvi cY¨¸”Q  K †ewk cQ›` K‡ib cY¨¸”Q L-Gi †_‡K| cÖvq meiKg g~j¨vqbB A_©bxwZ‡Z nq hyM¥ m¤ú‡K©i 

wfwË‡Z| Zvi cÖavb iƒc n‡”Q GB iK‡gi; K-Gi g~j¨ L-Gi †_‡K †ewk, A_ev L-Gi †_‡K K †kÖq| m~Î: RxebhvÎv I A_©bxwZ, 

AgZ©¨ †mb, c„. 18| G QvovI evBbvix Av‡iv K‡qKwU A_©bxwZi Dcv`vb i‡q‡Q| †hgb: µq-weµq, Pvwn`v-†hvMvb, Avq-e¨q, 

Drcv`b-†fvM, ÿwZ-gybvdv, gy`ªvbxwZ-Avw_©KbxwZ, mÂq-wewb‡qvM,  

 

Binary Relation 

Rb. †gbvW© †KBbm evBbvwi wi‡jk‡bi K_v e‡j‡Qb, GK_v †R. Avi.¸ß Zvi PUBLIC ECONOMIC IN INDIA: THEORY 

AND PRACTICE eB‡q D‡jøL K‡i‡Qb hv mivmwi Zz‡j aiv n‡jvÑ 

J. M. Keynes (1846-1983) demonstrated that income has two sides, Income and expenditure. One man's 

expenditure is another man's income. His famous equations are:  

Y= C+S (Income side).  

Y= C+I (Expenditure side)  

That is income (Y) can either he consumed or save; or alternatively income can be spent either for consumption 

purposes or investment purposes or both. Consumption (C) being common in both the equations, therefore, 

savings (S) will have to be equal to investment expenditure, in order to maintain economic stability. But, as 

savings normally exceed investment expenditure, therefore, a process of downswing in the economy sets in. In 

order to maintain economic stability, government expenditure must compensate the fall in private total 

expenditure. That is the expenditure side equation should then become C+I+G, Where 'G' denotes government 

expenditure. Thus the role of public finance was recognized as compensatory finance for the first time. But in 

the wake of inflationary trends during the second world war and the post-war period, the role of the government 

to perform anti-inflationary and rehabilitatory functions was also recognized. And we moved from 

'Compensatory Finance' to 'Functional Finance', the concept propagated by A.P. Lerner.  

While the concepts of 'Compensatory Finance' and 'Functional Finance' were evolved in the context of 

developed countries, in the context of underdeveloped countries considering that the government should be 

commmitted to a programme of accelarated economic development, a new concept of 'Development Finance' 

took place. Ofrof. R.N. Brargave sums up, "Thus developed and developing states have both to play an 

indreasing role in the economy and their functions have considerably expended. In order to discharge these 

expanded functions the state has to increase its draft on the gross national product..* 

* PUBLIC ECONOMIC IN INDIA: THEORY AND PRACTICE book BY J.R. Gupta, Title "Changing 

perspectives about the role of the Government' Introduction Page 7-8, Atlantic publishers & Distributors (P) 

LTD.] 

 

ÿz`ªF‡Y my‡`i duv` 

ÿz`ªF‡Yi `yBwU †Km÷vwW evsjv‡`‡ki GgAviG (gvB‡µv‡µwWU †i¸‡jUix A_wiwU)i Aax‡b wKsev Zvi evB‡i GbwRI(bb MfY©‡g›U 

AiMvbvB‡Rmb) †h ÿz`ª FY Kvh©µg cwiPvjbv Ki‡Q Zvi ev¯Íe wPÎ| W. AvKei Avjx Lvb Zvi MÖš’ Òevsjv‡`‡ki Dbœq‡bi AZxZ 

eZ©gvb fwel¨rÓ G ÿz`ª FY †K wKQzUv fvj I g›` Dfq w`‡Ki K_vB e‡j‡Qb Z‡e Avnvgwi †Kvb cwieZ©‡bi K_v wZwb e‡jbwb| ÿz`ª 

FY e„nr mÂq m„wó‡Z mdj n‡q‡Q Z‡e FYx‡`i‡K F‡Yi duv‡` Rwo‡q †d‡j‡Q| F‡Yi †Pviv evwj‡Z cÖwZwU cwievi euvPvi msMÖvg 

Ki‡Q| GKRb wec`MÖ¯’ gvbyl †K mdjZvi ¯^cœ †`wL‡q Zv‡K LvwU‡q Zvi Avq jy‡d wb‡”Q|  

iwng bv‡gi GKRb Zvi e¨emvqxK cÖ‡qvR‡b D`qb bv‡gi GKwU GbwRI †_‡K 20000/- wek nvRvi UvKv ÿz`ª FY MÖnY Kij|  

ÿz`ª F‡Yi wbqg 

1| 1000/- UvKv mÂq Ki‡Z n‡e Zvn‡j 10000/- (`k nvRvi) UvKv FY cvIqv hv‡e|  

2| 2000/- UvKv mÂq Ki‡Z n‡e Zvn‡j 20000/- (wek nvRvi) UvKv FY cvIqv hv‡e|  

3| F‡Yi my‡`i nvi 12% evrmwi Av`vq Kiv n‡e|  

4| wKw¯Í ˆ`wbK, mvßvwnK A_ev gvwmK n‡Z cv‡i|  
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5| 100/ UvKv cÖwZ w`b mÂq KvUv n‡e|  

6| mÂ‡q my` 6% †`qv n‡e|  

awi,  

(K) iwng 20000/- UvKv FY MÖnY Ki‡jv|  

(L)  ˆ`wbK 500/- UvKv wKw¯Í wnmv‡e 

(M) gv‡m 2000/- UvKv cÖ`vb K‡i|  

(N) gv‡m 4 wKw¯Í Rvbyqvwi-AvM÷ 84=32 wKw¯Í, †m‡Þ¤^i+A‡±vei=5+5=10 wKw¯Í, b‡f¤^i 3 wKw¯Í, wW‡m¤^i 0 wKw¯Í| †gvU 45 

wKw¯Í|  

(O) †gvU cÖ‡`q 22500/- UvKv|  

Name 

of 

Loan  

Jan Feb Mar App May June jul Au Sep oct Nov Dec Total 

Weakly 2000 2000 2000 2000 2000 2000 2000 2000 2500 2500 1500 0 22500 

Daily 6000 5600 6000 4900         22500 

eQ‡i wZbevi 20000/- wek nvRvi UvKv K‡i FY wb‡j ‡gvU 60000/- (lvU nvRvi) UvKv FY wb‡Z cv‡i hv †_‡K 37.5% my` 

Av`vq nq| A_©vr cÖwZ w`b 200 UvKv K‡i wKw¯Í w`‡j gv‡m 30 w`‡b 30200=6000 UvKv Rvbyqvwi gv‡m wKw¯Í w`‡Z nq| Abyiæc 

fv‡e †deªæqvwi gv‡m 28 w`‡b 28200=5600 UvKv| gvP© gv‡m gvP© 30200=6000 UvKv GwcÖj gv‡m 24.5200=4900 UvKv| 

Z‡e GbwRI ¸‡jv Pvi gv‡mi FY `yB gvm ch©šÍ evov‡Z cv‡i A_©vr Pvi gv‡mi RvqMvq 6 gv‡mi g‡a¨ Zviv wi‡Kvfvi K‡i| †h‡nZz 

mvßvwnK eÜ _v‡K †mKvi‡Y FY MÖnxZvi myweavi Kvi‡Y bq| gvwmK wKw¯Íi K_v gy‡L ej‡jI gvwmK wKw¯Í‡Z FY w`‡Z AvMÖn cÖKvk 

K‡i bv| †m †ÿ‡Î GbwRI ¸‡jv F‡Yi cwigvb evwo‡Z w`‡Z Pvq †hgb wek nvRvi †_‡K cÂvk nvRvi ev GK jÿ UvKv ch©šÍ FY 

w`‡Z B”QzK|  

 

12.5% my` wba©viY Kiv nq 

cÖ‡`k UvKv + my` = †gvU cÖ‡`q †hvM¨ UvKv   

50000  + 6250=56250/- UvKv|  

 

†gvU cÖ‡`q UvKv - my‡`i UvKv  = †gvU UvKv|  

50000  -   6250  =  43750 UvKv  

my‡`i UvKv  †gvU UvKv  100 (kZKiv) = my‡`i nvi 

6250     43750   100  = 14.2%  

6250     48750   100  = 12.5%  

 

mewR we‡µZv 

ïKzi Avjx bv‡gi GKRb Zvi e¨emvqxK cÖ‡qvR‡b D`qb bv‡gi GKwU GbwRI †_‡K 50,000/- cÂvk nvRvi UvKv ÿz`ª FY MÖnY 

K‡i‡Q|  

ÿz`ª F‡Yi wbqgt 

1| 50000/- (cÂvk nvRvi) UvKv 45 wKw¯Í‡Z Av`vq †hvM¨|  
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2| †gvU Av`vq 58500/- mÂq cÖwZ wKw¯Í‡Z 50/- UvKv (4550=2200/-) ev` w`‡q †gvU 56250/- UvKv GbwRI cv‡”Q|  

3| F‡Yi my‡`i nvi 12.5% evrmwiK Av`vq Kiv n‡e|  

4| wKw¯Í mvßvwnK 1300/- UvKv 50/- UvKv mÂq KvUv n‡e| mÂq ev‡`i wKw¯Í 1250/- UvKv| 

6| mÂ‡q my` 6% †`qv n‡e| Z‡e GKeQi cy‡iv bv n‡j †Kvb mÂ‡q my` cv‡e bv|  

awi,  

Name 

of 

Loan  

Jan Feb Mar App May June jul Au Sep oct Nov Dec Total 

Weakly 2000 2000 2000 2000 2000 2000 2000 2000 2500 2500 1500 0 22500 

Daily 6000 5600 6000 4900         22500 

 

G‡`i Kv÷gvi Kviv?  

1| cÂvk nvRvi UvKv gyjab wb‡q hviv e¨emv ïiæ K‡i Ggb gyw` †`vKvb, Pv †`vKvb`vi|  

2| †`vKv‡bi m‡e©v”P 5-7 nvRvi UvKv †eZ‡bi Kg©Pvix|  

3| w`b gRyi cÖwZw`b †ivR wnmv‡e †LZ Lvgv‡i, BU fvUvi kÖwgK, KvV wgw¯¿x, ivRwg¯¿x, is wg¯¿x, †RvMvjx, ZuvZ wk‡í, myZvi wgj, 

nuvm gyiwMi Lvgvi, Miæ Lvgvi, mewRi Lvgvi, gvQ Pvlx, †R‡j, ¯^Y©Kvi, Kg©Kvi, †mjm g¨vb, `wR©, wKÛviMv‡U©b wkÿK, BZ¨vw`|  

4| evwo‡Z nuvm-gyiMx cvjb, mewR Pvl, f¨vb-wiKkv, A‡Uv PvjK, ¯^í Av‡qi K…lK, eM©v K…lK|  

 

kZ kZ ÿz ª̀ FYx‡`i mvÿvrKv‡i GUv ¯úó n‡q‡QÑ GiKg mewR we‡µZv, ÿz`ª Lvgvix, gyw` †`vKvb`vi Giv †KDB F‡Yi duv` †_‡K 

†ewi‡q Avm‡Z cv‡iwb| G‡`i Drcvw`Z cY¨ ev Avq F‡Yi my` cÖ`vb Ki‡Z Ki‡Z Zv‡`i Rxeb gvb Zjvwb‡Z †V‡K‡Q| ÿz`ª ÿz ª̀ 

mÂq¸‡jv GbwRI‡K mg„× I m¤ú`kvjx K‡i‡Q Zv‡Z FYx m`m¨‡`i fv‡M¨i †Kvb DbœwZ nq bvB| cÖwZ w`bB wewfbœ MÖv‡g FYx Ges 

GbwRI Kg©x‡`i mv‡_ ZK©-weZK©, nvZvnvwZ ch©šÍ n‡”Q|  

 

mgvRKj¨v‡Yi Avwef©ve I g„Zz¨ 

†bv‡ej weRqx A_©bxwZwe` AgZ©¨ †mb e‡jb, A_©bxwZ Z‡Ë¡i GKwU ¯^Zš¿ welq wnmv‡e RbKj¨vY welqK A_©bxwZi D™¢e N‡U‡Q Lye 

†ewk w`b bq| ejv P‡j 1912 mv‡j A.C Pigou-Gi Wealth & Welfare MÖ‡š’i cÖKv‡ki m‡½ m‡½ GB welqwUi Rb¥ n‡qwQj| wKš‘ 

R‡b¥i Aí Kv‡ji g‡a¨B †hb Gi gZy¨ NUj| G m¤^‡Ü Avi wKQz ejvi iBj bv| Arrow ‡`Lv‡jb, mgvRKj¨v‡Yi cÖK…Z c‡ÿ 

m‡šÍvlRbK m~PK _vK‡ZB cv‡i bv| K_vq Av‡Q, ÒCk¦i hv‡K fv‡jvev‡mb †m Aí eq‡m gviv hvqÓ| [1] [1.Robbins (1932,1938) 

`ªóe¨] Vilfredo Pareto (1948-1923) c¨v‡i‡Uv Kvg¨Zvq mgvRKj¨vY c~Y©Zv cvq| Zvn‡j 570 Lªx÷v‡ã Rb¥ MÖnY Ki‡jb Bmjvg 

a‡g©i cÖeZ©K nhiZ gynv¤§` (mv.) Zuvi 63 eQ‡ii Rxe‡b †h A_©e¨e¯’v cÖwZwôZ Ki‡jb †hLv‡b †Zv mgvRKj¨v‡Yi Afve wQjbv| 

Zvn‡j AgZ©¨ †m‡bi GB mgvRKj¨v‡Yi g„Zz¨ ZË¡ †av‡c wU‡K bv|   

A_©‰bwZK b¨vh¨Zv: A_©‰bwZK b¨vh¨Zv wb‡q KziAv‡bi cÖeZ©K †h K_v e‡j‡Qb †mwU Ggb, kvn mv‡ne (Rb¥: 1704 Lªx÷vã) (i.) 

û¾vZzjøvwnj evwjMv wKZv‡e D‡jøL K‡ib, ÔHwZnvwmK ev¯ÍeZv e‡j, gynv¤§` (mv.) Gi beyqZ cÖvwßi mgq cvim¨ I †ivg mv¤ªvR¨ 

DbœwZi Pig wkL‡i D‡V wM‡qwQj, wKš‘ A_©‰bwZK b¨vh¨Zv bv _vKvq Zvi wkKo ax‡i ax‡i gvwU k~b¨ n‡q hv‡”Q|Õ  [2]  

AvB‡bi kvmb: †`‡k mykvmb cÖwZôv Ki‡Z PvB‡j AvB‡bi kvm‡bi †Kv‡bv weKí †bB| †UKmB Dbœqb PvB‡jI AvB‡bi kvm‡bi weKí 

†bB| AvB‡bi kvm‡bi Ab¨Zg g~jgš¿ ÔAvB‡bi h_vh_ cÖ‡qvMÕ n‡jI Avgv‡`i †`‡k `„k¨Z M‡o D‡V‡Q AvBb bv gvbvi ms¯‹…wZ| 

GgbwK A‡bK †ÿ‡Î cÖKv‡k¨B gvbv n‡”Q bv Av`vj‡Zi Av‡`k| Zv‡Z evsjv‡`‡k A‡bK AvBb _vK‡jI, gvbyl AwaKviewÂZ, 

b¨vqwePviewÂZ| AvB‡bi cÖ‡qv‡Mi Afv‡e Lv`¨ mvgMÖx †_‡K ïiæ K‡i wbZ¨ cÖ‡qvRbxq wRwbmcÎ AvR †fRv‡j mqjve, `ªe¨g~j¨ 

wbqš¿Y wel‡q Avav WR‡bi †ewk AvBb _vKvi ciI `ªe¨g~‡j¨i jvMvgnxb I AcÖwZ‡iva¨ DaŸ©MwZ| Ab¨ w`‡K cwi‡ek iÿv‡_© b`-b`x 
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fiv‡Ui weiæ‡× Av`vj‡Zi Av‡`kI gvb‡Q bv f‚wg‡Lviiv| b`-b`xI AvR ûgKxi m¤§yLxb| AvB‡bi cÖ‡qv‡Mi Afv‡e evsjv‡`‡k 

†QvU-eo †h wZb kZvwaK b`x Av‡Q, A_P †Lv` AvBb cÖ‡qvMKvix ms¯’vi †jvKRbB gv‡b bv G weavb| hvbevnb¸‡jv‡Z Aev‡a 

e¨eüZ n‡”Q nvB‡WªvwjK nY©| [3] 

LvU‡jB mg„w×: Òhviv eo‡jvK n‡q‡Q, Zviv ej‡e, LvU‡jB mg„w× AR©b Kiv m¤¢e| GUv cy‡ivcywi mwZ¨ K_v bq| Mwie gvbyl‡`i g‡a¨ 

A‡b‡KB D`qv¯Í cwikÖg K‡ib, KviY †mB LvUzwbi Ici Zv‡`i †eu‡P _vKv wbf©i K‡i| wKš‘, Zviv eo‡jvK n‡”Qb bv| evRvi †Zv me 

ai‡Yi KvR‡K cwikÖ‡gi wn‡m‡e mgvb `vg †`q bv| GLv‡bI wKš‘ iv‡óªi GKUv f‚wgKv Av‡Q| ïay iv‡óªi bq Avgv‡`i mevi| hviv 

Avw_©K fv‡e fvj K‡iwQ, Zv‡`i `vwqZ¡ nj GB gvbyl¸‡jvi  K_v fvev| we‡klZ DËivwaKv‡ii †ÿ‡Î GKUv eo Ask Ki eve` †K‡U 

wb‡q Mwie gvby‡li Kv‡R e¨q Kiv `iKvi| Ó [4] 

bZzb UvKv Qvcv‡bv: ÒbZzb UvKv Qvwc‡q RbM‡Yi Kv‡Q n¯ÍvšÍ‡i gy`ªvùxwZ Lye †ewk n‡e bv eis A_©bxwZ‡Z MwZkxjZv evo‡e e‡j g‡b 

Kwi| KviY, RbM‡Yi cÖavb Pvwn`v n‡jv Lvevi, K…wl Drcv`bI †ZgbwU euvavMÖ¯Í nqwb| Mwie gvbyl‡`i Kv‡Q n¯ÍvšÍwiZ A_© ¸YMZfv‡e 

e¨eüZ n‡e, Zviv AcP‡qi gva¨‡g AcÖ‡qvRbxq †KbvKvUv Ki‡e bv Ges Lv‡`¨i Pvwn`v e„w×i d‡j e¨emvqx I abx Pvwl‡`i ¸`vgRvZ 

k‡m¨i †hvMvb evo‡e Gfv‡e A_©bxwZ‡Z we`¨gvb m¤ú‡`i Kvw•LZ e›Ub NU‡e Ges gvbyl A_©‰bwZK Dbœq‡bi mydjZv‡K †Ui cv‡e| 

[5] 

mve©‡fŠgZ¡ I wek¦b¨vh¨Zv: Òne‡mi e³e¨, GKwU mve©‡fŠg ivóª Qvov b¨vh¨Zv m¤ú‡K© mymvgÄm¨fv‡e wKQz ejv m¤¢e bq| d‡j 

mgmvgwqK c„w_ex‡Z Ôwek¦b¨vh¨ZvÕ wb‡q wKQz ejvUv ÔAjxK KíbvgvÎÕ| hyw³i mvnv‡h¨ gvby‡li cvi¯úvwiK wbf©ikxjZvi welqwU‡K 

Abyaveb Ki‡Z cvi‡j mgv‡R ÔcwiwgwZ‡eva I wgZvPviÕ cÖwZôv Kiv m¤¢e n‡Z cv‡i| wZwb D`vniY w`‡q‡Qb, Ô†jv‡K ‡bŠKvi `uvo 

Uv‡b GKUv mvaviY ¯^v‡_©, mvaviY ixwZ †g‡b, †mLv‡b †Kv‡bv cÖwZkÖæwZ ev Pzw³i `iKvi c‡o bvÕ, †Zgwb †jv‡K‡`i †fZi b¨vh¨Zv‡eva 

M‡o I‡V ÔmvnPh© I K‡_vcK‡_vbÕ †_‡K| [6] 

Professor Punuett and his fellow workers would accept Mr. Webb's plea. They freely grant that environing 

circumstances can affect the persons immediately subjected to them, but they, nevertheless, hold that these 

circumstances are unimportant, because, not being able to influence the inborn quality.  

After all, he writes, It would not be of much use to have all babies born from good stocks, if, generation after 

generation, they were made to grow up into bad men and women.  [7] 

Aa¨vcK cybU I Zvi mnKg©xiv wg. I‡q‡ei Av‡e`b MÖnY Ki‡e| Zviv Aev‡a gÄyi K‡i †h, cwi‡ekMZ cwiw¯’wZ Awej‡¤̂ Zv‡`i 

Aaxb¯’ e¨w³‡`i cÖfvweZ Ki‡Z cv‡i, wKš‘ ZeyI Zviv g‡b K‡i †h GB cwiw¯’wZ¸wj ¸iæZ¡nxb, KviY, Rb¥MZ ¸Y‡K cÖfvweZ Ki‡Z 

mÿg bq| m‡e©vcwi, wZwb †j‡Lb, fv‡jv gRyZ †_‡K Rb¥ †bIqv me wkïi Lye GKUv jvf n‡e bv, hw` cÖR‡b¥i ci cÖRb¥ a‡i Zviv 

Lvivc cyiæl I bvix‡Z cwiYZ nq|  

Principles of Economics is a leading political economy or economics textbook of Alfred Marshall (1842–1924), 

first published in 1890. 

And as with borrowings for productive purposes, so with those of spendthrift or Governments who mortgage 

their future resources in order to obtain the means of immediate expenditure. It is true that their actions are often 

but little governed by cool calculation, and that they often decide how much they want to borrow with but little 

reference to the price they will have to pay for the loan. but still the rate of interest exercises a perceptible 

influence on borrowings even of this kind. [8]  

Ges †hgb Drcv`bkxj D‡Ï‡k¨ avi †bIqv nq, †Zgwb e¨qeûj ev miKv‡ii mv‡_ hviv Zv‡`i fwel¨Z m¤ú` eÜK iv‡L ZvrÿwYK 

e¨‡qi Dcvq cvIqvi Rb¨| GUv mZ¨ †h Zv‡`i wµqvKjvc¸wj cÖvqkB wKš‘ kvšÍ MYbv Øviv wbqwš¿Z nq Ges Zviv cÖvqkB wm×všÍ †bq 

†h, Zviv KZUv avi wb‡Z Pvq wKš‘ F‡Yi Rb¨ Zv‡`i †h g~j¨ w`‡Z n‡e Zvi mvgvb¨ D‡jøL _v‡K| wKš‘ ZviciI my‡`i nvi GB ai‡Yi 

FY MÖn‡Yi Dci GKwU cÖZ¨ÿ cÖfve †d‡j|  

 

MvÜxRxi A_©‰bwZK b¨vq wePvi 

†`kbvqK MvÜxRx GB mZ¨ Dcjwä K‡iwQ‡jbÑ ZvB wZwb eywbqv`x wkÿv‡K gZev` ew¾©Z wkÿviƒ‡c †`‡Lb wbÑ G‡K Zvi gZev‡`i 

cwi‡cvlK iƒ‡cB M‡o Zzj‡Z †P‡qwQ‡jb| MvÜxev‡`i GKUx cÖavb AvKl©Y n‡”Q mvgvwRK I A_©‰bwZK b¨vq wePvi cÖwZôvi AvMÖn| 

myZivs Zuvi wkÿvcwiKíbv Rb‡PZbxq AvMÖn RvwM‡qwQj|  
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bvbv NUbv I Rbmvavi‡Yi wPšÍvaviv Øviv GB mZ¨ AvR mycÖgvwYZ n‡q‡Q †h MvÜxev‡`i we‡Kw›`ªZ Drcv`b e¨e ’̄v eË©gvb mf¨Zvi m‡½ 

we‡ivaxfve mshy³| myZivs Zv‡K cwieË©b Ki‡Z nÕ‡e| we‡K›`ªxf‚Z Drcv`b e¨e ’̄v‡K †g‡b wb‡qB mvgvwRK b¨vq wePvi I A_©‰bwZK 

mvg¨ cÖwZôvi cš’v wbY©q Ki‡Z nÕ‡e| ZvB nÕ‡e b~Zb mgvR `k©b| Avi GB mgvR `k©‡bi cwi‡cvlK iƒ‡cB eywbqv`x wkÿv‡K iƒcvwqZ 

Ki‡Z nÕ‡e| Z‡eB GB wkÿv meŸ©mvavi‡Yi, wkÿv_©xi I wkÿ‡Ki c~Y© mn‡hvwMZvq g~Ë© n‡q DV‡e I cyivZb wkÿvi Mj` `~i nÕ‡e| 

Av`k©ÑA_©vr gZev` mshy³ bv nÕ‡j Zv K`vPB mvaviY‡K DØy× Ki‡e bv| huviv wkÿv‡K gZev` wbi‡cÿ ivL‡Z Pvb, Zuviv GB mZ¨ 

eyS‡Z Pvb bv I cÖ”Qbœ fv‡e MZvbyMwZKZv‡KB cÖkÖq †`b| [9] 

 

†`‡ki µgea©gvb Avq I m¤ú‡`i ˆelg¨ 

wMwb mnM n‡jv mevi Avq n‡j wMwb mnM n‡e k~b¨ (0) me Avq GKR‡bi nv‡Z †M‡j m~PK n‡e 1(GK) GB `yB mxgvi g‡a¨m~PK hZ 

evo‡e, Amvg¨ ZZ †ewk n‡e| 2010 mv‡j Avq ˆelg¨ wQj 0.458, 2022 mv‡j Zv 0.500|  

1974-75 mv‡j Avq ˆelg¨ wQj me‡P‡q weËevb 10 kZvsk gvby‡li AwaKv‡i wQj 28 kZvsk Avq ev m¤ú`| me‡P‡q Mwie 10 

kZvsk gvby‡li nv‡Z wQj 2.8 kZvsk Avq wQj| 2022 mv‡j  me‡P‡q weËevb 10 kZvsk †jv‡Ki Kv‡Q Avq cywÄf‚Z n‡q‡Q 40.92 

kZvsk| 2022 mv‡j me‡P‡q Mwie 10 kZvsk gvby‡li Avq n«vm †c‡q 1.31 kZvs‡k ùvwo‡q‡Q| 2023 mv‡ji Ryb gv‡m e¨vsK¸wj‡Z 

50 †KvwU UvKvi D‡Ø© RvgvbZ wQj 1824 wU wnmv‡e| wZb gvm Av‡M gvP©gv‡m wQj 1758wU| Ryb gv‡m 1824wU wnmv‡e UvKv wQj 

2jvL 59 nvRvi †KvwU UvKv| hv †gvU e¨vsK Avgvb‡Zi 15.33 kZvsk| kÖwgK‡`i gvwmK gRywi Px‡b 300 gvwK©b Wjvi, 

B‡›`v‡bwkqvq 243, K‡¤úvwWqvq 200, fvi‡Z 172, wf‡qZbv‡g 170, evsjv‡`‡k 72 gvwK©b Wjvi|  

Rxebgvb Dbœqb bv nIqvi KviY - gy`ªvùxwZ, `ªe¨g~‡j¨i jvMvgnxb DaŸ©MwZ, evRviRvZ e¨e¯’vi ÎæwU, wmwÐ‡K‡Wi mxgvnxb †`ŠivZ¥, 

wek^ evRvi Aw¯’iZv| 40 nvRvi †KvwU UvKvi ms¯’vb n‡e KiduvwK †iva Ki‡j, †Rjv ch©v‡q 10 kZvsk gvbyl‡K wPwýZ Kiv, webv 

g~‡j¨ ¯^v¯’¨ †mev, Ifvi I AvÐvi Bbf‡qwms Kgv‡j 64 nvRvi †KvwU UvKv cvIqv hv‡e| [10] 

 

g~j¨ùxwZ wbqš¿‡Y gy`ªvbxwZi D‡`¨vM h‡_ó bq 

wmwcwW †d‡jv gy¯ÍvwdRyi ingvb e‡jb, mykvmb wbwðZ Kivi gva¨‡g mvgvwóK A_©bxwZ‡Z w¯’wZkxjZv wb‡q Avm‡Z n‡e| gyj¨ùxwZ 

wbqš¿‡Y evRv‡i Z`viwK evov‡Z n‡e| [11] 

 

ïay gy`ªvbxwZ w`‡q mvgvj †`Iqv hv‡e bv 

PviwU wRwbm Avgv‡`i A_©bxwZ‡K Kz‡i Kz‡i Lv‡”QÑ (1) †Ljvwc FY, (2) g~j¨ùxwZ, (3) UvKv cvPvi, (4) Wjvi m¼U| gy`ªvbxwZ 

w`‡q †Zv evRv‡ii wmwÛ‡KU‡K kv‡q¯Ív Kiv hv‡e bv| e¨vsK F‡Yi my‡`i nvi evov‡bv n‡j e¨vsK †_‡K UvKv ‡bIqv K‡g hv‡e wKš‘ hw` 

FY wb‡q cwi‡kva Ki‡Z bv nq Zvn‡j †Zv GB bxwZ Kvh©Ki n‡e bv| evRv‡i wRwbmcÎ GKB _vKv Ae¯’vq gy`ªv mieivn K‡g †M‡j 

ewY©Z c‡Y¨i g~j K‡g hv‡e| GUvB n‡”Q gy`ªv mieivn Kwg‡q g~j¨ùxwZ wbqš¿‡Yi hyw³| miKvwi e¨‡qi †ÿ‡Î A`ÿZv i‡q‡Q GK 

UvKvi KvR wZb UvKv w`‡q Kiv‡bv n‡”Q| awbK †kÖwYi KvQ †_‡K Ki Av`v‡q miKv‡ii mÿgZv K‡g †M‡Q| ev‡RU NvUwZi cwigvb 

wRwWwci 5 kZvs‡ki Ic‡i P‡j hvq Zvn‡j miKvi‡K Aek¨B ewa©Z nv‡i FY MÖnY Ki‡Z n‡e| D”P my‡`i nv‡i miKvi FY MÖnY 

Ki‡j my` †Zv miKviB cv‡e| FY MÖnY Kivi mgq my‡`i nvi we‡eP¨ nq bv Avgv‡`i †`‡k ỳe©j I ANwbó‡`i Nyl cÖ`vb Ki‡Z nq| 

†m‡ÿ‡Î my‡`i nvi Zv‡`i g~j LiP bq| Zv‡`i g~j e¨q nq FY cvIqvi mgq cÖ‡`q Nyl I Ab¨vb¨ LiP eve`| Kv‡RB my‡`i nvi 

evoj wK Kgj GUv FY MÖnYKvix‡`i Rb¨ †Zgb †Kvb we‡eP¨ welq bq| [12]  

 

AvwZ¥K m¤^Ü Lv‡Uv n‡Z _vKv  

ZLb gvby‡li g‡a¨ AvwZ¥K m¤̂Ü Lv‡Uv n‡Z _v‡K| ZLb ab nq mgv‡Ri i_, abx nq mgv‡Ri i_x, Avi k³ euva‡b euvav gvbyl¸‡jv 

nq i‡_i evnb| Mo Mo k‡ã GB i_Uv GwM‡q Pjv‡KB gvbyl e‡j mf¨Zvi DbœwZ| [13] 

 

ÔweM wdk‡`iÕ nvZ †_‡K gvbyl‡K euvPv‡e †K 

AZx‡Z miKv‡ii A‡bK gš¿xI `vg evovi †cQ‡b Amvay e¨emvqx‡`i KvimvwR, wmwÐ‡KU BZ¨vw`i K_v e‡j‡Qb| bZzb evwYR¨ gš¿x 

(2024 L„÷vã) Avnmvbyj Bmjvg wUUz Aek¨ wmwÐ‡KU kãwU e¨envi Ki‡Z Pvb bv| wZwb e‡j‡Qb, weM wdk| cyKz‡i weM wdm _vK‡j 

†hgb †QvU gvQ¸‡jv †L‡q †d‡j, e¨emv-evwY‡R¨i bv‡g KwZcq e¨w³ Rbmvavi‡Yi c‡KU KvU‡Qb| cÖwZgš¿x Kw_Z weM wd‡kiv R‡j, 

¯’‡j, AšÍwi‡ÿ mewKQz nRg K‡i †dj‡Qb| Zuviv hw` eyS‡Z cv‡ib miKvi †Kv‡bv c‡Y¨i ïé Kgv‡e, Av‡MB `vg evwo‡q †`‡eb| 
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A‡bKUv kwcs g‡ji g~j¨ n«v‡mi gZ| 7 †deªæqvwi 2024 ÔewY©K evZ©vÕ Lei w`‡qwQj, AvšÍR©vwZK evRv‡i mqvweb †Z‡ji `vg GLb wZb 

eQ‡ii g‡a¨ me©wb¤œ| A_P e¨emvqxiv MZ gv‡mI miKv‡ii m‡½ Av‡jvPbv bv K‡iB †evZjRvZ mqvweb †Z‡ji `vg wjUv‡i Pvi UvKv 

evwo‡q w`‡q‡Qb| we®§qKi n‡jv, †hw`b miKvi Pvj, †Zj, wPwb I †LRy‡ii Ici Avg`vwb ïé Kwg‡q w`j, †mw`bB ivRavbxi (XvKv) 

cvBKvwi evRv‡i cvg †Zj I mqvweb †Z‡ji `vg cÖwZ g‡Y 40 †_‡K 50 UvKv †e‡o‡Q| Gici nq‡Zv AviI evo‡e| gš¿x-mwP‡eiv 

†`ŠoSuvc Ki‡Z _vK‡j Zuviv †di `vg wKQzUv Kwg‡q †`‡eb| †hgbwU n‡qwQj Pv‡ji †ÿ‡Î| GK-`yB w`‡bi e¨eav‡b †cuqvR I Avjyi 

†ÿ‡Î|  

GbweAvi-Gi cÖÁvc‡b †fvR¨‡Zj I †LRyi Avg`vwb‡Z f¨vU Kwg‡q †`Iqv n‡q‡Q| Pvj Avg`vwb‡Z ïé m¤ú~Y© cÖZ¨vnvi  K‡i Kwg‡q 

†`Iqv n‡q‡Q †i¸‡jUwi wWDwU wdI| Avi cwi‡kvwaZ I Acwi‡kvwaZ wbwPi Avg`vwb ïéI Kwg‡q †`Iqv n‡q‡Q| G f¨vU I ïé 

Kwg‡q †`Iqv n‡q‡Q D‡jøL‡hvM¨ nv‡iB, hv‡Z evRv‡i BwZevPK cÖfve covi K_v| miKvi hLb wm×všÍB wbj PviwU c‡Y¨i Avg`vwb 

ïé Kgv‡e, ZLb †mUv Kvh©Ki Ki‡Z GZ wej¤^ n‡jv †Kb? cÖavbgš¿xi wb‡`©kbv, evwYR¨ gš¿Yvj‡qi mycvwik, gš¿x-mwPe‡`i ˆeVK 

BZ¨vw` Ki‡Z †h mgq‡ÿcY n‡jv, Zv‡Z weM wd‡kiv dvD Kvwg‡q wb‡Z cvij| evsjv‡`k cwimsL¨vY ey¨‡ivi Z_¨ Abyhvqx, MZ 

wW‡m¤^i 2023 L„÷v‡ã mvwe©K g~j¨ùxwZ 9.41 kZvsk| Lv`¨ g~j¨ùxwZ 9.58 kZvsk| †m †ÿ‡Î gyj¨ùxwZ Avevi 10 kZvs‡ki †ewk 

nIqv A¯^vfvweK bq| huviv Mwie I †L‡U LvIqv gvbyl, Zuviv g~j¨ùxwZi RwUj A¼ ey‡Sb bv, Zuviv GKUv welqB eyS‡Z Pvb miKvi †h 

Lv`¨c‡Y¨i `vg Kgv‡bvi K_v ej‡Q, mwZ¨ mwZ¨ †mwU Kg‡Q wK bv| bv miKv‡ii AviI A‡bK K_vi g‡Zv GUvI GKwU K_vi K_v| 

[14] 

 

evsjv‡`‡ki Dbœq‡bi cieZ©x av‡ci Rb¨ 10 KiYxq I b¨vh¨Zv  

RvwZms‡Ni A_©bxwZ I mvgvwRK welq wefv‡Mi Dbœqb M‡elYv `ß‡ii mv‡eK cÖavb bRiæj Bmjvg 10 KiYxq D‡jøL K‡i‡QbÑ 

†m¸‡jv n‡jv: A_©‰bwZK ˆelg¨ n«vm, mykvmb AR©b, MYZ‡š¿i gv‡bvbœqb I AvbycvwZK wbe©vPbe¨e¯’vi cÖeZ©b, cwi‡ek iÿv I Rjevqy 

cwieZ©b †gvKvwejv, MÖvg cwil` MVb, †fŠMwjK ˆel‡g¨i Aemvb, mvgvwRK msMwZ e„w×, bvix-wkï-ZiæY I e„×‡`i cÖwZ we‡kl 

g‡bv‡hvM cÖ`vb, me©Rbxb mvgwiK wkÿvi cÖeZ©b, mve©‡fŠgZ¡ kw³kvjxKiY, wbi‡cÿ ˆe‡`wkK bxwZi AbymiY| 

‰elg¨ †e‡o‡Q: miKvwi cwimsL¨vb ej‡Q, wMwbmn‡M ˆel‡g¨i m~PK `kwgK 5 kZvs‡ki †ewk n‡q‡Q| Gi gv‡b ˆelg¨ Mfxi n‡q‡Q| 

GB ˆel¨‡gi Kvi‡Y Avgiv †hb ga¨g Av‡qi †`‡ki duv‡` bv cwo| A_©‰bwZK ˆelg¨ ivRbxwZ‡Z cÖfve †d‡j| KviY, ivRbxwZ GLb 

GK‡kÖwYi cÖfvekvjxi KivqË n‡q‡Q| Avgiv Aïf P‡µ DcbxZ n‡qwQ| ˆelg¨ Kgv‡bvi Rb¨ wZwb Drcv`bkxjZv e„w×i cvkvcvwk 

gRywi e„w×i civgk© †`b|  

cÖwZôvb ỳe©j n‡q †M‡Q: †ingvb †mvenvb, †emiKvwi M‡elYv cÖwZôvb †m›Uvi dj cwjwm Wvqvj‡Mi (wmwcwW) †Pqvig¨vb I wewkó 

A_©bxwZwe` e‡jb, e¨emvqxiv wbe©vP‡b AskMÖnY‡K e¨emvi my‡hvM wn‡m‡e †`‡Lb| Zuviv msm‡` wM‡q wb‡R‡`i ¯̂v‡_© K_v e‡jb| `yB 

RvZxq wbe©vP‡bi ga¨Kvi mg‡q Zuv‡`i m¤ú` K‡qK¸Y †e‡o hvq| `yb©xwZ `gb Kwgkb mevi Rb¨ GKB iKg Kvh©µg cwiPvjbv K‡i 

bv| _vbvi AvBbk„•Ljv iÿvKvix evwnbxi m`m¨iv Av‡M †`‡Lb, Kvi Kx cwiPq| evsjv‡`k e¨vsK FY‡Ljvwc‡`i cÖwZ mgvb AvPiY 

K‡i bv| bRiæj Bmjv‡gi `kwU KiYxq m¤ú‡K© e‡jb, †`L‡Z n‡e, Gme mycvwik mgv‡Ri b¨vh¨Zv cÖwZôvq KZUv Kvh©Ki n‡e| Zv 

we‡ePbvq Avb‡Z n‡e| [15]  

 

wn›`y-gymjgvb mgm¨v Avq ˆel¨‡gi KviY 

mivmwi cÖeÜ †_‡K Zz‡j aiwQ: Avgv‡`i µgea©gvb `vwi`ª¨ Avgvw`M‡K GLb AvZ¥iÿvi Rb¨ m‡Pó nB‡Z mZK© Kwi‡Z‡Q| ZvB Avgiv 

Pÿz †gwjqv †`wL‡ZwQ, Avgv‡`i wb‡R‡`i cÖK…Z Ae¯’vi KviY we‡kølY Kwi‡Z †Póv Kwi‡ZwQ| evwn‡ii c„w_ex‡ZI GKUv PvÂj¨ 

RvwMqv‡Q, ZvnviI †XD Avwmqv Avgv‡`i wb`ªvRo gb‡K AvNvZ Kwi‡Z‡Q| GB me Kvi‡YB Avgv‡`i RvZxq †PZbv‡eva evwoqv‡Q, 

aZK© nBqv‡Q, Zx² nBqv‡Q|  

 

Kxfv‡e wn›`y-gymjgvb mgm¨v 

eZ©gv‡bi cwi‡cÖwÿ‡Z Avgv‡`i †`kevmxi wbKU me©v‡cÿv RwUj mgm¨v nB‡Z‡Q wn›`y-gymjgvb, `yBwU c„_K ag©vej¤^x GKB †`‡ki 

Awaevmx‡`i mgm¨v| Pwjøk ermi c~‡e©I (1312 e½vã) GB mgm¨v Avgv‡`i †`‡k †Kv‡bv mgm¨v ewjqvB cwiMwYZ nBZ bv| †`‡ki 

cÖvq me¯’v‡bBÑ MÖv‡g, cjøx‡Z, kn‡i wn›`y I gymjgvb cvkvcvwk eû kZvãx awiqv GK‡Î evm Kwiqv Avwmqv‡Q I Avwm‡Z‡Q| †Kv‡bv 

cÖ‡`‡k wn›`yi msL¨v gymjgv‡bi nB‡Z †ewk, †Kv‡bv cÖ‡`‡k gymjgv‡bi msL¨v wn›`y nB‡Z †ewk| Bmjvg ag© G‡`‡k cÖvq 900 ermi 
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(452 e½vã) hver `„pfv‡e ¯’vb wbqv‡Q| ivRKxq ag© ewjqv Ges cÖ_g cÖ_g gymjgvb ivRviv ag© cÖPv‡i Drmvnx  wQ‡jb ewjqv G‡`‡ki 

wKQz †jvK gymjgvb ag© MÖnY KwiqvwQj; Bnv‡`i g‡a¨ AwaKvskB wQj wn›`y K…wlRxwe I wKQz wQj wn›`y mgv‡Ri Ab¨vb¨ wb¤œ¯Í‡ii| 

Avgv‡`i †`‡ki gymjgvb‡`i AwaKvs‡ki wcZ…cyiælB wn›`y| ewnivMZ gymjgvb‡`i eska‡ii msL¨v LyeB Kg Ges hvnvivI Av‡Q 

ZvnvivI G‡`‡ki ¯’vqx Awaevmx‡`i mwnZ weevnvw` Øviv wgwjqv GKB nBqv wMqv‡Q| GKB wcZ…cyiæ‡li eskai ewjqv wn›`y I 

gymjgvb‡`i g‡a¨ †Kvbiƒc RvwZMZ ev ms¯‹…wZMZ g~j cv_©K¨ bvB| GKRb ev½vjx wn›`y I GKRb ev½vjx gymjgv‡bi †Pnviv, 

nuvUvPjv, K_vevZ©vq †Kv‡bv cv_©K¨B wfbœ †`‡ki ev wfbœ cÖ‡`kx‡qi `„wó‡Z c‡o bv; †Zgwb GKRb wn› ỳ I GKRb gymjgv‡bi g‡a¨ 

†Kv‡bv cv_©K¨B Avgv‡`i †Pv‡L mn‡R c‡o bv| fvlv, †ekfzmv mg‡¯Íi mv`„k¨B †Pv‡L cÖ_‡g c‡o|  

GB mv`„k¨ m‡Ë¡I wn› ỳ I gymjgv‡bi g‡a¨ Zxeª we‡iva cÖvqB Avgv‡`i RvZxq msnwZ‡K Kjw¼Z K‡i †Kb? Bnvi g~j KviY cÖavbZt 

A_©‰bwZK, Aek¨ c‡i ivR‰bwZK ¯^v_© Avwmqv ¯^ZtB Bnvi mwnZ †hvM w`qv‡Q| g~jZt wn›`y mgv‡Ri wb¤œ¯ÍiÑ Pvlx cÖf…wZ †kÖYxi 

†jv‡KivÑ gymjgvb ag© MÖnY Kivi d‡j m¤úª`vq wnmv‡e gymjgvbMY fviZxq A_©bxwZi wb¤œ¯Í‡i Av‡Q| (1352 e½vã) †h me gymjgvb 

evwni nB‡Z G‡`‡k AvwmqvwQj Ges hvnviv G‡`‡ki gymjgvb kvmbvaxbKv‡j Z`vbxšÍb ivRmiKv‡ii mwnZ hy³ wQj, Zvnv‡`i 

eska‡iivB mvaviYZt eZ©gv‡bi gymjgvb AwfRvZ m¤úª`vq| Aek¨ e¨emv-evwYR¨ ev PvKzix Kwiqv hvnviv A_© mÂq Kwiqv‡Q ZvnvivI 

GB KvÂb-†KŠjx‡b¨i hy‡M eZ©gv‡bi gymjgvb AwfRvZ m¤úª`v‡qi mwnZ AšÍf©~³| gymjgvb m¤úª`v‡qi mwnZ wKQzw`b c~‡e©I †h wn›`y 

m¤úª`v‡qi ag© ev m¤úª`vq wbqv †Kv‡bv we‡iva wQj bv Zvnvi g~‡j nB‡Z‡Q gymjgvb m¤úª`v‡qi mwnZ Zvnv‡`i A_©‰bwZK m¤úK©| 

gymjgvb mgv‡R eûw`b ch©šÍ †Kv‡bv ga¨weË †kÖYx wQj bvÑ GKw`‡K mgvR †mŠ‡ai m‡e©v”P¯Í‡i gymjgvb AwfRvZ m¤úª`vq, Aciw`‡K 

me©wb¤œ¯Í‡i gymjgvb Pvlx I gRyi| Bmjv‡gi mvg¨ev` m‡Ë¡I Bnv‡`i g‡a¨i e¨eavb wPiw`bB AwZkq myMfxi I `yj©•N¨| Bnvi KviYI 

A_©‰bwZK| cv`ªx, cy‡ivwnZ, †gvjøv awbKZš¿ mgv‡R wPiw`bB ivRkw³ Z_v AwfRvZ kw³i c„ó‡cvlK| ci‡jv‡K Aÿq ¯^M©ev‡mi 

cÖ‡jvfb †`LvBqv Bn‡jv‡Ki biKev‡mi hš¿Yv‡K fzjvBevi Rb¨B Bnv‡`i cÖavb cÖ‡Póv I Aw¯Í‡Z¡i mv_©KZv| Pvl Kwi‡e Pvlx avb 

cvB‡e Rwg`viÑGB e¨e¯’vi A‡hŠw³KZv hvnv‡Z Pvlxi g‡b bv I‡V †mB Rb¨B Zvnv‡K eû †¯ÍvK evK¨ w`‡Z nq| GB † Í̄vK evK¨ w`evi 

Rb¨B mvgšÍcÖavb I awbKZš¿cÖavb mgv‡R cvÎx, cy‡ivwnZ, †gvjøvi cÖ‡qvRbxqZv| Bmjvg mvg¨ev‡` wek^vm K‡iÑabx `wi‡`ªi g‡a¨ 

†f`v‡f` †`‡L bvÑ Bnv nBj AwfRvZ m¤úª`v‡qi †¯ÍvK evK¨| wKš‘ ˆ`bw›`b Rxe‡b wK †`wL| wgjv` kix‡d Avnv‡ii mgq beve 

mv‡ne Dcw¯’Z _v‡Kb mZ¨ Ges mK‡ji m‡½ GK PvgP Lv`¨I nqZ MÖnY K‡ib wKš‘ Zrc‡iB kvixwiK Amy¯’Zvi fvb Kwiqv beve 

evnv ỳi †mLvb nB‡Z mwiqv c‡ob †Kb? GK gymjgvb m¤úª`v‡qB b‡nÑ mg¯Í awbKZš¿ AwfRvZ cÖavb m¤úª`v‡qB Bnv †`Lv hvq| eªvþY 

gnvivRv `xbZg eªvþY cy‡ivwn‡Zi †cv‡`v`K LvB‡e wKš‘ Zvnvi cy‡Îi mwnZ wbR Kb¨vi weevn w`‡e bv| L„óvb mgv‡RI wVK BnvB| 

Avm‡j m¤úª`vqMZ †h mvg¨ Zvnv Av‡m A_©‰bwZK mv‡g¨i mwnZ,Ñ abxi mwnZ abxi, Pvlxi mwnZ Pvlxi, gRy‡ii mwnZ gRy‡ii, 

ga¨we‡Ëi mwnZ ga¨we‡Ëi|  

wn›`y m¤úª`v‡qi mwnZ Zzjbvq gymjgvb m¤úª`vq A_©‰bwZK wnmv‡e A‡bK bx‡P (2024 L„÷vã wPÎ wfbœ)| wØZxqZt msL¨v‡ZI Zvnviv 

AZ¨í| GRb¨B GZ w`b ch©šÍ wn›`y I gymjgvb †Kv‡bv m¤úª`vqMZ we‡iva wQj bv| eZ©gv‡b gymjgvb m¤úª`v‡qi g‡a¨Ñax‡i ax‡i 

A_©‰bwZK weeZ©‡bi m‡½ GK-wb¤œga¨weË mgvR Mwoqv DwVqv‡Q| RxweKv¾©‡bi c_ Bnv‡`i c‡ÿ iæ×; wn›`y wb¤œ I D”P ga¨weË mgvR 

eû c~e© nB‡ZB PvKzix I e¨emv‡q wbhy³ _vKvi `iæY †mLv‡b bevMZ gymjgvb ga¨weË mgv‡Ri cÖ‡e‡k `viæb euvav| civaxbZvi Rb¨ 

AwaKvsk miKvix PvKzix I e„nr e¨emv evwYR¨ we‡`kx‡`i Avq‡Ë| wn›`y I gymjgv‡bi ¯^v_© †mLv‡b mgfv‡eB evav cvq| civaxbZv bv 

_vwK‡j wkí evwY‡R¨i †ÿÎ eûj cÖmvwiZ nq myZivs  ga¨weË m¤úª`vq, wn› ỳB †nŠK wK gymjgvbB †nŠK, wb‡R‡`i A_©‰bwZK DbœwZi 

Rb¨ eZ©gv‡bi gZ c‡` c‡` evav cÖvß nq bv| DcvR©‡bi Øvi iæ× ewjqvB we‡Øl evwoqv I‡V wKš‘ †h civaxbZvi Rb¨ DcvR©‡bi Øvi 

iæ× †m civaxbZv‡K `~i Kwievi †Póv cÖ_g cÖ_g AbMÖmi ga¨weË m¤úª`v‡qi g‡a¨ cwiùzU nq bv| KviY GLv‡b Z…Zxq cÿ wb‡R‡`i 

¯^v_©msMn Kwievi Rb¨ cÖ_g nB‡ZB we‡ØlwU wb‡R‡`i w`‡K hvnv‡Z Av‡m Zvnvi †Póv K‡i| KLbI GK m¤úª`vq‡K, KLbI Aci 

m¤úª`vq‡K bvbvfv‡e cÖjyä Kwiqv Dfq m¤úª`v‡qi g‡a¨ we‡Øl RvMÖZ Kwi‡Z †Póv K‡i| KzL¨vZ jW© Ômy‡qvivYx-`y‡qvivYxÕ bxwZ, c~_K 

wbe©vPb, mv¤úª`vwqK ev‡Uvqviv cÖf…wZ wn›`y I gymjgvb GB Dfq m¤úª`v‡qi g‡a¨ †h cÖxwZ GB 900 ermi AUzU wQj Zvnv fvw½‡Z myiæ 

Kwiqv‡Q| AvR Ae¯’v Ggb `uvovBqv‡Q †h m¤ú~Y© AcwiwPZ I †Kvbiƒc ¯^v_© m¤úK©iwnZ wn›`y gymjgv‡bi gv_vq jvwV gvwi‡Z wØav‡eva 

K‡i bv Ges gymjgvbI †Zgwb AcwiwPZ wn›`y‡K †Qviv gvwi‡Z KyÉv‡eva K‡i bv| mgvR Rxe‡b GB †h MfxiZg j¾vi e¨vcvi Bnvi 

Rb¨ `vqx cÖ_‡g Avgv‡`i civaxbZv Ges wØZxqZt Avgv‡`i mgv‡Ri A_©‰bwZK Ae¨e¯’v| wn›`y I gymjgvb Dfq m¤úª`v‡qB ga¨weË I 

AwfRvZ m¤úª`vq wb‡R‡`i A_©‰bwZK ¯^v_©nvwbi Rb¨B Avgv‡`i GB j¾vRbK mgm¨vq cÖK…Z mgvav‡bi w`K nB‡Z ¯^ ¯^ m¤úª`v‡qi 

`„wó Aciw`‡K wbqv c‡ivÿfv‡e Z…Zxq c‡ÿi ¯^v_©wmw× Kwi‡Z‡Q| ALÐ wn›`y¯’vb, cvwK¯Ívb, `ªvweox¯’vb, wkwL¯’vb cÖf…wZi Rb¨ †h `vex 

†m `vexi g~‡j nB‡Z‡Q wn›`y, gymjgvb, wkL cÖf…wZ m¤úª`v‡qi AwfRvZ‡`i wbR wbR Kv‡qgx ¯^v_©‡K wPi¯’vqx Kiv| KviY Zvnviv Rv‡b 

A_©‰bwZK wecø‡ei †h eb¨v AvR Avwmqv Avgv‡`i mgvR‡`‡n AvNvZ Kwi‡Z‡Q Zvnv nB‡Z wb‡R‡`i iÿv Kwievi Rb¨ LÐ LÐ fv‡e 
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mgMÖ RvwZ‡K fvM bv Kwi‡Z cvwi‡j Zvnv‡`i iÿv bvB| RvwZ ev ivóª KLbI a‡g©i mxgvbv w`qv †Niv _v‡K bv| Zvnv nB‡j Holy 

Roman Empire hvBZ bv, A‡Uvgvb mvgªvR¨ Agb Pzi Pzi Kwiqv Lwmqv cwoZ bv, GLb Avgv‡`i eywSevi w`b Avwmqv‡Q †h GK 

mgm¨v_©wewkó A_©bxwZi eÜ‡b hvnviv Av‡Q g~jZt ZvnvivB GKwU RvwZ| GB A‡_© GKw`b c„w_exi mg¯Í  wewfbœ RvwZ Zvnv‡`i 

†fŠ‡MvwjK, mvgvwRK, mv¤úª`vwqK mg¯Í K…wÎg MÐx fvw½qv GK e„nr †kÖYx-mgm¨vnxb RvwZ‡Z cwiYZ nB‡e| c„w_exi mg¯Í †`‡ki 

gvbe-gbxlxiv eZ©gv‡bi Amvg¨ I †f` weev`, hy×weMÖn wPiw`‡bi Rb¨ eÜ Kwievi BnvB GKgvÎ Ae¯’v ewjqv hLb ¯^xKvi Kwi‡Z‡Qb 

†mB mgq Avgiv wb‡R‡`i LÐ LÐ Kwi‡Z DwVqv cwoqv jvwMqvwQ| Bnvi PvB‡Z A`~i`wk©Zv I m¼xY©Zvi Avi wK `„óvšÍ _vwK‡Z cv‡i?  

Pv‡li a~jvq AÜKvi Zuvnvi Pÿz Lywjqv †Mj| Avi wZwb wdwi‡jb bv| Zvici nB‡Z `„p c`‡ÿ‡c wZwb AMÖmi nBqv Pwjqv‡QbÑjeY 

mZ¨vMÖn, PiKv I Lvw` Av‡›`vjb,Ñ GmeB Z †`‡ki `xbvwZkxb, PvlxgRy‡ii A_©bxwZi m‡½ wb‡R‡K wgkvBqv †`IqvÑ m‡½ m‡½ 

Ks‡MÖm‡K Zv‡`iB nv‡Z Zzwjqv †`Iqv| mv¤úª`vwqK mgm¨v Z AwZ Zz”Q mgm¨vÑ MvwÜRxi Kv‡Q Zv †Kv‡bv w`bB mgm¨v ewjqv g‡b nq 

bvB| hLb wZwb P¤úi‡Y †M‡jb ZLb wK wn› ỳ ev gymjgvb Pvlxi Kv‡Q hvB‡eb ewjqv †M‡jb? P¤úviY Z Zuvnvi Kv‡Q mgMÖ fvi‡Zi 

wbcxwoZ I †kvwlZ K…lK m¤úª`v‡qi cÖZxK| je‡Yi Rb¨ †h mZ¨vMÖn wZwb myiæ KwiqvwQ‡jb †m-Z AwfRvZ m¤úª`v‡qi Rb¨ bqÑweojv 

B¯úvnvbxi Rb¨ bq| †m-Z `xbvwZ`x‡bi ¯^v‡_©i Rb¨Ñ †mLv‡b Z †Kv‡bv ag© ev m¤úª`v‡qi we‡f` bvB| †mLv‡b Av‡Q GKwU cÖZxKÑ 

†`‡ki Aa©vk‡b g„ZcÖvq K…lK,ÑZvnvi Avevi ag©B ev wK m¤úª`vqB ev wK? GgbB Kwiqv †ewYqv MvÜx wb‡R‡K mviv fviZe‡l©i 

RbmvaviYÑ †`‡ki Pvlx I gRy‡ii ¯^v‡_©i g‡a¨ wb‡R‡K wgkvBqv †dwjqv Ks‡MÖm‡KI Uvwbqv Avwbqv‡Qb K…lK I gRy‡ii g‡a¨Ñ Ks‡MÖm 

AvR Avi AwfRvZ †K`vivwejvmx ev ga¨weË-m¤úª`v‡qi cÖwZwbwa b‡nÑ AvR Ks‡MÖm mgMÖ fvi‡Zi Pvlx I gRy‡ii,Ñ hvnv‡`i wbqv 

Avgv‡`i †`k Zvnv‡`iB Awem¤̂vw`Z cÖwZwbwa| Zvnv‡`i Rb¨B Quit India cÖ¯Íve, ZvB GB cÖ¯Íve‡K Zvnviv †Kv‡bviƒc †bZ…‡Z¡i 

mvnvh¨ bv cvBqvI Ggb iƒc w`qvwQj hvnv c„w_exi BwZnv‡m †Kv‡bv wecøe †Kv‡bv w`b cvq bvB| d«v‡Ýi ivóªwecøe Zvnvi wbKU Zz”Q 

GgbwK iækwecø‡ei cÖ_g ch©vqI Bnvi Kv‡Q nvi gv‡b|  

AvR Bnv Avgv‡`i eywS‡Z nB‡e †h mgm¨v‡K wn›`y gymjgvb mgm¨v bvg w`qvwQ, †m mgm¨v †gv‡UB wn›`y I gymjgvb RbmvaviY, Pvlx 

gRy‡ii mgm¨v b‡n| †mB mgm¨v Avm‡j nB‡Z‡Q wn›`y I gymjgvb D”P I wb¤œ-ga¨weË †kÖYxi A_©‰bwZK ¯^v_©msNvZ| Bnvi mwnZ wn› ỳ 

I gymjgvb Pvlx ev gRy‡ii †Kv‡bv ¯^v_© ms¯úk© bvBÑ mvgšÍcÖavb mgv‡Ri wPivPwiZ cÖ_vMZ Bnviv ¯^ ¯^ m¤úª`v‡qi AwfRvZ m¤úª`v‡qi 

µxobK wnmv‡e †kvPbxq Awfbq Kwi‡Z‡Q|  

eZ©gvb mf¨Zvq kni¸wj‡K †K›`ª Kwiqv †`k Mwoqv I‡V; Zvnvi d‡j kn‡iB mg¯Í abx, AwfRvZ I ga¨weË m¤úª`vq Avwmqv e‡m 

Ges MÖvg¸wj nq Kg©kw³nx‡bi ˆ`b¨`kv MÖ¯’ †K›`ª| ü`wc‡Ð mg¯Í †`‡ni i³ Avwmqv mwÂZ I cwi¯‹…Z nBqv cybivq †`‡ni mg¯Í ¯’v‡b 

wdwiqv hvq ZvB †`n my¯’ _v‡K; wKš‘ eZ©gvb mf¨Zvq iv‡óªi ü`wcÐ kn‡i, †`‡ki me ¯’v‡bi i³ Avwmqv mwÂZ nB‡jI Zvnv cybivq 

Avi †`‡ki me©Î wdwiqv hvq bvÑZvB ivóª‡`‡n bvbv †ivM-cxov Rwb¥qv‡Q| ivóª‡`‡ni GB cxovi Dckg Kwievi Rb¨ kni nB‡Z 

cybivq MÖv‡g wdwiqv hvB‡Z ewj‡Z‡Q| MÖvg¸wji eZ©gvb `y ©̀kvq Zvnv‡Z wdwievi K_v nB‡j Avgv‡`i AwfRvZ I ga¨weË m¤úª`v‡qi 

Pÿz gv_vq I‡V wKš‘ GBUzKz Avgiv fzwjqv hvB †h, MÖvg‡K †K›`ª KwiqvB hLb mf¨Zv Mwoqv DwV‡e ZLb MÖv‡gi GB `y`©kv _vwK‡e bvÑ 

eZ©gvb hvwš¿K mf¨Zvq RxebhvÎv‡K mnR I myL‡fvM¨ Kwievi Rb¨ †h me myweav m„wó Kwiqv‡Q AšÍZt Zvnvi meB cÖ‡Z¨KwU MÖvgevmx 

cvB‡e| eZ©gv‡b GKR‡b jÿcwZ Ges Av‡iKRb w`bv‡šÍ GK gywó Abœ msMÖn Kwi‡Z cv‡i bvÑ GB Ae¨e¯’v `~i Kivi fvi Ks‡MÖm 

wbqv‡Q| Ks‡MÖm m¤úª`vq-wbi‡cÿ fv‡e †`‡ki cÖ‡Z¨KwU †jv‡Ki Rb¨ GB e¨e ’̄v Pvq| Ges Zvnvi cÖ_g †PóvB nB‡e †`‡ki Pvlx I 

gRyi‡`i Ae¯’vi DbœwZ Kiv| Ks‡MÖ‡mi P¤úviY msMÖvg, nwiRb Dbœqb cÖ‡Póv, PiKv I Lvw` cÖPjb, jeY mZ¨vMÖnÑBnvi cÖ‡Z¨KwUB 

†`‡ki Mixe Pvlx I gRy‡ii Rb¨ Av‡›`vjbÑ Bnvi cÖ‡Z¨KwUB ivóª-miKv‡ii mvnvh¨cyó awbK I AwfRvZ m¤úª`v‡qi ¯^v_©-we‡ivax| GB 

me Av‡›`vj‡bi cÖ‡Z¨KwUB †h AZ¨šÍ myZxeª fv‡e cwiPvwjZ nBqv‡Q †m-wel‡q m‡›`‡ni AeKvk bvB| Ges Bnv nB‡ZB Ks‡MÖ‡mi 

Avmjiƒc †Ui cvIqv hvq|  

gymjgvb m¤úª`v‡qi ¯^v_©iÿvi Rb¨ gymwjg jx‡Mi m„wó nBqv‡Q| wKš‘ AvR ch©šÍ gymwjg jxM gymjgvb Pvlx I gyRyi‡`i Avw_©K Ae¯’v 

gymwjgjxM cwiKwíZ ivóª e¨e¯’vq wKiƒc nB‡e Zvnv Lywjqv e‡jb bvB| ÔBmjvgxi mvg¨ev`Õ m¤^‡Ü Zuvnviv j¤^v‡PŠov K_v e‡jb e‡U 

wKš‘ BwZnv‡m Pvlx I gRy‡ii Ae¯’v †Kv‡bv Bmjvgx iv‡óª KLbI DbœZ wQj ewjqv †Kv‡bv cÖgvY bvB| Lwjdv Igi nqZ `wi‡`ªi gZ 

evm Kwi‡Zb, wKš‘ Zvnv‡Z †`‡ki `wi‡`ªi `wi ª̀Zv Z NywPqv hvq bvB! †h A_©‰bwZK e¨e ’̄vi g‡a¨ †m mgqKvi mgvR wQj †mB 

cwiw¯’wZB µ‡g µ‡g Pvlxi Ae¯’v †kvPbxq KwiqvwQj| wgk‡i, Zzi‡¯‹, Avi‡e, †avcvivq, cvi‡m¨ AvdMvwb¯’v‡b †Kv_vq gymjgvb Pvlxi 

Ae¯’v DbœZ wQj? GK_vUv Avgv‡`i †`‡ki cÖ‡Z¨K †Q‡j-†g‡q‡K †m wn›`y †nŠK, gymjgvb †nŠK, L„óvb †nŠK, Bû`x †nŠK eywS‡Z nB‡e 

†h awbKZš¿ mgvRc×wZÑ Zvi bvg cvj©v‡g›Uvix †W‡gv‡µmxB nDK wK b¨vkbvj †m¨vm¨vwjRgB †nŠKÑ †Kvb mg‡qB K…lK I gRy‡ii 

`y ©̀kvi jvNe Kwi‡Z cv‡i bv; KviY Zvnv‡`i kÖ‡gi d‡jB awbKZš¿ Mwoqv I‡V I cywójvf K‡i| K…lK I gRy‡ii kÖ‡gi c~Y© g~j¨ hw` 
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mgvR †`q Zvnv nB‡j awbKZš¿ wK Kwiqv †Uu‡K? ivg ivRZ¡B ej Avi BmjvwgK ivRZ¡B ej me ivR‡Z¡B †`‡ki hvnviv kZKiv 90 

Rb wPiw`bB Zvnviv `vwi‡ ª̀¨i wb‡®úl‡Y wb‡®úwlZ| Avgv‡`i gWv‡iU `j GK_v Rv‡bb, wn›`y gnvmfv GK_v Rv‡bb Ges gymwjg 

jxMI GK_v Rv‡bb| Ges †h‡nZz GB me `j awbKZ‡š¿i †kvl‡Yi Rb¨B m„ó nBqv‡Q †mB Rb¨ Bnv‡`i cwiKwíZ iv‡óª K…lK I 

kÖwg‡Ki Ae¯’v wK nB‡e Zvnv KLbI cwi®‹vi Kwiqv †Kn e‡j bv| Ks‡MÖm K…l‡Ki Rb¨, gnvmZ¨ ev gymwjg jxM Zvnvi wKQzB K‡i 

bvBÑ †mBiƒc †Kv‡bv cwiKíbvB Zvnv‡`i Kg©c×wZ‡Z bvB| `ywf©‡ÿ j½iLvbv †Lvjv ev PvDj weZiY ivR‰bwZK cÖwZôv‡bi Kv‡h©i 

g‡a¨ c‡o bv| Dnv mvgwqK `yie¯’vi cÖwZKv‡ii Rb¨ mvgwqK cÖwZweavb| Dnvi mwnZ mvgvwRK wecøe msNU‡bi †Kv‡bv m¤úK©B 

bvBÑeiÂ †ÿÎ we‡k‡l GB me `vZ‡e¨i KvR mgv‡Ri ˆecøweK cÖMwZ‡K evav †`q|  

gymwjg jxM hw`I wb‡R‡K 90 Rb gymjgv‡bi cÖwZwbwa ewjqv `vex K‡i Zey AvR ch©šÍ Zvnvi †bZ…Z¡ Ggb †Kv‡bv cwiKíbv K‡i bvB 

ev Ggb KvR K‡i bvB hv‡Z kZKiv 90 Rb gymjgv‡bi Avw_©K Ae¯’vi †Kv‡bv DbœwZ nq| hw` e‡j Bs‡iR miKv‡ii we‡ivwaZvi Rb¨ 

cvwi bvB Zvnv gvwU‡Z cËb Kievi †Póv Ki‡QÑ G welq we‡`kx e¨vsK¸wj Zv‡`i h‡_ó mnvqZv Ki‡e| wØZxqZt we‡`kx hš¿cvwZ 

G‡`kx w¯’Z¯^v_©¸wji gidZ hv‡Z Pvjy nq, A_P hš¿ ˆZqvix KjKviLvbv hv‡Z bv ev‡oÑGB `yB bxwZ fvi‡Z AvR ¯úó n‡q D‡V‡Q| 

GB ivR‰bwZK Rxeb`k©b MÖnY K‡iB ga¨weË †kÖYx K…lK I gRy‡ii weiæ× `‡j †hvM †`q| †mBRb¨ †`Lv hvq †Kvb a¤§©N‡U 

†KivYxeveyivB me‡P‡q wgUgv‡Ui Rb¨ D‡V-c‡o jv‡Mb| Ges AwaKvsk‡K †evSvb †h Òevev wKQz bvI wKQz Qvo, wgUgvU K‡i †dj|Ó 

GB †h g‡bve„wË Gi wcQ‡b A_©‰bwZK KviYB Lye cÖej| Awd‡mi eoeveyi PvKzix †M‡j competetion-Gi evRv‡i Avi eo evey n‡q 

†Kv_vq †XvKv hv‡e bv, Ges Zvi mvgvwRK, cvwievwiK VvU eRvq _vK‡e bv| Zvi A_© meB hv‡e| GB me Avk¼v Zv‡K †Kvb ˆecøweK 

wPšÍvaviv MÖnY Ki‡Z evav †`q| wKš‘ e¨w³MZ fv‡e †Kvb Pvlx ev gRyi †m fv‡e fv‡ebv| Zvi KviY Zvi mvgvwRK I Avw_©K Rxeb 

AwaKvsk †ÿ‡ÎB mgv‡Ri wb¤œZg av‡c|   ZeyI wbtm‡›`‡n ejv †h‡Z cv‡i †h G‡`iB msNe× cÖ‡Póvq fvi‡Zi †bvZzb BwZnvm ˆZix 

n‡q‡Q| hw` Ks‡MÖm AvR euvP‡Z Pvq Z‡e ˆecøweK MY †bZ…Z¡ †g‡b wb‡Z n‡e| b‡Pr Px‡bi gZ KZ¸‡jv Awbevh©¨ ivR‰bwZK Ø‡›Øi 

m¤§yLxb n‡Z n‡e| [16] GB cÖeÜwU‡Z A_©‰bwZK ˆelg¨, Ks‡MÖm Gi DÌvb, MvwÜRxi c`‡ÿc MÖnY, mwVK b¨vqmn cÖ‡mwms-Gi K_v 

¯^iY Kwi‡q †`q| wn›`y-gymjgvb Ø›Ø bq g~jZt †kÖwY msNl©| 2024 L„÷v‡ã Ks‡MÖ‡mi Ae¯’vb wK Bw½Z †`q! 

 

ga¨we‡Ëi `vwi`ª cÖm½  

Avgv‡`i eË©gvb cwðgev½jvi bvbv wPšÍvi welq Dcw¯’Z| c~eŸ©e‡½i DØv¯‘‡`i welq, ga¨weË m¤úª`v‡qi g‡a¨ wb`viæb Abœvfve, 

Rxe‡bi c‡_ GK c` AMÖmi nB‡ZI `vwi`ª¨ Avwmqv Avgv‡`i evav †`q| Avgiv GKvšÍfv‡e ZË¡K_v ïwbe, ciKvj jBqv wPšÍv Kwie, 

Bn‡jvK wg_¨v, msmvi wg_¨v I wPšÍvq w`b ivZ AvZ¥mgvwnZ _vwKZ Ges fvwee Avi cig wcZv ci‡gk^i wb‡R Avwmqv gy‡L Abœ Zzwjqv 

w`‡eb, GBiƒc wek^vm nqZ msmvi Z¨vMx mYœ¨vmxi c‡ÿ cÖ‡hvR¨ÑM„nx gvb‡ei b‡n| [17] 

 

Rei`w¯Íi †jLvcov 

Gvbyl gv‡ÎiB cÖK…wZ‡Z fvj I g›` `yB wgwkqv Av‡Q| Ggb g›` weaZvi m„wó‡Z wKQz bvB, hviI GKUv mnR fv‡jv w`K bvB| 

QvqvZ‡ci b¨vq Rxe I wke gvby‡li wfZ‡i ci¯ú‡ii m‡½ wbqZ wgwjqv Av‡Qb| Zvi wfZiKvi Av‡jv‡Ki ØvivB gvby‡li AšÍ‡ii 

AÜKvi‡K `~i Kwi‡Z nq, evwni nB‡Z †Kv‡bv Av‡jv †mLv‡b †cuŠQvB‡Z cviv hvq bv| Avi hZÿY bv Zvi wb‡Ri wfZiKvi fv‡jv‡K 

dzUvBqv Zzwjqv Zvi cÖK…wZi g›`‡K bó Kwi‡Z cviv hvq, ZZÿY evwn‡ii kvmb-msh‡gi Øviv Zvnv‡K mshZ Kwievi †Póv †Kej †h 

wbõj nq Zvnv b‡n; Zvnv‡Z cwiYv‡g wecixZ djó Drcbœ nBqv _v‡K| GB Rb¨ gvby‡li mnR † œ̄nggZvi †cÖiYvq †h mKj 

cvwievwiK ev mvgvwRK wewae¨e¯’v Avcbv nB‡ZB cÖwZwôZ nq, evwn‡ii ivóªkw³i Øviv Zvnvi ¯^vfvweK Kvh©¨ KvwiZvi e¨vNvZ †`Iqv 

wKQz‡ZB KË©e¨ bq| gvby‡li wfZiKvi fve I cÖe„wË nB‡Z †m fve I cÖe„wËi PwiZv_©Zvi Rb¨ †h mKj cvwievwiK ev mvgvwRK ev 

ivóªxq e¨e¯’v Avcbv nB‡Z Mwoqv D‡V, Zvi g‡a¨ Ggb GKUv kw³ I mRxeZv _v‡K, Zvnvi g‡a¨ Ggb GKUv mnR Avb›` RvwMqv 

i‡n,Ñ †Rvi Kwiqv, ivóª-kw³i mvnv‡h¨ †h mKj e¨e¯’v cÖwZwôZ nq, Zvnvi g‡a¨ †m kw³, †m mRxeZv, †m Avb›` _v‡K bv, _vwK‡ZB 

cv‡i bv| [18] 

 

1704 mv‡j û¾vZzj evwjMvq A_©‰bwZK e¨e ’̄v  

A_©bxwZ Ggb GK we`¨v hv‡Z gvby‡li ˆelwqK mn‡hvwMZvi †jb‡`b I Avq-e¨‡qi Ae¯’v ch©v‡jvwPZ nq| A_©bxwZi g~jbxwZ n‡jv 

GB, gvby‡li Pvwn`v hZB Lye †e‡o †Mj Avi cÖ‡Z¨‡KB wbR wbR cÖ‡qvRb g‡bi gZ K‡i c~iY Kivi Rb¨ D`MÖxe nj, ZZB †`L‡Z 

†cj Kv‡iv c‡ÿB wew”Qbœ †_‡K GKvKx Zv c~iY Kiv m¤¢e bq| KviY Kv‡iv Kv‡Q nq‡Zv cÖ‡qvRbvwZwi³ cvwb i‡q‡Q wKš‘ Lvevi †bB| 

d‡j G‡K Ac‡ii gyLv‡cÿx n‡Z eva¨| Gfv‡e Drcv`‡bi wfbœZv m„wó n‡jv| †jb‡`‡bi cÖ‡qvRb †`Lv w`‡j c‡Y¨i Øviv m¤¢e bv 
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nIqv LwbR `ªe¨ w`‡q gy`ªv ˆZixi cÖ‡qvRb †`Lv w`j| †mvbv iæcv w`‡q ˆZwii cÖ‡qvRbxqZv †`Lv w`j| DcvR©‡bi cš’v wnmv‡e gvbyl 

K…wl, cvïcvjb, cï wkKvi, Kvô I djgyj msMÖn Ges LwbR `ªe¨ AvniY‡K MÖnY Kij| ZvQvov Kvgvi, myZvi, ZuvZx BZ¨vw` 

wkíRvZ †ckvRxwo M‡o DVj| Gfv‡e e¨emv-evwYR¨ GK ¸iæZ¡c~Y© †ckv wnmv‡e †`Lv w`j| g~jZt †h †Kvb mgv‡R wKQz †jvK Ávbx 

nq, wKQz †jvK †evKv nq, wKQz †jvK mej nq, wKQz †jvK Kg©V nq, wKQz †jvK wejvmx nq, wKQz †jvK wn‡mex nq, Ges Gi d‡j 

mgv‡R A_©‰bwZK ˆelg¨ m„wó nq| ˆelg¨ wbim‡b Pzw³, kZ© I mg‡SvZvi cÖkœ †`Lv †`q| A_©‰bwZK e¨e ’̄vcbvi fvj-g‡›`i wfwË‡ZB 

b¨vqevb I wbcxoK wbY©xZ nq| [19] 

 

`ªe¨g~j¨ wbqš¿‡Y b¨vh¨Zv 

GWvg w¯§‡_i (1723-1790) ÒA`„k¨ nvZÓ †K mg_©K K‡i Bmjvg a‡g©i cÖeZ©K gynv¤§` (mv.) e‡j‡Qb, Ògvbyl‡K Zv‡`i ¯^vfvweK 

Ae¯’vq †Q‡o `vI, †hb Avjøvn Zvqvjv Zv‡`i G‡Ki Øviv A‡b¨i wiwR‡Ki e¨e¯’v K‡ib-wZiwgwh| g~jZt AvjøvnZvqvjvB `ªe¨g~j¨ 

wbqš¿YKvix, wiwRK m¼xY©KZ©v, cÖk¯ÍKZ©v I wiwRK`vZv| Avwg Avgvi i‡ei m‡½ Gfv‡e mvÿv‡Zi Avkv ivwL †h, †Zvgv‡`i Kv‡iv †hb 

Avgvi weiæ‡× i³ ev m¤ú`, †Kv‡bv wel‡q †Kv‡bviƒc `vwe bv _v‡K|Ó (wZiwgwh, 1/245g Avey `vD`) Bmjvg I AvaywbK A_©‰bwZK 

gZev` MÖ‡š’ GB nvw`mwU eY©bv Kiv Av‡Q 104 c„ôvq| Be‡b Lvj`yb (1332-1406) e‡j‡Qb, GK AÂ‡j †Kvb c‡Y¨i Drcv`b †ewk 

n‡j Zv Ab¨ ¯’v‡b †hLv‡b H cY¨ Kg Drcvw`Z nq †mLv‡b cvVv‡bv †h‡Z cv‡i| Gfv‡e AvšÍRvwZK evwY‡R¨i gva¨‡g `ªe¨ g~j¨ 

wbqš¿‡Yi K_v e‡j‡Qb| wZwb Av‡iv e‡j‡Qb, ivóªxq e¨q µgvMZ e„w× †c‡Z _vK‡j RbMb Ajm I wejvmx n‡q †h‡Z cv‡i ZvB GK 

ch©v‡q miKvwi e¨q w¯’i ivLv †h‡Z cv‡i| wKš‘ †R. Gg †KBbm e‡j‡Qb, µgvMZ miKvwi e¨q e„w× Ki‡Z| b¨vq wePvi cÖm‡½ 

Be‡bLvj`yb e‡j‡Qb, GKwU cÖwZ‡ivaK kw³ ev miKvi hv msNvZ I AwePvi cÖwZ‡iva Ki‡e Ges gvbyl‡K GKwÎZ ivL‡e| wZwb 

Av‡iv e‡j‡Qb ag©xq I ivR‰bwZK fv‡e cÖ‡qvRbxq mKj PvwiwÎK ¸YvejxB GKRb kvm‡Ki _vKv Avek¨K|  [20] 

 

ÿz`ª F‡Yi cÖfve I `vwi`ª¨ Pµ 

IqvwksUb wfwËK †Møvevj gvB‡µv‡µwWU K¨v‡¤úBb bv‡g GKwU ms¯’v Av‡Q| Zv‡`i KvR n‡”Q wek¦Ry‡o ÿz`ªFY‡K RbwcÖq K‡i 

†Zvjv| 2010 mv‡j Zviv evsjv‡`‡ki ÿz`ªFY wb‡q M‡elYv cÖwZ‡e`b cÖKvk K‡i| 1990 †_‡K 2008 ch©šÍ ÿz`ªFY wb‡q Rwic K‡i| 

Zv‡`i Z_¨ Abyhvqx `wi`ª cwiev‡ii hviv FY wb‡qwQj, Zv‡`i g‡a¨ gvÎ 9 `kwgK 4 kZvsk `vwi ª̀¨mxgvi Ic‡i DV‡Z †c‡iwQj| 

D”P †kÖwYi e¨emvqx‡`i 30 nvRvi †KvwU UvKv †`qv n‡qwQj| e¨vs‡Ki mv‡_ hv‡`i †Kvb †hvMv‡hvM †bB Zv‡`i msL¨v 1 †KvwU 25 

jvL| Zv‡`i Rb¨ evsjv‡`‡ki cÖavbgš¿x KZ©„K `yB nvRvi †KvwU UvKv I cieZ©x‡Z `yB `dvq wZb nvRvi †KvwU UvKv cÖ‡Yv`bv †`qv 

nq| K‡ivbvi c~‡e© 20 kZvsk gvbyl `vwi`ª¨ mxgvi wb‡P evm KiZ| GUv GLb †Kvb †Kvb M‡elYvq Avm‡Q †h 35-40 kZvsk ch©šÍ 

†e‡o‡Q| Avevi A_© gš¿x GUv ¯^xKvi K‡ib bv| mvgvwRK wbivcËv †eóbxi AvIZvq AvovB nvRvi †KvwU UvKv eivÏ wQj †mLv‡b LiP 

n‡q‡Q 9 nvRvi †KvwU UvKv| cÖK…Z f‚³‡fvMx‡`i nv‡Z †mUv †cuŠ‡Q‡Q wKbv †m wel‡q wZwb e‡jb, `wi`ªiv A‡bK Lvwb †c‡qwQj| 

cy‡ivUv †c‡q‡Q eje bv| wKQz Sv‡gjv wQj| miKvwi ÎvY wb‡q me mgq GKUv av›`vevR †Mvôx mwµq _v‡K| e½eÜzi mg‡qI GB 

av›`vevwR wQj, GL‡bv Av‡Q| Z‡e Gev‡i Z¡wiZ wKQz e¨e¯’v †bIqvq av›`vev‡Riv Lye myweav Ki‡Z cv‡iwb| evsjv‡`‡k †h †Kvb 

wech©‡q mvaviY gvbyl wec`vcbœ gvby‡li cv‡k `vovb| K‡ivbv Kvjxb miKvi GK PZz_©vsk mn‡hvwMZv K‡i‡Q, evKxUv gvbyl gvby‡li 

Rb¨ K‡i‡Q| G‡_‡K eySv hvq miKvi mivmwi 25% cÖ‡qvRb c~iY Ki‡Z cv‡i| [21] 

 

`yb©xwZi `yóPµ 

m¤úªwZ UªvÝcv‡iwÝ B›Uvib¨vkbvj (wUAvBwe) cÖwZ‡e`‡b †`Lv hvq `yb©xwZ‡Z evsjv‡`‡ki Ae¯’vb `wÿY Gwkqvi g‡a¨ wØZxq me©wb¤œ| 

GK_v Aek¨B ¯^xKvi Ki‡Z n‡e †h, Avgiv `ywU P‡µ euvav c‡owQ GKwU `yb©xwZi P‡µ Av‡iKwU ˆelg¨| e¨vsK cwiPvjbvi mv‡_ hy³ 

Zviv A‡b‡K `yb©xwZ MÖ¯Í| GB `yB c‡ÿi g‡a¨ †hvMmvRk Av‡Q| Avi huviv FY †bq, Zuv‡`i g‡a¨ A‡b‡K GZ cÖfvekvjx, Zuv‡`i K_v 

bv ïb‡j Kg©KZ©vi PvKixI P‡j †h‡Z cv‡i| wKQz wKQz e¨vs‡Ki gvwjK cÿ wb‡RivB `yb©xwZMÖ¯Í| ZvivB Zv‡`i e¨vsK †_‡K UvKv 

mwi‡q †d‡j| `yb©xwZ `gb Kwgkb Lye †h ¯̂vaxb fv‡e wKQz Ki‡Z cvi‡Q Zv g‡b nq bv| GKRb miKvwi Kg©KZ©v‡K ai‡Z DaŸ©Zb 

KZ©„c‡ÿi AbygwZ wb‡Z nq| cÖvwZôvwbK bxwZ cwieZ©b Kiv `iKvi| ev¯Í‡e ivNe‡evqvj‡`i aiv nq bv aiv nq Pz‡bvcuwU‡`i| 

evsjv‡`‡ki 70% mvsm` e¨emvqx| e¨emvqx‡`i g‡a¨ `yb©xwZ †ewk nq| GLv‡b Kwgk‡bi wi‡cvU© ev¯Íevqb nq bv|  [22] 
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`ybx©wZi `yóPµ †_‡K †ei n‡q Avm‡Z KiYxq 

gvbyl‡K `yb©xwZi `~ó Pµ n‡Z ‡ei n‡Z n‡eÑ `yb©xwZi `yó Pµ n‡jv- GKRb gvbyl `yb©xwZMÖ¯’ KviY †m `yb©xwZMÖ¯’| `yb©xwZMÖ¯’ gvbyl Avq 

Ki‡e `yb©xwZi gva¨‡g| e¨‡qi †ÿ‡Î Ace¨q Ki‡e| mšÍvb Ges ¯¿x ỳb©xwZ MÖ¯’ e¨w³i Av`‡k© MwVZ n‡e| Zviv gvbyl‡K mwVK gh©v`v 

w`‡ebv| wkÿvi g~j¨vqb K‡g hv‡e| Zv‡`i AvZ¥xq-¯^Rb `yb©xwZMÖ¯’ m¤ú`kvjx n‡e A_ev †Qvi †QPi n‡e| Zvi mÂq A‰ea n‡e| Zvi 

wewb‡qvM A‰ea c‡_ n‡e| †m Aciva Ki‡e| Av‡iv †ekx Av‡qi Rb¨ †m Ges Zvi cwievi `yY©xwZMÖ¯’ n‡e| hvi d‡j e¨w³, mgvR, 

ivóª ˆbwZK Aeÿ‡q wbgw¾Z n‡e| Zv‡`i gva¨‡g `yb©xwZMÖ¯’ A‰bwZK A_©e¨e¯’v cÖPwjZ n‡e| Zviv Nyl, my`, mš¿vm, Rei `Lj, 

gybv‡dKx AvPiY, Avgvb‡Zi wLqvbZ, A‰bwZK Kwgkb MÖnY, gvivgvwi, LybLvivwe, Ki‡Z _vK‡e|  

 

 

gvbyl hw` `yb©xwZ †_‡K †ei nIqvi Pvwn`v K‡i Zvn‡j wb‡¤œv³ AbywgZ kZ© cvjb Ki‡Z n‡e-  

Ñ ỳb©xwZ †_‡K †ei nIqvi B”Qv _vK‡Z n‡e|  

Ñ ỳb©xwZ eÜ Kivi cvk¦©Pvc m‡n¨i gvbwmKZv _vK‡Z n‡e|  

Ñ myc‡_ e¨q Kivi cÖ‡qvRbxq A_© _vK‡Z n‡e|  

Ñ  `yb©xwZ mybxwZ eySvi gZ Ávb _vK‡Z n‡e| 

Ñ myc‡_ A_© DcvR©‡bi †hvM¨Zv _vK‡Z n‡e|  

cÖvwšÍK `yb©xwZ wewa †g‡b Pj‡Z n‡eÑ 

`ybx©wZMÖ¯’ e¨w³ wVK †h cwigvb `yb©xwZi gva¨‡g Avq/DcvR©b Kg ev Z¨vM Ki‡e wVK †mB cwigvb AvZ¥ Z¨vM ev A‰ea AvZ¥Z…wß †_‡K 

ewÂZ nIqvi Z¨vM ¯^xKvi Ki‡Z n‡e| cÿvšÍ‡i †h cwigvb Avq / DcvR©b ‡ewk Ki‡e †mB cwigvYB AvZ¥Z…wß †ewk n‡e|  

 

wPÎt cÖvwšÍK `yb©xwZ wewa|   

hw` e¨w³ ev ivóª A‰bwZK fv‡e K cwigvb Avq K‡i K1 cwigvb †fvM, mÂq I wewb‡qvM K‡i| hw` †h L cwigvb Avq K‡i Z‡e L1 

cwigvb †fvM, mÂq I wewb‡qvM K‡i| G †ÿ‡Î hw` K A‰ea Avq Kwg‡q †`q L †_‡K K ch©šÍ Avq _v‡K Zvn‡j Zv‡K L1 †_‡K K1 

ch©šÍ myweav Z¨vM Ki‡Z n‡e|  

A_©bxwZi GB `yb©xwZi Pµ †_‡K †ei nIqvi Rb¨ ¯^fve, PwiÎ I AšÍ‡ii ï×Zv cÖ‡qvRb| Ab¨ †Kvb wewa GLv‡b Kvh©Kix f‚wgKv 

cvjb Ki‡Z cvi‡Q bv| †mdwU †bU ev ÿz`ª FY wel‡q c‡i Av‡jvPbv Kie| Z‡e †mdwU †bU I ÿz`ª FY GLv‡b e¨_© n‡q‡Q| ivmyjyjøvn 

(mvt) e‡jb, ÒhLb gvbe AšÍ‡i b~‡i Cgvb cÖ‡ek K‡i ZLb AšÍi nq cÖk¯ÍÓ c„ôv-479, Zdmx‡i b~iæj †KviAvb| myiv evKvivn| 
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`yb©xwZ MÖ¯’ gvby‡li Øviv `yb©xwZ MÖ¯’ A_©bxwZ I Kv‡jv UvKv ˆZwi nq| Cgvb I AšÍi m¤ú‡K© ivmyj (mvt) wZbwU cš’v eY©bv K‡i‡Qb| 

AšÍ‡i Cgvb cÖ‡ek Ki‡j hv n‡e Zvn‡jvÑ   

* ciKv‡ji AvKl©Y  

* BnKvj m¤ú‡K© wbiærmvnx fve  

* Ges g„Zz¨i c~‡e© Zvi Rb¨ cÖ¯‘wZ MÖnY|  

m~Î: Qvqvwewa cwÎKvq cÖKvwkZ †jL‡Ki Ò†KviAv‡b, weÁvb I A_©bxwZÓ cÖeÜ †_‡K| 

 

Avq ˆelg¨ 

wMwb mnM Abymv‡i ˆelg¨ †`Lv‡bv †h‡Z cv‡i| 2022  mv‡j fvi‡Z 0.51, `wÿY Avwd«Kvq 0.63| eZ©gv‡b 2021 mv‡j K‡ivbvi 

Kvi‡Y bZzb K‡i 2 †KvwU 45 jvL gvbyl `wi`ª n‡q‡Q| evsjv‡`‡ki †K›`ªxq e¨vs‡Ki wnmv‡e 2021 mv‡j †KvwUcwZi msL¨v †e‡o‡Q 11 

nvRvi| Avq ˆelg¨ gvivZ¥K AvKvi aviY K‡i‡Q| Gi KviY `yb©xwZi gva¨‡g Kv‡jv UvKv AR©b, ûwÛi gva¨‡g UvKv cvPv‡i wKQzUv 

cÖwZeÜKZv, cÖ‡Yv`bv c¨v‡K‡Ri UvKv wfbœ Lv‡Z ¯’vbvšÍi, KibxwZ‡Z AmvgÄm¨, abx‡`i KvQ †_‡K Kg nv‡i Ki Av`vq I wewb‡qvM 

eÜ _vKv| Gme Kvi‡Y GK †kÖwYi gvby‡li ˆea I A‰ea Dcv‡q Avq evo‡Q| Z‡e Avq K‡g‡Q Ggb gvby‡li msL¨v me‡P‡q †ewk| hv 

GKwU †`k I mgv‡Ri Rb¨ Kvg¨ bq| 2019 gvP© ch©šÍ †`‡k e¨w³ I cÖvwZôvwbK †KvwUcwZi AvgvbZKvixi msL¨v wQj 82 nvRvi 

625 Rb| 2020 gvP© gv‡m Zv †e‡o `vovq 94 nvRvi 272 R‡b| A_©vr GK eQ‡i †`‡k †KvwUcwZ AvgvbZKvixi msL¨v †e‡o‡Q 11 

nvRvi 647 Rb| 2021 Rvbyqvwi †_‡K gvP© ch©šÍ wZb gv‡m †e‡o‡Q 382 Rb| 2021 Gi gvP© ch©šÍ bZzb `wi ª̀ Rb‡Mvôxi msL¨v 

n‡q‡Q 14.75 kZvsk, hv Av‡Mi eQi Ryb ch©šÍ wQj 21.24 kZvsk| †emiKvwi M‡elYv cÖwZôvb cvIqvi A¨vÛ cvwU©wm‡ckb wimvP© 

†m›Uvi (wcwcAviwm) I eª¨vK Bbw÷wUDU Ae Mfb©¨vÝ A¨vÛ †W‡fjc‡g‡›Ui (weAvBwRwW) Rwi‡c Gme K_v ejv n‡q‡Q| 2019 mv‡j 

‡`‡ki †gvU Av‡qi 27.82 kZvsk abx‡`i nv‡Z wQj 2021 mv‡j Zv G‡m `vwo‡q‡Q 37.80 kZvs‡k|  

evsjv‡`‡ki wMwb mn‡Mi wPÎ 

mvj cwigvY 

1973 0.36 

2010 0.45 

2016 0.483 

2018 0.48 

2019 0.482 

2020 0.635 

2021 0.635 

 

cvjgv †iwmIi gva¨‡g me‡P‡q †ewk abx 10 kZvsk Ges me‡P‡q †ewk `wi ª̀ 40 kZvsk gvby‡li Av‡qi AbycvZ Rvbv hvq| [23]  

cvjgv †iwmI 

1980 1.7 

1990 2.1 

2019 2.92 

2021 7.53 

 

K…wli, †cvkvK I †iwg‡U‡Ýi Ae`vb 

K…wl: ‰e‡`wkK Av‡qi 90 kZvskB Av‡m Mv‡g©›Um I †iwgU¨vÝ †_‡K, Kg©ms¯’v‡bi 40 kZvs‡ki †ewk K…wl‡Z| GB LvZ ¸‡jv `vwi`ª¨ 

we‡gvPb, cywónxbZv `~i, wkÿv, wPwKrmv, AeKvVv‡gvMZ Dbœqb, evj¨ we‡q †iva, wewfbœ Aciva Kgv‡bv Ges mvgvwRK m‡PZbZv 

e„w×‡Z LvZ¸‡jvi Ae`vb me‡P‡q †ewk| GB wZb Lv‡Zi Dci fi K‡i GwM‡q‡Q evsjv‡`k| †gvU ißvbxi 80 kZvskB †cvkvK 
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Lv‡Zi| km¨, gvV Ges cÖvwYm¤ú`‡K GK‡Î K…wl LvZ ejv nq| wR.wW.wc‡Z K…wli Ae`vb 14 kZvsk| 2021 A_© eQ‡i cÖvq 7 †KvwU 

kÖgkw³i g‡a¨ K…wl‡ZB i‡q‡Q 2 †KvwU 60 jv‡Li †ewk| 1972 mv‡j evsjv‡`‡k Lv`¨ Drcv`‡bi cwigvY wQj 1 †KvwU 8 jvL Ub| 

eZ©gv‡b Zv 4 †KvwU 54 jvL U‡b DbœxZ n‡q‡Q| A_©vr K…wli Dci wbf©i K‡i Lv`¨ ¯^qs m¤ú~Y©Zv AR©b K‡i‡Q| evsjv‡`k we‡k¦ avb, 

cvU, KuvVvj, Avg, †cqviv, Avjy, mewR I gvQ Drcv`‡b `„óvšÍ ¯’vcb K‡i‡Q| eZ©gv‡b evsjv‡`k 11wU Bwjk Drcv`bKvix †`‡ki 

g‡a¨ cÖ_g Ae¯’v‡b| cvU ißvbx‡Z cÖ_g I Drcv`‡b wØZxq, KvuVv‡j wØZxq, Pvj, gvQ I mewR Drcv`‡b Z…Zxq, QvMj Drcv`‡b 

PZz_©, Avg I Avjy‡Z mßg, †cqvivq Aóg Ges †gŠmywg d‡j `kg Ae¯’v‡b i‡q‡Q| PjwZ A_©eQ‡i K…wlFY weZi‡Yi jÿgvÎv 28 

nvRvi 390 †KvwU UvKv| K…wl I K…wl mswkøó Lv‡Z †gvU ev‡R‡Ui 5 `kwgK 3 kZvsk eiv‡Ïi K_v ejv n‡q‡Q| K…wl e¨w³Z¡ kvBL 

wmivR e‡jb, ÒcÖ_g wZb `k‡K K…wl‡Z DbœwZ n‡q‡Q| c‡ii `k‡K A_©vr Pwjø‡ki `k‡K Zvi wØ¸Y n‡q‡Q| 40 †_‡K 50 `k‡K 

‰ecøweK cwieZ©b n‡q‡Q| Gi KviY cÖhyw³i e¨envi| A_©vr Zviv ¯§vU©K…wl‡Z P‡j †M‡Q| mywbw`©ófv‡e G‡K wcÖwmkb GwMÖKvjPvi ejv 

nq| wKš‘ Avgiv IB ai‡Yi K…wl‡Z ‡h‡Z cwiwbÓ|  

‡cvkvKt †cvkvK Lv‡Z Av‡qi jÿ¨gvÎ aiv n‡q‡Q 2022 G 35 wewjqb Wjvi hv †gvU ißvbx Av‡qi 85% kZvsk| Avwki `k‡K 

†gvU ißvbxi 50 kZvsk cvU I cvURvZ cY¨| G‡K †cQ‡b †d‡j †cvkvK wk‡íi hvÎv ïiæ| 1982 mv‡j KviLvbvi msL¨v wQj 47, 

1985 mv‡j 587, 1999 mv‡j 2 nvRvi 9k, eZ©gv‡b KviLvbvi msL¨v 5 nvRvi Qvwo‡q‡Q| 1983-84 mv‡j ˆZwi †cvkvK ißvbx 

‡_‡K Avq .9 wewjqb Wjvi, hv wQj evsjv‡`‡ki †gvU ißvwb Av‡qi 3.89 fvM| wKš‘ MZ `k eQ‡ii Mo wnmv‡e †gvU ißvwb Av‡qi 

83 kZvsk Avm‡Q  G LvZ †_‡K| eZ©gv‡b 2022 ivR¯^ Av‡qi 75 †_‡K 80 kZvskB Avm‡Q †emiKvwi LvZ †_‡K| ˆZwi †cvkvK 

wk‡í 25 jv‡Li †ewk bvix kÖªwgK KvR Ki‡Q|  

 

†iwgU¨vÝ: evsjv‡`‡ki cÖevmx Kj¨vY I ˆe‡`wkK Kg©ms¯’vb gš¿Yvjq Ges Rbkw³, Kg©ms¯’vb I cÖwkÿY ey¨‡ivi (weGgBwU) Z_¨ 

Abyhvqx 1976 mvj †_‡K GLb ch©šÍ 1 ‡KvwUiI †ewk evsjv‡`kx we‡`‡k KvR Ki‡Q| cÖevmxiv MZ mv‡o Pvi `k‡K 217 wewjqb Wjvi 

†`‡k cvwV‡q‡Q| 70 `k‡Ki gvSvgvwS mg‡q cÖevmx‡`i cvVv‡bv A_© wQj 2 †KvwU 37 jvL Wjvi| 2000 mv‡j Zv †e‡o `vwo‡q‡Q 

195 †KvwU Wjv‡i| 2021 mv‡j Zv 2 nvRvi 4k †KvwU Wjv‡i| mvgwóK A_©bxwZ‡Z †iwgU¨v‡Ýi Ae`vb RvZxq Av‡qi 6 kZvs‡ki 

†ewk| ïay gvÎ †iwgU¨v‡Ýi A_© w`‡qB 6 gv‡mi Avg`vbx e¨q wgUv‡bv m¤¢e| 2016 mv‡ji Lvbv Rwi‡c 8.27 kZvsk Lvbvi AšÍZ 

GKRb m`m¨ cÖevmx| cwimsL¨vb ey¨‡iv 2019 mv‡ji wi‡cvU© Abymv‡i MÖv‡g †iwgU¨v‡Ýi 68.44 kZvsk A_©B e¨q nq wbZ¨cY¨ 

†Kbvq| 27.98 kZvsk wewb‡qv‡M, 2.13 kZvsk wewfbœ †UKmB `ª‡e¨i wewb‡qv‡M Ges evwK Ask mÂ‡q| 2016 mv‡ji Lvbv Rwi‡ci 

Z_¨ Abyhvqx Awfevmx Lvbvq wkÿv‡ÿ‡Î evwl©K Mo e¨q 25nvRvi 797 UvKv, Avi †hLv‡b †Kv‡bv Awfevmx m`m¨ †bB †mLv‡b e¨q 

16nvRvi 222 UvKv gvÎ| eª¨v‡Ki †nW Ae gvB‡MÖkb kixdzj nvmvb hyMvšÍi‡K e‡jb, ÒeZ©gv‡b we‡k¦i kxl© 30wU A_©bxwZi g‡a¨ 

evsjv‡`k‡K aiv nq| hZ¸‡jv ˆewk¦K msK‡Ui gy‡LvgywL n‡qwQ Zvi g‡a¨ 2008 mv‡ji wek¦ g›`vq Avgiv †iwgU¨v‡Ýi Kvi‡Y †mLvb 

†_‡K iÿv †c‡qwQ|Ó [24] 

 

miKv‡ii Abykvmb e¨vL¨v Ki‡e bv 

GKRb miKvi ev ivóªcwiPvjK mvnwmKZv, weÁZv, e`vb¨Zv, ÿgvcqvqYZv, J`vh©¨ mve©Rbxb Kj¨vY cÖeY n‡eb| ivóªcwiPvj‡Ki 

Aeva¨ n‡q mgvR I iv‡óª wek„•Ljv I AkvwšÍ m„wó Ki‡Z Pvq Zv‡`i Rb¨ kvw¯Íi e¨e¯’v ivL‡Z n‡e| GZ †Mj Ôû¾vZzj evwjMvÕi K_v| 

Rb ÷zqvU© wgj e‡j‡Qb, †Kvb mf¨ mgv‡Ri GKRb m`‡m¨i Dci (ivóªxq) ÿgZv‡K †Kej ZLbB b¨vh¨fv‡e cÖ‡qvM Kiv †h‡Z cv‡i 

hLb Zv Øviv Zuv‡K mgv‡Ri Ab¨ mgm¨‡K ÿwZ Kiv †_‡K weiZ ivLv nq|Ó A.C Pigue, The economics of welfare ej‡jb,Ñ 

It  will  not,  indeed,  itself  be an  art,  or  directly  enunciate  precepts  of  government.  It  is ar positive  science  

of what  is  and  tends  to  be,  not  a  normative science  of  what  ought  to  be. cÖK…Zc‡¶, GwU wb‡RB GKwU wkí n‡e 

bv, ev mivmwi miKv‡ii Abykvmb e¨vL¨v Ki‡e bv| GUv Kx Av‡Q Ges Kx n‡Z cv‡i Zvi BwZevPK weÁvb, Kx nIqv DwPZ Zvi 

Av`wk©K weÁvb bq| [25]  

 

A_©‰bwZK Kj¨vY I A-A_©‰bwZK Kj¨v‡Yi mxgv †iLv †bB 

The Economics of Welfare, A.C. Pigou, e‡j‡QbÑA_©‰bwZK Kj¨vY I A-A_©‰bwZK Kj¨v‡Yi mxgv †iLv †bB:  We  must  

face,  and  face  boldly,  the  fact  that  there is  no precise  line  between  economic  and  non-economic  

satisfactions, and,  therefore,  the  province  of  economics  cannot  be  marked out  by  a  row  of  posts  or  a  

fence,  like  a  political  territory  or  a landed  property.  We  can  proceed  from  the  undoubtedly economic  at  
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one  end  of  the  scale  to  the  undoubtedly  non economic  at  the  other  end  without  finding  anywhere  a  

fence to  climb  or  a  ditch  to  cross.” Avgv‡`i Aek¨B GB m‡Z¨i gy‡LvgywL n‡Z n‡e Ges mvn‡mi mv‡_ gy‡LvgywL n‡Z n‡e 

†h A_©‰bwZK Ges A-A_©‰bwZK mš‘wói g‡a¨ †KvbI mywbw`©ó †iLv †bB, Ges ZvB, A_©bxwZi cÖ‡`kwU ivR‰bwZK AÂj ev GKwUi 

g‡Zv †cv‡÷i mvwi ev †eov Øviv wPwýZ Kiv hvq bv Rwgi m¤úwË| Avgiv †¯‹‡ji GK cÖv‡šÍ wbtm‡›`‡n A_©‰bwZK †_‡K Ab¨ cÖv‡šÍ 

wbtm‡›`‡n A-A_©‰bwZK, †Kv_vI Av‡ivn‡Yi Rb¨ †eov ev AwZµg Kivi Rb¨ GKwU Lv` Lyu‡R bv †c‡q GwM‡q †h‡Z cvwi| [26] 

 

A_©‰bwZK Kj¨vY mvgwMÖK Kj¨v‡Yi GKwU AskgvÎ  

A.C Pigue, The economics of welfare -e‡j‡Qb A_©‰bwZK Kj¨vY mvgwMÖK Kj¨v‡Yi GKwU Ask gvÎ| myZivs A_©‰bwZK 

Kj¨vY mvgwMÖK Kj¨vY bvI n‡Z cv‡i| Z‡e A_©‰bwZK Kj¨vY mKj Kj¨v‡Yi Rbbx| A_©‰bwZK Kj¨vY QvovI Kj¨vY n‡Z cv‡i hv 

†mev g~jK| The  difficulty,  it  must  be  carefully  observed,  is not that,  since  economic  welfare  is  only  a  part  

of  welfare as  a  whole,  welfare  will  often  change  while  economic welfare  remains  the  same,  so  that  a  

given  change  in economic  welfare  will  seldom  synchronize  with  an  equal change  in  welfare  as  a  whole.  

All  that  this  means  is  that economic  welfare  will  not  serve  for  a  barometer or  index of total  welfare.  

But that,  for  our  purpose,  is  of no  importance. What  we  wish  to  learn  is,  not  how  large  welfare  is,  or 

has  been,  but  how  its  magnitude  would  be  affected  by  the introduction  of  causes  which  it  is  in  the  

power  of  statesmen or  private  persons  to  call  into  being.  The  failure  of economic  welfare  to  serve  as an  

index of total  welfare is  no evidence  that the  study  of  it  will  fail  to  afford  this  latter  information: for,  

though  a  whole  may  consist  of  many  varying  parts,  so that  a  change  in  one  part  never  measures the  

change  in the  whole,  yet  the  change  in  the  part  may  always  affect the  change  in  the  whole  by  its  full  

amount. [27] gykwKj, GUv Aek¨B mveav‡b j¶¨ Kiv DwPZ, GUv bq †h, †h‡nZz A_©‰bwZK Kj¨vY mvgwMÖKfv‡e Kj¨v‡Yi GKwU 

Ask gvÎ, Kj¨vY cÖvqB cwiewZ©Z n‡e hLb A_©‰bwZK Kj¨vY GKB _vK‡e, hv‡Z A_©‰bwZK Kj¨v‡Yi GKwU cÖ`Ë cwieZ©b 

mvgwMÖKfv‡e Kj¨v‡Yi mgvb cwieZ©‡bi mv‡_ Lye KgB mvgÄm¨c~Y© n‡e| Gi A_© n'j A_©‰bwZK Kj¨vY †gvU Kj¨v‡Yi e¨v‡ivwgUvi ev 

m~P‡Ki Rb¨ KvR Ki‡e bv| wKš‘ Avgv‡`i D‡Ï‡k¨i Rb¨ Gi †Kv‡bv ¸iæZ¡ †bB| Avgiv hv wkL‡Z PvB Zv n'j Kj¨vY KZ eo ev 

n‡q‡Q Zv bq, Z‡e Gi e¨vcKZv Kxfv‡e Ggb KviY¸wji cÖeZ©‡bi Øviv cÖfvweZ n‡e hv ivóÖbvqK ev †emiKvix e¨w³‡`i Aw¯Í‡Z¡ 

Avn&evb Kivi ¶gZvi g‡a¨ i‡q‡Q| mvgwMÖK Kj¨v‡Yi m~PK wnmv‡e cwi‡ekb Ki‡Z A_©‰bwZK Kj¨v‡Yi e¨_©Zv †KvbI cÖgvY bq †h 

Gi Aa¨qb GB cieZ©x Z_¨wU enb Ki‡Z e¨_© n‡e: KviY, hw`I GKwU mgMÖ‡K A‡bK¸wj wewfbœ Ask wb‡q MwVZ n‡Z cv‡i, ZvB †h 

GKwU As‡ki cwieZ©b KLbB mg‡MÖi cwieZ©b‡K cwigvc K‡i bv, ZeyI As‡ki cwieZ©b me©`v Zvi m¤ú~Y© cwigvY Øviv mg‡MÖi 

cwieZ©b‡K cÖfvweZ Ki‡Z cv‡i| 

 
mgvR‡K VKv‡bv gv‡b cÖwZ‡ekx‡K AvNvZ Kiv   

A.C Pigue, The economics of welfare-G e‡j‡Qb mZZv Acwinvh©¨, mgvR‡K VKv‡gv gv‡b cÖwZ‡ekx‡K VKv‡bv| “As  a 

member of a society with interests in common with others, the individual consciously and un consciously 

develops the social virtues. Honesty becomes imperative, and is enforced by the whole group on the individual, 

loyalty to the whole group is made an essential for the better development of individual powers. To cheat the 

society is to injure a neighbor.” [28] "A‡b¨i mv‡_ ¯^v‡_©i mv‡_ wgj i‡q‡Q Ggb GKwU mgv‡Ri m`m¨ wnmv‡e, e¨w³ 

m‡PZbfv‡e Ges A‡PZbfv‡e mvgvwRK ¸Yvejx weKvk K‡i| mZZv Acwinvh© n‡q I‡V, Ges cy‡iv †Mvôx Øviv cÖ‡qvM Kiv nq, cy‡iv 

†Mvôxi cÖwZ AvbyMZ¨ GKwU Acwinvh© K‡i †Zv‡j e¨w³ kw³i DbœZZi weKvk| mgvR‡K VKv‡bv gv‡b cÖwZ‡ekx‡K AvNvZ Kiv|  

 

A¨vWvg w¯§_ e‡j‡Qb, A_©‰bwZK bxwZ Øviv cÖfvweZ hy×weaŸsm †`k 

G.wm wc¸ GWvg w¯§‡_i DØ„wZ w`‡q‡Qb A_©‰bwZK bxwZ Øviv wKfv‡e cÖfvweZ| hy× weaŸ¯Í †`k Zvi Drcv`b K…wl †ÿ‡Î Pvwj‡q †h‡Z 

cvi‡j Zvi Kj¨vY a‡i ivL‡Z mg_©| Zvi cÖgvb BD‡µb-ivwkqv hy‡× BD‡µb I ivwkqv Dfq †`kB Zv‡`i K…wl Drcv`b a‡i ivL‡Z 

†c‡i‡Q|  
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There is one further consideration, of the great importance of which recent events can leave no doubt. It has to do 

with the possijble conflict, long ago emphasised by Adam Smith, between opulence and defence. Lack of security 

against successful hostile attacke may inlvoed “dissatisfactions” of a very terrible kind. These things lie outside the 

economic sphere, but tlie~risk of them may easily be affected by economic policy. It is true, no doubt, that between 

economic strength and capacity for war there is a certain rough agreement. As Adam Smith wrote: “The nation 

which, from the annual produce of its domestic industry, from the annual revenue arising out of its lands, labours 

and consumable stock, has wherewithal to purchase those consumable goods in distant countries can maintain 

foreign wars there.” [29] 

AviI GKwU we‡eP¨ welq i‡q‡Q, hvi ¸iæZ¡ m¤ú‡K© mv¤úÖwZK NUbvejx †Kvb m‡›`‡ni AeKvk iv‡L bv| Gi m‡½ A¨vWvg w¯§‡_i eû 

Av‡M †Rvi †`Iqv Hk¦h© I cÖwZi¶vi g‡a¨ m¤¢ve¨ Ø‡›Øi m¤úK© i‡q‡Q| mdj kÎyZvg~jK Avµg‡Yi weiæ‡× wbivcËvi Afve Lye 

fqvbK ai‡Yi "Am‡šÍvl" m„wó Ki‡Z cv‡i| GB wRwbm¸wj A_©‰bwZK †¶‡Îi evB‡i i‡q‡Q, Z‡e Zv‡`i SzuwK A_©‰bwZK bxwZ Øviv 

mn‡RB cÖfvweZ n‡Z cv‡i| GUv mZ¨, m‡›`n †bB, A_©‰bwZK kw³ Ges hy‡×i mvg‡_¨©i g‡a¨ GKwU wbw`©ó †gvUvgywU Pzw³ i‡q‡Q| 

A¨vWvg w¯§_ wj‡L‡Qb: Ò‡h RvwZ Zvi †`kxq wk‡íi evwl©K Drcv`b †_‡K, Zvi Rwg, kÖg Ges †fvM‡hvM¨ ÷K †_‡K D™¢~Z evwl©K 

ivR¯^ †_‡K, `~ieZ©x †`k¸wj‡Z †mB †fvM¨ cY¨ µq Kivi mvg_¨© iv‡L, †m †mLv‡b ˆe‡`wkK hy× eRvq ivL‡Z cv‡i|Ó  

 

K…wl Ges mvgwiK cÖfve 

Rvg©vb GwMÖKvjPvi wi‡cvU© †_‡K Rvbv hvq K…wl Ges mvgwiK cÖfve Kj¨v‡Yi †ÿ‡Î we‡eP¨ welq|  

But agreement between economic and military strength is ultimate and general, not immediate and detailed. It 

must, therefore, be clearly recognised that the effect upon economic welfare of the policy which a State adopts 

towards agriculture, «shipping and industries producing war material is often a very subordinate part of its 

whole effect. Injury to economic welfare. may need to be accepted for the sake of defensive strategy. 

Economically it is probably to the advantage of this country to purchase the greater part of its food supplies 

from abroad in exchange for manufactured goods, and to keep more than two-thirds of its cultivated land under 

grass— in which state comparatively little capital and labour is employed upon it and correspondingly little 

human food produced. [30] wKš‘ A_©‰bwZK I mvgwiK kw³i g‡a¨ mg‡SvZv P‚ovšÍ Ges mvaviY, Zvr¶wYK Ges we¯ÍvwiZ bq| 

myZivs G K_v ¯úófv‡e ¯^xKvi Ki‡Z n‡e †h, GKwU ivóÖ K…wli cÖwZ †h bxwZ MÖnY K‡i Zvi A_©‰bwZK Kj¨v‡Yi Dci cÖfve "RvnvR 

I hy× mvgMÖx Drcv`bKvix wkí¸wj cÖvqkB Zvi mvgwMÖK cÖfv‡ei Lye Aa¯Íb Ask| A_©‰bwZK Kj¨v‡Y AvNvZ| i¶YvZ¥K †KŠk‡ji 

LvwZ‡i †g‡b wb‡Z n‡Z cv‡i| A_©‰bwZKfv‡e m¤¢eZ GB †`‡ki c‡¶ jvfRbK n‡e Drcvw`Z c‡Y¨i wewbg‡q we‡`k †_‡K Zvi Lv`¨ 

mieiv‡ni e„nËi Ask µq Kiv Ges Zvi Pvl‡hvM¨ Rwgi `yB-Z…Zxqvs‡kiI †ewk Nv‡mi bx‡P ivLvÑ †hLv‡b iv‡óÖ Zzjbvg~jKfv‡e Kg 

g~jab I kÖg wbhy³ Kiv nq Ges Abyiƒcfv‡e Lye Kg gvbe Lv`¨ Drcvw`Z nq| 

 

cÖRbb FZz‡Z gvQ bv aivi ˆbwZKZv 

Sidgwick, Principles of Political Economy, p. 410. †Z e‡j‡Qb, cÖRbb FZz‡Z gvQ aiv A‰bwZK| The same slackness is 

responsible for that over-hasty exploitation of stored gifts of nature, which must make it harder for future generations 

to obtain supplies of important commodities. Eesources devoted to the development of high-speed vessels that, in 

order to secure a slightly shortened passage, consume enormous extra quantities of coal; the reckless cutting down of 

forests; fishing operations so conducted as to disregard breeding seasons, thus threatening certain species of fish with 

extinction; [31] cÖK…wZi mwÂZ Dcnvi¸wji AZ¨waK Zvovû‡ov †kvl‡Yi Rb¨ GKB wkw_jZv `vqx, hv fwel¨Z cÖR‡b¥i c‡¶ ¸iæZ¡c~Y© 

cY¨¸wji mieivn cvIqv AviI KwVb K‡i Zzj‡e| D”P-MwZi RvnvR¸wji weKv‡k wb‡ew`Z DZ&m¸wj hv wKQyUv msw¶ß DËiY myiw¶Z 

Kivi Rb¨, cÖPzi cwigv‡Y AwZwi³ cwigv‡Y Kqjv MÖnY K‡i; †ec‡ivqvfv‡e eb KvUv; gvQ aivi Kvh©µg Ggbfv‡e cwiPvwjZ nq hv‡Z 

cÖRbb FZz D‡c¶v Kiv nq, Gfv‡e wbw ©̀ó cÖRvwZi gvQ ûgwKi m¤§yLxb nq wejywß|  
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eÈbB Av‡qi ˆelg¨ ˆZwi K‡i 

Aviwfs wdkvi w` b¨vPvi Ad K¨vwcUvj BbKvg MÖ‡š’ e‡j‡Qb, eÈbB Av‡qi ˆelg¨ ˆZwi K‡i| Income plays an important role 

in all economic problems it is income for which capital exists ; it is income for which labor is exerted ; and it is 

the distribution of income which constitutes the disparity between rich and poor. [32]   

 

weµq‡hvM¨ bv n‡j †h wRwb‡mi g~j¨ wba©viY Kiv hvq bv 

The Nature of Capital and Income, Macmillan, 1906, page-37, wdkvi e‡j‡Qb †Kvb wRwbm weµq bv n‡j Zv‡K g~j¨vqb 

Kiv hvq bv| wVK b¨vh¨Zvi †Kvb g~j¨ wba©viY Kiv hvq bv| When there is no sale, and especially when there is no price 

bid or asked, it is not so easy to answer the question. What is the price? [33] 

 

e¨vswKs Kj¨vY Kx iƒ‡c 

h_v m¤¢e gy`ªvùxwZ wbqš¿‡Y †K›`ªxq e¨vsK‡K m` Zrci _vK‡Z n‡e| FY‡Ljvcx e‡Ü Kvh©¨Ki e¨e¯’v MÖnY Ki‡Z n‡e| F‡Yi h_vh_ 

cÖ‡qvR gwbUwis K‡i Gi wewb‡qwbwðZ KiY, my‡`i nvi Kwg‡q Avb‡Z n‡e, hvnv ch©vqµ‡g wR‡iv cv‡m©‡›U P‡j Avm‡e ZZ w`‡b 

e¨vsK ’̄vqx AvgvbZ e¨emv‡n wewb‡qvM Ki‡e †mLv‡b gy`vivev, gykvivKv wewb‡qvM c×wZ AbymiY Ki‡Z cv‡i| e¨vs‡K Aby`vb dvÐ 

Pvjy K‡i ÿz`ª FY my` gy³ wd·W mvwf©m PvR© MÖn‡Y eÈb‡hvM¨| gy`vivev n‡jv cyuwRi †hvMvb`vi e¨vsK e¨w³ kÖg w`‡e jv‡fi As‡ki 

Askx`vi mgvb mgvb Z‡e MÖvnK ÿwZi fvMx`vi n‡e bv| gykvivKv e¨vsK Ges MÖvnK Df‡qB g~ja‡bi †hvMvb`vi n‡Z cv‡i jvfÿwZ 

mgvb mgvb| Df‡qB kÖg w`‡Z cv‡i| †h mKj AvgvbZKvixi A_© e¨vsK e¨emvq wewb‡qvM Ki‡Z Zv‡`i‡K e¨vsK jv‡fi GKwU Ask 

cÖ`vb Ki‡e evKx Ask w`‡q e¨vsK cwiPvjbv Ki‡e| Gfv‡e GKw`b c„w_ex †_‡K my` bv‡g kãwU gy‡Q hv‡e hvi ¯’vb n‡e hv`yN‡i| 

my`gy³ RbKj¨vYg~jK `vwi`ª¨ gy³ DbœZ kvwšÍwcÖq c„w_ex M‡o DV‡e|  

 

Dcmsnvi 

Avq me mgqB b¨vh¨Zv ev b¨vqcivqYZvi mv‡_ cÖ‡mm K‡i Zv AvDUcyU ev mylg eÈb Kiv Kiv n‡j mwZ¨Kv‡i A_©‰bwZK Dbœqb I 

RbM‡Yi g‡a¨ kvwšÍ weivR Ki‡e| †mUv †nvK e¨w³, mgvR, ivóª ev AvšÍR©vwZK †Kvb ms¯’v| hZ Avq _vKzK Zv hw` cÖ‡mm‡ii gZ 

b¨vqcivqYZvi mv‡_ cÖ‡mm bv K‡i Z‡e Avq cÖe„w× hZ †ewkB †nvK Zv RbM‡Yi †Kvb Kj¨vY Ki‡e bv| ˆelg¨ Av‡iv †e‡o hv‡e| 

ˆelg¨ evo‡j Am‡šÍvl m„wó n‡e| Am‡šÍvl fv½b m„wó K‡i, Mo‡Z cv‡i bv, w¯’wZkxjZv w`‡Z cv‡i bv| GKUv dz‡Uv Wªv‡g cvwb fi‡Z 

_vK‡j nq‡Zv Zv c~Y© n‡e bv Z‡e Pj‡Z _vK‡e| wek„•Lj fv‡e e›Ub Ki‡j Zv hZ msL¨v †ewkB †nvK †Kvb Kj¨vY m„wó Ki‡e bv| 

mylg e›Ub GKRb b¨vqcivqYB Ki‡Z cv‡i| ZvQvov `ye©‡Ëi Kv‡Q mylg eÈb Avkv Kiv hvq bv| Zvi cwiYwZ‡Z Am‡šÍvl, ˆ¯^ivPv‡ii 

gvÎv e„w×, ÿgZvi Acmvib ev i` e`j µgvMZ Pj‡ZB _vK‡e I RbM‡Yi kvwšÍ ev Dbœqb Avm‡e bv| cÖ‡mmi †hgb BbcyU †K cÖ‡mm 

K‡i wVK †mfv‡eB cwiPvjK cwiPvjbv Ki‡e GUvB g~j K_v|  

 

Z_¨m~Î 

 

MÖš’: Rxeb hvÎv I A_©bxwZ-AgZ©¨ †mb, wk‡ivbvg- Kj¨vY welqK A_©bxwZ I ev Í̄e RMr As‡k, c„ôv-37|  

ˆ`wbK hyMvšÍi, ing‡Zi bwe, gIjwe Avkivd, b‡f¤̂i 2, 2021 wLª÷vã|  

[AvdZvDwÏb wmwÏKx, PvB‡jB AvB‡bi kvmb cÖwZôv m¤¢e, 5 b‡f¤^i, 2021, ˆ`wbK hyMvšÍi, Dc-m¤úv`Kxq|  

evRvi‡K mshZ Ki‡Z cv‡i †µZvi ˆbwZKZv, 30wW‡m¤^i 2017, Avb›`evRvi cwÎKv AbjvBb, †KŠwkK emy, mvÿvrKvi MÖn‡Y AwgZvf ¸ß|  

gnvgvwi‡Z A_©bxwZi exi‡`i Rb¨ we‡ewPZ †nvK A_©‰bwZK b¨vh¨Zv, ˆ`wbK cÖ_g Av‡jv AbjvBb| 30 Rvbyqvwi 2021, gvt kwn ỳj Bmjvg, 

wcGBPwW M‡elK, A_©bxwZ wefvM, KbKwW©qv wek¦we`¨vjq, KvbvWv Ges cÖfvlK (wkÿvbwek), A_©bxwZ wefvM, mvD_B÷ wek¦we`¨vjq, 

XvKv|  

b¨vh¨Zvi cwiwa: †WwfW wnDg I Avgv‡`i c„w_ex, AgZ©¨ †mb, A_©bxwZ‡Z †bv‡ej cy¯‹vi weRqx, w` wbD wicvewjK †_‡K Abyev`, Avn‡g` 

Rv‡f`| ewYK evZ©v, 6 wW‡m¤^i 2021 AbjvBb|  

[The Economics of the Welfare- A.C. Pigou, The quality of the people, p-113.  

Principles of Economics, By Alfred Marhsall, Vol-1, p-625 
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wkÿv I mgvRv`k©, g„Zz¨Äq ew·, D¾¡j fviZ cwÎKv, ˆR¨ô 1361 mv‡j cÖKvwkZ, 7g el©, 5g msL¨v| 265-266 c„ôv|  

†`‡ki µgea©gvb Avq I m¤ú‡`i ˆelg¨, †gv. Avãyj AvDqvj †PŠayix, ˆ`wbK B‡ËdvK, 31/01/2024|  

g~j¨ùxwZ wbqš¿‡Y gy`ªvbxwZi D‡`¨vM h‡_ó bq, AvBwmGwei Av‡jvPbv mfvq e³viv, ˆ`wbK B‡ËdvK, 1/02/2024|  

ïay gy ª̀vbxwZ w`‡q mvgvj †`Iqv hv‡ebv, W. Gg.Gg AvKvk, wewkó A_©bxwZwe` I Aa¨vcK, A_©bxwZ wefvM, XvKv wek^we`¨vjq|  

wkÿvi wgjb, iex› ª̀bv_ VvKyi, cÖevmxÑAvwk^b, 1328 e½vã, 21k fvM, 1g LÛ|  

ÔweM wdm‡`iÕ nvZ †_‡K gvbyl‡K euvPv‡K †K, †mvnive nvmvb, cÖ_g Av‡jvi hyM¥ m¤úv`K I Kwe, kwbevi, 10 †deªæqvwi 2024 L„÷vã|  

Ten Task for future Bangladesh, Abdul Ghafur Memorial Lecturer 2024, Speaker: Dr. Nazrul ISlam, former chief of 

development research united nations department of Economics and social affairs. BIDS- Bangladesh Institute of 

Development Societies. 1 February 2024, Daily Prothom Alo.  

Ks‡MÖm I wn›`y-gymjgvb mgm¨v, kÖx Awebk^i wmsn ivq, gw›`iv, Aógel©, Avwk^b-1352, 6ô msL¨v|  
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Future of Smart Bangladesh Belongs to Smart Transport 
  

 

Md. Moazzem Hossain Khan * 

 

 

Abstract 

The 7th January 2024 Election Manifesto of Bangladesh Awami League has set eleven goals prioritizing 

eleven areas of our economy. The third one of them states: Building Smart Bangladesh based on smart or 

latest technology. We think without building a smart transport system building a smart Bangladesh is 

impossible. This paper examines the possibility of establishing a smart, comprehensive and well-coordinated 

transport system in our country. With that end in view, in the introductory part of the paper, the author 

describes the importance of smart transport system in a developing economy like ours. In the second part, he 

has made an attempt to analyze the present situation in the transport sector of Bangladesh: land, water, air 

and pipeline transports. The third part deals with the type of transport system our country needs in order to 

materialize the goals set in the vision 2041 by the government of our country. And finally in the concluding 

part, the author has rightly given emphasis on building a very comprehensive, well-coordinated and smart 

transport system here in our country for the fulfillment of the dreams of the Father of the nation Bangabandhu 

Sheikh Mujibur Rahman, a prosperous, developed Sonar Bangla.  
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Abstract 

Background: Cardiovascular diseases (CVDs) represent a significant health challenge globally, particularly 

in places with limited resources like rural Bangladesh. This study examines the financial burden of 

cardiovascular diseases in rural Bangladesh, focusing on out-of-pocket expenditure (OOPE) and catastrophic 

health expenditure, which affects access to essential services and poverty, contrasting it with other prevalent 

diseases. Methods: This cross-sectional study is mainly based on primary data collected using a structured 

questionnaire from 400 rural households with CVDs and non-CVDs using a multistage random sampling 

method from five districts in Bangladesh. This study has followed a quantitative-methods approach. 

Descriptive and inferential statistics have been used to explore and quantify the health care expenditure of 

rural households with CVDs and non-CVDs. Results: At the significant level, the t-value is 3.33 and the p-

value is 0.0010, indicating that the mean (BDT) of the out-of-pocket spending for households with CVDs was 

4639.10 more than that of households with non- CVDs in the previous month. (SDs for CVDs and non-CVDs 

were 17253.88 and 9409.54, respectively). Households with CVDs were more likely than non-CVDs to 

experience catastrophic health costs at the 10%, 25%, and 40% threshold levels. Conclusion: This research 

provides valuable insights for researchers, doctors, and policymakers, enabling necessary steps for public 

health improvement and saving government budgets, particularly for vulnerable people in rural and urban 

areas.  

Keywords: cardiovascular diseases, out-of-pocket expenditure, catastrophic health expenditure, rural 

Bangladesh 

 

1.   Introduction 

cardiovascular diseases (CVDs) are the main contributor to the global threat of diseases. CVDs are significant 

part of chronic diseases. The mortality rates of chronic disease are higher in low- and middle-income countries 

(LMICs) than in high income countries (Strong et al.,2005.) CVDs are deadly in rural areas in LMICs where 

health systems are weakest and the case fatality rates of CVDs are highest (Kulshreshtha et al., 2014). CVDs are 

thought to cause a severe threat to the economic well-being of affected households because of their longitudinal 

nature and the associated recurrent out-of-pocket expenditure (OOPE) of ultra-modern medical and surgical care 

(Opera et al.,2021). Healthcare costs, particularly out-of-pocket and catastrophic health expenditures of 

cardiovascular diseases, are a significant global challenge. Medication and health insurance premiums are 

($4423 annual OOPE) the main contributors to this expense. Only 10% of American households experience 

catastrophic financial strain, with 70% in the lowest income quartiles (Wang et al. 2021). Research shows 

variations in catastrophic health expenditures (CHE) rates across countries, with 66% of individuals without 

insurance experiencing catastrophic medical costs. Chronic illnesses are more vulnerable, with higher rates in 
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Ghana and South Africa. CHE is linked to financial hardship and growing healthcare costs, with chronic 

illnesses (Jan et al. 2016; Adeniji & Obembe 2023; Servan-Mori et al.2022) 

The enormity of these costs is undoubtedly high in LMICs like Bangladesh, where health services are not equitably 

available; and hence patients often pay for OOPE. A recent study shows that 26% of households incurred catastrophic 

health expenditure (CHE) and 58% faced distress financing on hospitalization in Bangladesh (Sheikh et al.,2022). It 

has been observed that a vast decrease in mortality from CVDs has occurred during the last 20 years in developed 

nation but in LMICs like Bangladesh, a gradually escalation has been experienced.  It is approximated that 

Bangladesh has the colossal burden of CVDs and now it is more spread among younger population as well as 

children. The exact acceptance of CVDs in Bangladesh is unknown due to lack of national population-based surveys 

or central administrative health data. A limited number of studies have been undertaken on the prevalence of CVDs in 

Bangladesh.  One in every four Bangladeshi adults has elevated levels of CVDs risk, and males are at higher risk of 

being affected by CVDs (Hanif et al.,2021). In rural areas especially the youth are constantly addicted to smoking and 

drugs which if not controlled, it will cause an outbreak of heart attacks specially in younger population resulting in 

rocketed cost of evaluation, treatment and loss of working days – which in turn will affect the family, society and 

nation as a whole. particularly medical and economic consequences will be considerable for our country (Manjurul et 

al.,2020; Brandon 2012). Rural people of Bangladesh are unaware and vulnerable about health. As a result, they go to 

the village doctor (65% patients consulted Village Doctors and for 67% patients Village Doctors were the first line of 

care). Kobiraj, and so on when they are sick. Only if the disease is complicated, one goes to the doctor and is 

compelled to pay catastrophic expenses. As result they have to sell assets and property. In Bangladesh, the primary 

causes of catastrophic health expenditures have been recognized by Rahman et al. (2020) as certain chronic disorders 

as paralysis, liver disease, cardiac ailments, and tumours. The distribution of out-of-pocket expenses for healthcare in 

Bangladesh was shown to be pro-rich by Khan and Evans (2017). In homes with 10% threshold, 14.2% faced CHE; 

16.5% of the poorest and 9.2% of the richest households were affected. Because of OOP payments, the number of 

people living in poverty rose by 3.5%, with a higher prevalence of poverty in urban households. The study 

investigates the financial burden of cardiovascular diseases in rural Bangladesh, focusing on out-of-pocket 

expenditure and catastrophic health expenditure. The research found that households with cardiovascular diseases 

(CVDs) spent 4639.10 more on healthcare than non-CVDs, and were more likely to experience catastrophic health 

costs by using descriptive and inferential statistics like multilinear regression model. This highlights the need for 

public health improvement and budget savings, especially for vulnerable people in rural and urban areas. 

 

1.1     Objective of the study 

This study focused on out-of-pocket expenditure (OOPE) and catastrophic health expenditures in order to assess 

and investigate a comparative analysis of the financial burden of patients and households with cardiovascular 

diseases and non-CVDs (other diseases) in rural Bangladesh 

 

2.  Methods 

This is a quantitative and cross-sectional study. The data has been collected from rural areas in five districts in 

Bangladesh. Study populations and sample all respondents above 18 years of all sexes and professions who are 

affected and diagnosed with CVDs and non-CVDs for at least 1 year. CVD patients are considered outpatients, and 

inpatients who are admitted to hospitals have been included. In this study, the researcher has collected data from 400 

households with CVDs and non-CVDs. The period of data collection started in April and finished in August 2023. 

The data have collected face to face from households by researcher.  A detailed, well-structured questionnaire was 

designed to collect data from households with CVDs that was developed from the previous literature and based on the 

household income and expenditure survey in Bangladesh. Before starting the data collection period, a pilot survey 

was conducted to test for questionnaire practicality and acceptability, correct tool errors, and check for sampling 

procedure applicability. 
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2.1      Variables that explain 

2.1.1   Independent variables 

Based on survey data, the following explanatory variables were included in this study: the patients' age, gender, 

marital status, education, household's earning member, main earning member, religion, the number of earners, the size 

of the household, the residence's location and comorbidity status, frequency of visits to the doctor, year of suffering 

diseases. The age range of the patients was divided into four groups: "15 to 24 years," "25 to 54 years," "55 to 64 

years," and "65 and above years." The patients' sex was divided into "male" and "female" categories. The patients' 

marital status was categorized as "separated," "widow/widower," "married," "divorced," and "unmarried." 

Participants in the study recorded the patients' educational status, which was divided into five categories: "no formal 

education," "primary," "secondary," "higher secondary," and "tertiary." The patients took health care from "public,"  

"private,"  and “specialised hospitals,"  suffering from a variety of diseases. (Mohammad & Elkhidir 2020; Adeniji et 

al. 2022) found that post-medical service payment poverty is influenced by income, household size, higher education, 

and specific diagnoses. 

 

2.1.2  Outcome variables 

We created a set of metrics to evaluate healthcare spending that came from personal resources as well as 

catastrophic medical costs (at the patient and household levels of 10%, 25%, and 40%). Total out-of-pocket 

healthcare costs were calculated by adding up all of the monthly expenses incurred by a household for both 

direct and non-medical healthcare services, such as doctor visits, diagnostic or laboratory tests, medication, 

surgery, housing, food, transportation, and other incidentals. Copayments and deductible expenses were not 

included in these survey data categories because the households did not have health insurance. Rate of 

catastrophic health expenses (CHE); The assessment of CHE usually makes use of two well-established 

definitions. In two different methods (Wagstaff et al., 2018; Nguyen et al., 2023), the monthly OOP healthcare 

cost is divided by the monthly total household income. Another method divides the out-of-pocket healthcare 

expenditure by the overall household consumption minus food spending (Xu et al., 2003; Nguyen et al., 2023).  

To calculate the CHE for out-of-pocket expenses in Bangladesh, we employed both criteria in this study. To be 

considered in CHE estimate, there isn't a single accepted criteria, though. A 40% criterion of capacity to pay 

(CTP), or non-subsistence income, together with 10% and 25% thresholds of total household consumption 

expenditure (THCE) were employed in this investigation to calculate CHE in Bangladesh. An indication of CHE 

incidence for a household was determined if its OOPE was exceed 10%, 25%, and 40% of the THCE and CTP, 

respectively.  For each of the three criteria, two dummy variables were made, and they were recoded as "yes=1" 

if the household had more experience with CHE than the threshold or "no=0" otherwise. The total of all direct 

payments, including medical and non-medical, that families or patients make out of their own pockets to acquire 

inpatient healthcare services is known as out-of-pocket expenditure (OOPE). 

 

2.2      Statistical analysis 

After collecting data from the respondents, questionnaires have been sorted manually. The data have been arranged, 

coded, computed, and analysed using SPSS-25 and STATA-15. All the data in this study are not normally distributed 

(according to Kolmogorov-Smirnov and Shapiro-Wilk’s test of normality, p = 0.000) and have been executed. Most 

of the relevant statistical tests have been done at both significant levels (P < 0.05 and P < 0.01). Descriptive analyses 

of the mean, percentages, differences, ratios, and distribution of the variables were reported for patients and 

households who had out-of-pocket expenditure (OOPE) with CVDs and non-CVDs (other diseases). Differences 

between the two groups were assessed using a χ2 test for categorical variables and a t-test for continuous variables. A 

binary logistic and probit regression were invoked to identify factors associated with the adjusted odds, standard. 

error, and robust standard. error of having OOPE measured by catastrophic health expenditure (CHE) on healthcare 

services among patients and households with CVDs and non-CVDs. Adjusted odds ratios with corresponding 95% 

confidence intervals were calculated. In the multivariable regression models, we presented adjusted coefficient 

(Coef.), standard error (SE), p-values, and z values with 95% confidence intervals (CIs) for multifactorial effects in 

the model. 
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3.       Findings   

 

Table 3.1. Characteristics of the study participants 

 

Variables  CVDs 

n (%) 

Non-CVDs 

n (%) 

Gender   

Male 105(52.5) 90(45%) 

Female 95(47.5%) 110(55%) 

Age   

15-24 5(2.5) 1 (.5) 

25-54 103 (51.5) 101(50.5) 

55-64 51 (25.5) 55 (27.5) 

65+ 41 (20.5) 43 (21.5) 

Education   

No formal education 50 (25) 71(35.5) 

Primary 73 (36.5) 68(34) 

Secondary 47 (23.5) 46 (23) 

Higher secondary 12 (6) 7 (3.5) 

Tertiary 18 (9) 8 (4.0) 

Marital status    

Married 170 (85.0) 158 (79) 

Unmarried 9 (4.5) 9 (4.5) 

divorced 7 (3.5) 2(4.0) 

Widow/widower 13 (6.5) 29 (14.5) 

Separated 1(.5) 2 (1.0) 

Religion    

Islam 148 (74) 152 (76) 

Hindu 48 (24) 41 (20.5) 

Khristan 4 (2.0) 7 (3.5) 

Number of earners   

One 133(66.5) 145(72.5) 

Two 51 (25.5) 47 (23.5) 

Three and more 16 (8.0) 8 (4.0) 

Main earners of households   

Spouse 78 (39) 94 (47) 

Offspring 70 (35) 71 (35.5) 

Parents 3 (1.5) 7 (3.5) 

Patients 46 (23) 21 (10.5) 

others 3 (1.5) 7 (3.5) 
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Cont. 

Household size   

Less than 4 members 56 (28) 51 (25.5) 

4 to 6 114 (57) 117(58.5) 

More than 6 members 30 (15) 32(16) 

Districts of Residence   

Rajshahi 52 (26) 37(18.5) 

Bogura 31 (15.5) 41(20.5) 

Rangpur 28(14) 37(18.5) 

Dinajpur 54 (27) 44(22) 

Thakurgaon 35(17.5) 41 (20.5) 

Type of hospital   

Public 60 (30) 65 (32.5) 

Private 133 (66.5) 130 (65) 

specialized 7 (3.5) 5 (2.5) 

Household monthly income (BDT) 26373.04 18933.5 

Household monthly expenditure (BDT) 23595.96 15576.67 

Table 3.1 presents information on socio-demographic variables in relation to CVDs and non-CVDs. Let's analyse the 

data briefly: The data shows that there are 200 individuals in total. Among these, 105 are male (52.5%), and 95 are 

female (47.5%). In the context of CVDs, 52.5% of males and 55% of females do not have CVDs, making it a fairly 

balanced distribution.  The age distribution is quite evenly spread, with the majority falling in the 25–54 age group 

(51.5%). The age group with the fewest cases is 15–24 (1.5%). It's important to note that CVDs appear to be most 

prevalent in the 25-54 age group. Housewives and farmers make up a significant portion of the population (45% and 

20.8%, respectively). CVDs are fairly evenly distributed among various occupation types. The majority of the 

population falls under the "no formal education" and "primary" education categories. It appears that the incidence of 

CVDs is slightly higher among those who have "no formal education" compared to other education levels. Most of 

the population belongs to nuclear families (61.8%), with the rest being in joint families. The distribution of CVDs 

appears fairly similar in both types of families. The majority of individuals are married (82%), and the prevalence of 

CVDs is higher among the married population. Spouses and offspring are the primary earning members in many 

families. The data does not provide a significant difference in the prevalence of CVDs among these groups. 

Table 3.1 provides a comparative analysis of each category, such as the type of doctor, type of hospital, multiple 

diseases of patients, and total household income and expenditure, in a scientifically meaningful way. The data shows 

the distribution of patients among different types of doctors. The categories include cardiologist, medicine, village 

doctor, kobiraj, specialist on other diseases, and others. Cardiologists have the highest number of patients (136), 

followed by medicine doctors (186) for non-CVDs. Village doctors and Kobirajs have the least number of patients. 

This information can be used to assess the popularity or demand for different types of doctors in the community. This 

data categorises hospitals into public, private, and specialized. Private hospitals have the highest number of patients 

(263), followed by public hospitals (125). Specialised hospitals have the least number of patients. This indicates the 

utilization of different types of hospitals and suggests a preference for private hospitals. This data distinguishes 

patients based on whether they have multiple diseases or not. More patients (257) have multiple diseases, while fewer 

patients (143) have only one disease. This information is crucial for understanding the healthcare needs and 

challenges of managing patients with multiple health issues. The total monthly household income is 26,373.04 BDT, 

and the total household expenditure is 23,595.96 BDT. This data can be used to calculate the savings or disposable 
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income of households. In this case, the households have a savings of 2,777.08 BDT. The percentage of household 

expenditure relative to income can also be calculated to assess the financial health of the households. 

Table 3.2 Comparative out of pocket expenditure for health care of households (Last 90 days) 

Outcome variables CVDs  

n=200 

(Mean) 

non-CVDs 

n=200 

(Mean) 

Combined 

n=400 

(Mean) 

Diff. 

(mean) 

t-value 

Doctor fee 484.7 394.55 439.625 90.15 2.3630 

Laboratory cost 6135.8 3317.1 4726.45 2818.7 3.6569 

ICU 194.5 121.5 158 73 0.6311 

Per month medicine cost 2800.655 2476.05 2638.353 324.605 1.4275 

Surgery cost 6990 2055 4522.5 4935 1.4680 

Direct medical cost 16777.65 8384.2 12580.93 8393.455 2.3128 

      

Food cost 655.45 288.65 462.05 386.8 2.2467 

Transport cost  696.65 390.95 543.8 305.7 3.2518 

Housing cost  219 45 132 174 1.4169 

Miscellaneous cost 46 6 26 40 2.6682 

Direct non-medical cost 1759.3 746.6 1252.95 1012.7 2.7318 

      

Total cost of main patient 18536.96 9130.8 13833.88 9406.155 2.4241 

Health cost of family members 

(monthly) 

2377 1113.375 1745.188 1263.625 3.2580 

      

Households out of -pocket 

expenditure 

20913.96 10244.17 15579.07 10669.78 2.7384 

Table 3.2 presents a comparison of out-of-pocket expenditure for healthcare by households over the last 90 days, 

categorised into various variables for cardiovascular diseases (CVDs) and non-CVDs groups. Here's a statistical 

analysis of the data: direct medical cost; doctor fee; laboratory cost; surgery cost; and direct medical cost exhibit 

statistically significant differences between households with CVDs and non-CVDs, as indicated by their t-values 

(2.3630, 3.6569, 1.4680, and 2.3128, respectively). ICU and per-month medicine costs show no statistically 

significant difference between the two groups. Direct non-medical costs: food cost, transport cost, housing cost, 

miscellaneous cost, and direct non-medical cost display statistically significant discrepancies between 

households with CVDs and non-CVDs, with t-values of 2.2467, 3.2518, 1.4169, 2.6682, and 2.7318, 

respectively. 
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Table 3.3 Average monthly out of pocket expenditure of households 

Expenditure in BDT CVDs Non-CVDs Diff. 

mean 

t p 

Total direct medical expenditure 7459.65 4458.72 3000.92 2.40 0.0168 

Total direct non- medical expenditure 588.54 248.87 339.67 2.74 .0064 

      

out of pocket expenditure for Main patient 8075.47 4708.84 3366.62 2.52 0.0121 

Family members health expenditure 2377.00 1113.38 1263.62 3.25 0.0012 

Total out of pocket expenditure for 

households 

10461.90 5822.80 4639.10 3.33 0.0010 

 

Table 3.3 shows that the monthly total out-of-pocket expenditure for households affected by CVDs (mean = 

10461.90 BDT) is significantly higher than that for non-CVD households (mean = 5822.80 BDT). The 

difference in means is 4639.10 BDT with a t-value of 3.33, which is statistically significant at p = 0.0010. The 

data reveals that households dealing with cardiovascular diseases (CVDs) incur substantially higher out-of-

pocket expenses compared to non-CVD households. This includes both medical and non-medical costs. 

Specifically, CVD households spend significantly more on direct medical expenses, such as doctor fees and 

treatment costs, as well as on non-medical expenses like transportation and miscellaneous items. Moreover, the 

out-of-pocket expenditure for the main patient and the health needs of family members are notably higher in 

CVD households. Overall, these findings underscore the significant financial burden imposed by CVDs on 

affected households, emphasizing the urgent need for interventions to mitigate these economic challenges and 

improve access to healthcare services for vulnerable populations. 

 

Table 3.4 Catastrophic health expenditure of both patients and households (last month) 

Level of threshold 

 

 

 

CVDs  

(Experience with CHE)  

n (%) 

Non-CVDs  

(Experience with CHE)  

n (%) 

Yes  No Yes No 

Based on budget share approach 

at 10% for patient 112 (87.50)       16 (12.50)        127 (63.50)       73 (36.50)        

at 10% for household 181 (90.50)       19 (9.50)         149 (74.50)       51 (25.50)        

Based on budget share approach 

at 25% for patient 138 (69.00)       62 (31.00)        66 (33.00)       134 (67.00)        

at 25% for household 150 (75.00)       50 (25.00)        86 (43.00)       114 (57.00) 

Based on capacity to pay (CTP) 

at 40% for patient 133 (66.50)       67 (33.50)        78 (39.00)       122 (61.00)        

at 40% for household 155 (77.50)       45 (22.50) 93(46.50)       107 (53.50)        
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Table 3.5 Factors associated with CHE due to the health care expenditure of main patients 

 CVDs Non-CVDs 

variables CHE using 10% 

of (TE) AOR 

(95%CI)-based 

on budget share 

 

CHE using 

25% of (TE) 

AOR (95% 

CI)-based on 

budget share 

CHE using 

40% of (TE) 

AOR (95% 

CI)-based on 

capacity to 

pay 

CHE using 

10% of (TE) 

AOR (95% 

CI)-based on 

budget share 

 

CHE using 

25% of (TE) 

AOR 

(95%CI)-

based on 

budget share 

CHE using 40% 

of (TE) AOR 

(95% CI)-based 

on capacity to 

pay 

district 1.15 

(0.79,1.68) 

1.78 

(1.37,2.33) 

1.45 

(1.11,1.90) 

1.35 

(1.07 ,1.71) 

1.32 

(1.03,1.70) 

1.26 

(1.00,1.57) 

sex 1.36 

(0.34,5.25) 

2.25 

(0.81,6.21) 

1.46 

(.53,4.00) 

0.58 

(0.27 ,1.24) 

0.44 

(0.19,1.01) 

0.62 

(.29, 1.33) 

Age group 1.29 

(0.67,2.47) 

1.06 

(0.67 ,1.66) 

0.59 

(.37 ,0.95) 

0.85 

(0.52,1.37) 

0.50 

(0.28,0.88) 

0.72 

(.44,1.17) 

occupation 1.13 

(0.87,1.47) 

1.16 

(0.95, 1.43) 

.94 

(.76, 1.15) 

1.06 

(0.91,1.23) 

0.83 

(0.70,0.98) 

0.95 

(.82,1.10) 

education 0.91 

(0.62,1.33) 

0.88 

(0.67 ,1.16) 

.76 

(.56,1.04) 

0.79 

(0.57,1.10) 

0.81 

(0.57, 1.16) 

.82 

(.59,1.14) 

religion 0.59 

(0.25,1.39) 

0.66 

(0.35 ,1.25) 

1.23 

(.63,2.42) 

0.65 

(0.35,1.23) 

0.54 

(0.26,1.13) 

.80 

(.42,1.51) 

Marital status 2.63 

(0.77,8.94) 

1.11 

(0.64 ,1.92) 

0.82 

(.46,1.46) 

1.35 

(0.86,2.10) 

1.28 

(0.82,2.00) 

0.95 

(.62,1.46) 

Household size 1.53 

(0.64,3.60) 

0.71 

(0.40, 1.25) 

0.83 

(.47,1.46) 

0.89 

(0.56,1.41) 

1.48 

(0.91,2.40) 

1.16 

(.74,1.82) 

Earning member 0.72 

(0.30,1.68) 

0.86 

(0.47,1.56) 

0.37 

(.20,.68) 

1.10 

(0.61,1.97) 

1.18 

(0.65,2.13) 

1.01 

(.58,1.77) 

Main earning 

member 

0.88 

(0.55,1.40) 

0.95 

(0.68, 1.32) 

1.29 

(.90,1.83) 

1.07 

(0.78,1.47) 

0.89 

(0.64,1.25) 

0.93 

(.69,1.26) 

Type of hospital 1.20 

(0.49, 2.92) 

0.89 

(0.54,1.47) 

.46 

(.23, 0.89) 

0.72 

(0.40,1.29) 

.98 

(0.53,1.80) 

0.93 

(.54,1.62) 

Freq. to visit doctor 0.96 

(0.86,1.07) 

0.97 

(0.89 ,1.06) 

1.18 

(1.01, 1.38) 

1.06 

(0.98,1.15) 

1.05 

(0.98,1.12) 

1.05 

(.98,1.11) 

Disease suffering 

year 

0.96 

(0.88,1.04) 

1.01 

(0.95,1.08) 

.98 

(.92,1.05) 

1.02 

(0.96,1.08) 

1.02 

(0.96,1.08) 

0.99 

(.94,1.05) 

cons 0.45 

(0.01,19.61) 

0.74 

(0.04,11.47) 

69.39 

(2.98, 

1613.07) 

1.60 

(0.09,25.69) 

1.64 

(0.18,73.13) 

1.02 

(.13,29.47) 

N.obs 200 200 200 199 199 199 

LR chi2(13) 10.76 29.08 47.92 24.00 30.61 14.00 

Prob>chi2 0.6307 0.0048 0.0000 0.0311 0.0038 0.3740 

PseudoR2 0.0777 0.1208 0.1879 0.0921 0.1210 0.0525 
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For each district, there are differences in the odds ratios according to the various TE levels. For instance, in the 

case of CVDs, the district's odds ratio (OR) is 1.15 (95% CI: 0.79–1.68) when 10% of TE is used based on 

budget share; this suggests a weak but not statistically significant link with catastrophic health spending (p = 

0.6307). But the odds ratios also rise with increasing TE to 25% and 40%, respectively, to 1.78 (95% CI: 1.37–

2.33) and 1.45 (95% CI: 1.11–1.90), which are both statistically significant (p = 0.0048, p = 0.0000). According 

to this, there may be significant district-specific differences in the probability of catastrophic health expenses, 

with higher TE being linked with greater chances of developing CHE.  

With regard to CVDs, odds ratios for sex are generally greater in men over a range of TE levels, although the 

broad confidence intervals suggest ambiguity. The OR, for example, is 1.36 (95% CI: 0.34-5.25) at 10% of TE 

and 2.25 (95% CI: 0.81-6.21) at 40% of TE. These correlations, however, do not meet statistical significance (p 

> 0.05). Similar trends are seen for non-CVDs, although the odds ratios and confidence intervals are typically 

smaller. 

With advancing age, the chance ratios for both CVDs and non-CVDs typically decline for each age group. In 

terms of CVDs, for instance, the OR at 10% of TE for the oldest age group is 1.29 (95% CI: 0.67–2.47), while 

the OR for the youngest age group is 0.59 (95% CI: 0.37–0.95). The statistical significance of these correlations 

is p<0.05, with the exception of a few examples where there is doubt indicated by large confidence 

ranges.Variables like occupation and education have weak associations with catastrophic health expenditure, 

while marital status and disease-suffering years have minimal associations. Higher education levels are 

associated with slightly lower odds of catastrophic health expenditure, while widowed individuals have the 

highest odds ratios. 

 

Table 3.6 Factors associated with CHE due to the health care expenditure of households (by logistic regression 

with robust std. err) 

 CVDs Non-CVDs 

variables CHE using 

10% of (TE) 

AOR (95%CI) 

P -value, BS 

 

CHE using 25% 

of (TE) AOR 

(95% CI) p- 

value, BS 

CHE using 40% 

of (TE) AOR 

(95% CI) p- 

value, based on 

CTP 

CHE using 10% 

of (TE) AOR 

(95% CI) p-

value, based on 

BS 

 

CHE using 25% 

of (TE) AOR 

(95% CI) p- 

value, based on 

BS  

CHE using 40% 

of (TE) AOR 

(95% CI) p- 

value, based on 

CTP 

district 1.11 

(.74,1.67) 

0.583 

1.56 (1.20,2.03) 

0.001      

1.26 

(.94,1.69) 

0.113 

1.28 

(1.01,1.62)   

0.035      

1.28  

(1.01,1.63)  

0.040      

1.26    

(1.01,1.59) 

 0.039      

sex 1.31  

(.41, 4.21)  

0.641 

2.96 (1.05,8.35) 

0.040       

1.23 

(.41, 3.64) 

0.708 

.75  (.33,1.67)      

0.488      

.38   

 (.18, .83)  

0.016      

.55    

(.26,1.17) 

 0.121      

Age group 1.50  

(.71, 3.16)  

0.279 

  .87  

(.54,1.40) 0.582      

.83 

(.48,1.43) 

0.514 

1.14 (.69,1.89)      

0.594      

.71    

(.43, 1.19) 

 0.202      

.85  

 (.53, 1.38)  

0.533      

occupation .83  

(.61, 1.12) 

0.234 

1.17  

(.97,1.41) 0.100      

.96 

(.80, 1.15) 

0.691 

1.04  (.90,1.20)     

0.561      

.85  

(.73,1.00) 

 0.056       

.95    

 (.82,1.10) 

.534      

education 1.23   

(.73, 2.08)  

0.428 

1.00  

(.74,1.36) 0.950      

.71 

(.50, .99) 

0.047 

1.11  (.77,1.60)    

0.545      

83  

(.60,1.16) 

 0.295       

.84   

(.61,1.16) 

 0.312      

religion .58  

(.27, 1.22)  

0.155 

.63  

(.35,1.12) 0.118      

.92 

(.49,1.72) 

0.810 

.96 

 (.48,1.94)       

0.929      

.65  

(.34, 1.25) 

 0.203      

1.09  

 (.57, 2.10) 

 0.786      
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Marital status 4.43 

(1.32,14.91) 

0.016 

1.27  

(.73,2.21) 0.382      

.74 

(.42, 1.32) 

0.316 

1.39 (.87,2.23)      

0.162      

1.16 

 (.78,1.72) 

 0.440      

.96    

(.65,1.41) 

 0.836      

Household size 2.01  

(.88, 4.58)  

0.095 

.76  

(.43,1.35) 0.360      

.56 

(.28, 1.10) 

0.095 

.84   

(.53, 1.34)     

0.483      

1.04  

(.64,1.67) 

 0.871       

1.07 

 (.68,1.68) 

 0.769      

Earning member .518  

(.22, 1.19)  

0.123 

.85  

(.48,1.49) 0.581      

.53 

(.28,1.02) 

0.058 

1.05  

(.59, 1.87)        

0.851      

1.32  

(.77,2.26) 

 0.312      

1.13    

 (.68,1.89) 

 0.618      

Main earning 

member 

.71  

(.46, 1.11) 

0.137 

.95  

(.67,1.34) 0.775      

1.46 

(.99 ,2.14) 

0.053 

1.03 (.75,1.42)       

0.816      

.86  

(.64,1.15) 

 0.314      

.92   

 (.68, 1.23) 

 0.592       

Type of hospital 1.22  

(.43, 3.47)  

0.702 

.97  

(.60,1.58) 0.916      

.62 

(.36,1.08) 

0.096 

.69  (.38,1.25)       

0.232 

.90 

 (.53, 1.52) 

 0.718      

1.22   

 (.69,2.14) 

 0.480      

Freq. to visit 

doctor 

.99  

(.86, 1.14)  

0.943 

.97  

(.89,1.06) 0.648       

1.35 

(1.07,1.70) 

0.011 

1.05 (.99,1.12)    

0.073 

1.08 

 (1.02,1.14) 

 0.007      

1.09    

(1.03,1.16) 

 0.002      

Disease suffering 

year 

.95  

(.87,1.05)  

0.374 

.98  

(.93,1.05) 0.731      

.96 

(.90,1.03) 

0.354 

1.00 (.95,1.06)   

0.720 

 

.99  

(.94,1.05) 

 0.941      

.99    

 (.94, 1.05) 

 0.874       

cons 1.04 

 (.02,48.49) 

0.980 

1.16 (.09,13.85) 

0.902      

56.87 (2.79 

,1157.53) 0.009 

.77                

(.05, 11.80)         

0.854       

4.14  

(.24, 69.71) 

 0.324        

.67  

(.04 ,9.24) 

 0.769      

wald chi2(13) 16.00 19.01 38.21 11.79 22.86 17.59 

Prob>chi2 0.2490 0.1229 0.0003 0.5446 0.0433 0.1737 

PseudoR2 0.1147 0.0915 0.1790 0.0498 0.0953 0.0668 

(TE = total expenditure, AOR = Adjusted odd ratio, BS = Budget share approach, CTP = Capacity to pay) 

Households in particular districts are 1.28 times more likely to have CHE than households in other districts (p = 

0.035), according to Table 3.6. Yet, the CHE probability for CVDs is not greatly impacted by residential 

neighbourhood. There is an increased odds ratio of 4.43 (p = 0.016) and 2.01 (p = 0.095) for experiencing CHE, 

respectively, for married people and larger households with CVDs. The probabilities of CHE for non-CVD 

households are marginally correlated with more frequent doctor visits (p = 0.073), but this correlation is not 

statistically significant for CVD households at the 10% threshold of total household income. With regard to 

CVDs, the model explains a little bit more variation. Living in particular districts has a considerable impact on 

the likelihood of CHE at the 25% level for both CVDs and Non-CVDs. In a given district, the odds of CHE are 

1.56 times higher for households with CVDs (p = 0.001) and 1.28 times higher for non-CVD households (p = 

0.040). The risk of CHE varies significantly depending on a person's sex. Males have 2.96 times greater odds of 

CHE than females for CVDs (p = 0.040), whereas females have 0.38 times higher odds than males for non-

CVDs (p = 0.016). There is no significant correlation for CVDs, but more frequent medical visits are linked to 

increased risks of CHE for non-CVDs (odds ratio of 1.08, p = 0.007). 

CHE based on the CTP of the household with CVDs, utilising 40% of (TE) AOR (95% CI) p-value. When all 

other factors are held constant, there is a statistically significant correlation (p = 0.039) between education, 

household size, earning member, primary earning member, district, type of hospital, and frequency of doctor 

visits. Districts are the only non-CVDs that are not noteworthy. 
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Table 3.7 Factors associated with CHE due to the health care expenditure of households ( by probit regression 

with robust std. error)  

 CVDs Non-CVDs 

Variables CHE using 

10% of (TE) 

coef., robust 

std. err, z, 

P -value, BS 

 

CHE using 25% 

of (TE) coef. 

,robust std. err, 

z, 

P -value, BS 

 

CHE using 40% 

of (TE) coef., 

robust std. err, 

z, 

P -value, BS 

based on CTP 

CHE using 10% 

of coef. ,robust 

std. err, z, 

P -value, BS 

 

CHE using 25% 

of (TE) coef. 

,robust std. err, 

z, 

P -value, BS 

based on BS  

CHE using 

40% of (TE) 

coef. ,robust 

std. err, z, 

P -value,  

based on CTP 

district .047, 

.099 

,0.48, 

0.629 

.264 

.075 

3.50 

0.000 

.138 

.081 

1.70 

0.090 

.153 

.070 

2.16   

 0.031 

.153 

.072 

2.12 

0.034 

.147 

.069 

2.11  

  0.035 

sex .075, 

.306 , 

0.25, 

0.806 

.627, 

.302, 

2.08 , 

0.038 

.147 

.309 

0.48 

0.634 

-.158 

.239 

-0.66   

 0.507 

-.572 

.235 

-2.43 

0.015 

-.363 

.232 

-1.56  

  0.118 

Age group .220, 

.191, 

1.15, 

0.251 

-.082 

.139 

-0.59 

0.556 

-.122 

.154 

-0.79 

0.427 

.082 

.150    

  0.55    

0.584 

-.194 

.152 

-1.28 

0.202 

-.089 

.147 

-0.60   0.545 

occupation -.099, 

.076, 

-1.29 

0.196 

.092 

.056 

1.63 

0.103 

-.018 

.054 

-0.33 

0.741 

.025 

.044    

  0.57   

 0.572 

-.093 

.047 

-1.96 

0.050 

-.028 

.045 

-0.63   0.528 

education .100, 

.122, 

0.81 

0.415 

.004 

.087 

0.05 

0.958 

-.207 

.095 

-2.16 

0.031 

.065 

.106    

  0.62  

  0.538 

-.107 

.101 

-1.06 

0.288 

-.102 

.099 

-1.03   0.303 

religion -.308, 

.205, 

-1.50 ,  0.133 

-.287 

.178 

-1.61 

0.106 

-.038 

.184 

-0.21 

0.836 

-.031 

.204   

  -0.15   

 0.878 

-.253 

.199 

-1.27 

0.203 

.055 

.198    

  0.28 

0.781 

Marital status .812, 

.326, 

2.49 

0.013 

.1460 

.159 

0.91 

0.361 

-.164 

.172 

-0.96 

0.339 

.196 

.136    

  1.44   

 0.151 

.092 

.122 

0.76 

0.449 

-.024 

.121 

-0.20   0.840 

Household size .368, 

.210, 

1.75 

0.080 

-.162 

.169 

-0.96 

0.338 

-.337 

.189 

-1.78 

0.075 

-.101 

.141 

-0.72  

  0.470 

.032 

.144 

0.22 

0.824 

.042 

.140 

0.30   

 0.764 

Earning member -.352, 

.208, 

-1.69 

,0.091 

-.090 

.170 

-0.53 

0.597 

-.381 

.183 

-2.08 

0.038 

.034 

.176   

   0.19  

  0.846 

.168 

.171 

0.98 

0.326 

.079 

.165 

0.48   

 0.630 
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Main earning member -.176, 

.114, 

-1.54, 

0.125 

-.030 

.101 

-0.30 

0.763 

.233 

.110 

2.13 

0.033 

.023 

.095   

   0.25  

  0.803 

-.094 

.090 

-1.04 

0.297 

-.052 

.091 

-0.58 

0.565 

Type of hospital .118, 

.246, 

0.48 

0.631 

-.020 

.149 

-0.14 

0.892 

-.280 

.164 

-1.71 

0.088 

-.209          .177                  

-1.18         0.238 

-.060 

.162 

-0.37 

0.708 

.125 

.173 

0.72    

0.469 

Freq. to visit doctor -.003, 

.034, 

-0.11, 

0.909 

-.013  

.026  

-0.52 

0.602 

.169, 

.060  

2.79 

0.005 

.034           .018           

1.84          0.065 

.048 

.017 

2.70 

0.007 

.057 

.017 

3.19  

  0.001 

Disease suffering year -.021, 

.023, 

-0.91, 

0.365 

-.004 

.018 

-0.27 

0.789 

-.017 

.019 

-0.90 

0.368 

.005 

.016            0.36          

0.718 

-.001 

.017 

-0.10 

0.924 

-.003 

.017 

-0.18   0.854 

cons .183, 

1.03, 

0.18 , 

0.859 

.158 

.764 

0.21 

0.836 

2.408 

.878 

2.74 

0.006 

-.137          .823 

-0.17         0.867 

.839 

.858 

0.98 

0.328 

-.253 

.817 

-0.31   0.757 

number 200 200 200 199 199 199 

Wald chi2(13) 16.56 20.53 43.07 12.62 25.23 19.17 

Chi2 0.2203 0.0827 0.000 0.4778 0.0215 0.1178 

Pseudo R^2 0.1191 0.0918 0.1836 0.0511 0.0957 0.0673 

 

Districts did not have a statistically significant correlation with CVDs (p = 0.629). District is statistically 

significant (p = 0.031) for non-CVDs, suggesting that some districts may be more likely than others to 

experience non-CVDs. Marital status is statistically significant for both CVDs and non-CVDs (p = 0.013 for 

CVDs and p = 0.151 for non-CVDs), indicating that people with particular marital statuses may be more likely 

to suffer from both kinds of diseases. Household size and CVDs do not statistically significantly correlate (p = 

0.080). Household size also did not exhibit a statistically significant correlation for non-CVDs (p = 0.470). 

Regarding CVDs, there is no statistically significant correlation observed among earning members (p = 0.091). 

Similarly, earning members do not exhibit a statistically significant connection with non-CVDs (p = 0.846). The 

frequency of doctor visits for both CVDs and non-CVDs does not show a statistically significant association (p 

= 0.909 for CVDs and p = 0.065 for non-CVDs). The district appears to have a statistically significant 

association with CVDs, as indicated by the coefficient for CVDs, which is 0.264 with a robust standard error of 

0.075, yielding a z-value of 3.50 and a significant p-value of 0.000. 

With a robust standard error of 0.302 and a coefficient of 0.627 for CVDs, the z-value is 2.08 and the p-value is 

0.038. This suggests a strong correlation between sex and cardiovascular diseases. With a robust standard error 

of 0.235 and a coefficient of -0.572 for non-CVDs, the resulting z-value is -2.43 and the p-value is 0.015. Once 

more, a noteworthy correlation is noted; however, in this instance, it is adverse. There are notable correlations 

between sex and both CVDs and non-CVDs, although the strength of the relationships varies. There appears to 

be a strong correlation between occupation and non-CVDs, but not with CVDs. In the case of CVDs, the z-value 

is -0.52, and the non-significant p-value is 0.602. The coefficient is -0.013, with a robust standard error of 0.026. 

Regarding non-CVDs, the z-value is 2.70 and the significant p-value is 0.007. The coefficient is 0.048, with a 

robust standard error of 0.017. Going to the doctor frequently appears to be strongly correlated with non-CVDs 

but not with CVDs. 
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The district's coefficient for CVDs is 0.138, and its p-value is 0.090, indicating moderate significance. With a 

lower p-value of 0.035 and a slightly higher coefficient of 0.147 for non-CVDs, these conditions are more 

significant than CVDs. Education negatively affects CVDs more than non-CVDs (-0.102), by a margin of -

0.207. When it comes to CVDs, the education impact's p-value is 0.031, which indicates importance, while for 

non-CVDs, it is 0.303, which indicates less significance. The size of a household affects non-CVDs positively 

(0.042) but negatively (-0.337) on CVDs. Nevertheless, since each of these effects had p-values greater than 

0.05, none of them are statistically significant. With a p-value of 0.038, having an earning member has a 

substantial negative influence on CVDs (-0.381), but not on non-CVDs (0.079, p-value = 0.630). It is 

noteworthy that there is a positive correlation between being the primary earner and CVDs (0.233, p-value = 

0.033) but not between non-CVDs (-0.052, p-value = 0.565). As seen by the comparatively large p-values for 

both groups, hospital type had no discernible effect on CVDs or non-CVDs. As opposed to non-CVDs (0.057), 

the frequency of doctor visits has a higher favourable influence on CVDs (0.169), and this impact is statistically 

significant for both groups (p-values are 0.005 and 0.001, respectively). 

Overall, the analysis reveals that some variables, like the frequency of doctor visits, have consistent impacts on 

both CVDs and non-CVDs, but that the significance and direction of effects for other variables, like education, 

earning member status, and main earning member status, differ noticeably. This suggests that there may be 

differences between the factors impacting CVDs and non-CVDs. 

 

4.      Policy Implications  

The study emphasizes the need for targeted interventions and policy measures to alleviate economic hardships 

faced by rural households, particularly those affected by cardiovascular diseases. It advocates for a holistic 

approach to mitigate catastrophic health expenditures and enhance health outcomes. From this research, all 

researchers, doctors, and policy makers could be benefited and get an insight about the area which would help to 

take necessary steps for improving public health and save govt. budget for health sectors especially for 

protection of interest of all vulnerable people in both rural and urban households. The findings of this research 

will open further research opportunity on this issue. 

 

5.     Conclusion  

The study reveals that households with cardiovascular diseases (CVDs) incur significantly higher out-of-pocket 

healthcare expenditure compared to non-CVD households, including direct medical and non-medical costs. This 

financial burden is particularly pronounced for patients and households, emphasizing the need for interventions. 

Cardiovascular disease patients are more likely to experience catastrophic health expenditure (CHE), indicating 

higher vulnerability. Adjusting CHE thresholds and prioritizing budget allocation strategies can help mitigate 

CHE burden, suggesting policymakers should consider these approaches. It reveals that households in specific 

districts are 1.28 times more likely to have CHE than those in other districts. The odds ratios for CHE vary 

depending on the total expenditure level, with men generally having greater odds ratios for CVDs. Factors like 

occupation and education have weak associations with CHE. Married people and larger households with CVDs 

have higher odds of experiencing CHE. The study found no significant correlation between districts and 

cardiovascular diseases (CVDs), but non-CVDs were more common in some districts. Marital status was 

significant for both types of diseases. Household size and doctor visits did not show significant associations. 

However, sex, occupation, and frequent doctor visits had notable impacts. Education negatively affected CVDs, 

while household size positively affected non-CVDs but negatively. 

(This article is the part of PhD dissertation) 
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e½eÜzi Dbœqb `k©b I cÖ‡qvM 

Bangabandhu’s Development Philosophy and Its Implementation 

 

†gvt †gvi‡k` †nv‡mb 
* 

Md. Morshed Hossain 

 

mvims‡ÿc  e½eÜzi Dbœqb `k©‡bi g~j K_v n‡jv ¯̂vaxbZv AR©‡bi gva¨‡g A_©‰bwZK gyw³ AR©b| ZvB 1947 n‡Z 1971 ch©šÍ 

evsjv‡`‡ki Afy¨`‡qi †h cUf‚wg Zv‡Z mev©waK `ÿZv I mdjZvi mv‡_ c`PviYv GKgvÎ e½eÜzi, m‡e©vcwi ¯̂vaxb-mve©‡fŠg 

evsjv‡`‡ki gnvb ’̄cwZ| ¯̂vaxbZv AR©‡bi GB ‡h msMÖvg Zv †hgb wQj ivR‰bwZK ¯̂vaxbZvi Rb¨, †Zgwb Zv wQj A_©‰bwZK 

gyw³i Rb¨| e½eÜz Dbœqb `k©‡bi me‡P‡q ¸iæZ¡c~Y©  welq n‡jv cwðg cvwKšÍvb I c~e©- cvwK Í̄v‡bi A_©‰bwZK ˆelg¨ Zz‡j aiv|  

g~jZ GB A_©‰bwZK ˆelg¨ ev `y -A_©bxwZ ZË¡ Qq `dvi wfwË| ỳB AÂ‡j ¯̂- ¯̂ D‡`¨‡M wkívqb, gy ª̀vbxwZ, ˆe‡`wkK gy`ªvbxwZ, 

my‡`i nvi bxwZmn Ggb wKQz `vwe GB Qq `dvq hy³ K‡iwQ‡jb wZwb, hv Kvh©Z c~e© evsjvi ¯̂vaxbZvi `vwei ch©v‡qB c‡o| ¯̂vaxb 

evsjv‡`k n‡e Õ†mvbvi evsjvÕ, ¯̂cœ wQj e½eÜzi|  e½eÜzi Dbœqb `k©‡bi g~j K_v n‡jv †`‡ki m¤ú`, †`‡ki cyuywR, †`‡ki 

mvgvwRK cyuwR e¨envi K‡iB †`‡ki Dbœqb m¤¢e| e½eÜyi Dbœqb `k©‡bi cÖKvk i‡q‡Q evsjv‡`‡ki cÖ_g cÂevwl©Kx cwiKíbv 

(1973-78) Gi `wj‡j| G cwiKíbvi g~j w`K wb‡ ©̀kbvi welq wQj fwel¨‡Zi evsjv‡`k- ˆelg¨nxb, RbKj¨vbKi, mg„×, 

DbœZ, cªMwZev`x GK Av‡jvwKZ evsjv‡`k| e½eÜzi Dbœqb `k©‡b MÖvgxb Dbœqb I K…wli ¸iæZ¡ A‡bK| e½eÜzi Dbœqb `k©‡b 

wkÿv‡K KL‡bv e¨q wnmv‡e MY¨ K‡ibwb, MY¨ K‡i‡Qb Dbœq‡b m‡e©vrK…ó wewb‡qvM wn‡m‡e|  m¤ú‡`i myôz I mge›U‡bi w`‡K 

e½eÜzi bRi memgqB wQj| e½eÜzi Dbœqb `k©‡b RbMb m¤ú„³Zv K_v evi evi D‡V G‡m‡Q| e½eÜzi wewfbœ e³‡e¨ mvgvwRK 

cyuwRi  e¨env‡ii cÖmsM G‡m‡Q| wKš‘ e½eÜz 1972 mv‡ji 12 Rvbyqvwi evsjv‡`‡ki cÖavbgš¿xi `vwqZ¡ MÖnY K‡iB Zvui Dbœqb `k©b 

ev Í̄evqb ïiæ K‡ib| hy×weaŸ Í̄ †`‡k gyw³hy‡×i cÖ_g eQ‡iB (1972 mv‡j) AMÖvwaKvi wfwË‡Z A_©‰bwZK I mvgvwRK bvbv 

c`‡ÿc wb‡qwQ‡jb|  hy×weaŸ Í̄ K…wlLvZ‡K cybiæ¾xweZ Ki‡Z e½eÜz †hme ev Í̄ewfwËK mg‡qvc‡hvMx c`‡ÿc MÖnY K‡ib| 

wkívqb‡K ÕwW‡i¸‡jUÕ Kivi cÖwµqv ïiæ nq, d‡j cieZ©x‡Z e¨w³LvZ wkívq‡bi g~j PvwjKvkw³‡Z Avwef©yZ nq| G cÖe‡Ü 

g~jZ: e½eÜzi Dbœqb `k©bB evsjv‡`‡ki Dbœq‡bi g~j wfwË, evsjv‡`‡ki Dbœq‡bi c_ Pjv—G welqwU †`Lv‡bv n‡q‡Q|    

 

1.   e½eÜzi Dbœqb `k©b 

Òe½eÜzi Dbœqb `k©bÓ n‡jv RvwZi wcZv e½eÜz †kL gywReyi ingv‡bi A_©‰bwZK I mvgvwRK `„wófw½| hw`I  e½eÜzi Rxeb `k©b, 

ivóªwPšÍv, mgvR fvebv, ivR‰bwZK `k©b, Dbœqb `k©b Avjv`v K‡i †`Lv KóKi, Kvib meB n‡jv ci¯úi m¤úwK©Z GK mgMÖK iƒc | 

e½eÜzi Dbœqb `k©b MYgvby‡li ¯^v_©- Kj¨vY- mg„w×i j‡ÿ¨ Zvi Av‡›`vjb- msMÖv‡gi dmj| Gi g~jbxwZ-wfwË n‡jv ˆelg¨nxb 

A_©bxwZ I Amv¤úª`vwqK Av‡jvwKZ gvby‡li mg„× mgvR I ivóª wewbgv©Y| e½eÜzi Dbœqb `k©b GKw`‡b M‡o D‡Vwb| my`xN© jovB- 

msMÖv‡gi ga¨ w`‡q M‡o D‡VwQj e½eÜzi Rxeb `k©b, hvi avivevwnKZvq M‡o D‡VwQj ivR‰bwZK `k©b Ges Zvi Awe‡”Q`¨ Ask 

wnmv‡e M‡o D‡V‡Q A_©‰bwZK I mvgvwRK Dbœqb `k©b| G Dbœqb `k©‡bi wbqvgK wnmv‡e KvR K‡i‡Q we‡k^i bvbv HwZnvwmK 

ivR‰bwZK I A_©‰bwZK ‡cÖÿvcU| 1917 mv‡ji iæk wecøe n‡Z ïiæ K‡i 1940- 50 Gi `k‡K mgvRZvwš¿K Pxbv wecøe, 1960 G 

`k‡K Z…Zxq we‡k^ mv¤ªvR¨ev`x AvMÖvmb I mv¤ªvR¨ we‡ivax Av‡›`vjb †hgb cvbvgv, BKz‡qWi, wbKviv¸qvq gvwK©b AvMÖvmb, wKDevi 

wecøe I wecøex †P ¸‡qfvivi nZ¨v, wf‡qZbvg hy× I wek^e¨vcx gvwK©b mv¤ªvR¨ev‡`i AvMÖvmb we‡ivax Av‡›`vjb, wØ-RvwZZ‡Ë¡i wfwË‡Z 

m„ó cvwK¯Ívb iv‡óªi AmviZv Ges c~e© cvwK¯Ívb‡K cwðg cvwK¯Ív‡bi †kvlb- wbh©vZbmn `yB A_©bxwZ (Two Economy)  m„wói gva¨‡g 

c~e©- cvwK¯Ív‡bi Dbœq‡b wPi¯’vqx cÖwZeÜKZv m„wó- meB wQj e½eÜzi Dbœqb `k©‡bi cUf‚wg| 

e½eÜzi Dbœqb `k©‡bi g~j K_v n‡jv ¯^vaxbZv AR©‡bi gva¨‡g A_©‰bwZK gyw³ AR©b| ZvB 1947 n‡Z 1971 ch©šÍ evsjv‡`‡ki 

Afy¨`‡qi †h cUf‚wg Zv‡Z mev©waK `ÿZv I mdjZvi mv‡_ c`PviYv GKgvÎ e½eÜzi, m‡e©vcwi ¯^vaxb-mve©‡fŠg evsjv‡`‡ki gnvb 

¯’cwZ| ¯^vaxbZv AR©‡bi GB ‡h msMÖvg Zv †hgb wQj ivR‰bwZK ¯^vaxbZvi Rb¨, †Zgwb Zv wQj A_©‰bwZK gyw³i Rb¨| e½eÜz Dbœqb 

`k©‡bi me‡P‡q ¸iæZ¡c~Y©  welq n‡jv cwðg cvwKšÍvb I c~e©- cvwK¯Ív‡bi A_©‰bwZK ˆelg¨ Zz‡j aiv|  g~jZ GB A_©‰bwZK ˆelg¨ ev 

`y -A_©bxwZ ZË¡ Qq `dvi wfwË| ỳB AÂ‡j ¯^- ¯^ D‡`¨‡M wkívqb, gy`ªvbxwZ, ˆe‡`wkK gy`ªvbxwZ, my‡`i nvi bxwZmn Ggb wKQz `vwe 

GB Qq `dvq hy³ K‡iwQ‡jb wZwb, hv Kvh©Z c~e© evsjvi ¯^vaxbZvi `vwei ch©v‡qB c‡o|     

                                                      
*       Aa¨vcK,  A_©bxwZ wefvM,  †eMg †iv‡Kqv wek̂we`¨vjq, iscyi| B-†gBj: drmorshed@brur.ac.bd 
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¯^vaxb evsjv‡`k n‡e Õ†mvbvi evsjvÕ, ¯^cœ wQj e½eÜzi| e½eÜzi Dbœqb `k©‡b Ò‡mvbvi evsjvÓ wQj GKwU iƒcKí (Vision)|  GwU 

†Kvb wg_ bq | ÒiƒcKí- 2021ÓI ÒiƒcKí-2041Ó Gi g‡ZvB GwU iƒcKí| Aóg cÂevwl©Kx cwiKíbvq (RyjvB 2020-Ryb 2025) 

ZvB ¯úóZ: ejv n‡q‡Q, ÒThe father of the nation Bangabandhu Sheikh Mujibur Rahman soon after 

assuming the power initiated massive programmes for rebuilding the war-torn economy in a planned 

manner. Under his visionary and prudent leadership, the First Five Year Plan (1973-78) was formulated 

to guide the transformation of the country into ‘Sonar Bangla’, free of poverty, hunger and corruption 

along with rapid income growth and shared prosperity.”  

e½eÜzi Dbœqb `k©‡bi Av‡iKwU g~j K_v n‡jv Ò‡`kR Dbœqb `k©bÓ, A_©vr †`‡ki m¤ú`, †`‡ki cyuywR, †`‡ki mvgvwRK cyuwR e¨envi 

K‡iB †`‡ki Dbœqb m¤¢e| e½eÜzi  Dbœqb `k©b cÖKvk K‡i evsjv‡`‡ki msweav‡bi wewfbœ Aby‡”Q`| †hgb- (1) cÖRvZ‡š¿i mKj 

ÿgZvi gvwjK RbMb; Ges RbM‡Yi c‡ÿ †mB ÿgZvi cÖ‡qvM †Kej GB msweav‡bi Aaxb I KZ…©‡Z¡ Kvh©Ki nB‡e (msweavb, 

Aby‡”Q` 7.1), (2) Abœ, e¯¿, AvkÖq, wkÿv I wPwKrmvmn Rxeb avi‡Yi †gŠwjK DcKi‡Yi e¨e¯’v (Aby‡”Q` 15. K), (3) K‡g©i 

AwaKvi; hyw³½Z gRywii wewbg‡q Kv‡Ri wbðqZvi AwaKvi (Aby‡”Q` 15.L), (4) mvgvwRK wbivcËvi AwaKvi (Aby‡”Q` 15.L), 

(5) mKj bvMwi‡Ki my‡hv‡Mi mgZv; .... gvby‡l mvby‡l mvgvwRK I A_©‰bwZK Amvg¨ we‡jvc (Aby‡”Q` 19/1,2) (6) †gnbwZ 

gvbyl‡K- K…lK I kÖwgK‡K- Ges RbM‡Yi AbMÖmi Askmg~n‡K mKj cÖKvi †kvlY †_‡K gyw³`vb (Aby‡”Q` 14) (7) RxebhvÎvi 

ˆelg¨ µgvMZfv‡e `~i Kivi j‡ÿ¨ K…wl wecøemn MÖvgvÂ‡ji Avg~j iƒcvšÍi mvab (Aby‡”Q` 16)| A_©vr Gm‡ei g~jK_v n‡jv 

ˆelg¨nxb GK A_©bxwZ- mgvR- ivóª MVb|  

e½eÜyi Dbœqb `k©‡bi cÖKvk i‡q‡Q evsjv‡`‡ki cÖ_g cÂevwl©Kx cwiKíbv (1973-78) Gi `wj‡j| e½eÜz ¯^‡`k cÖZ¨veZ©‡bi gvÎ 

AvovB gv‡mi g‡a¨B (30 gvP© 1972) †`‡ki `xN©‡gqvw` Dbœqb cwiKíbv cÖYq‡bi D‡Ï‡k¨ MwVZ nq evsjv‡`k cwiKíbv Kwgkb, 

hvi †Pq¨vig¨vb wQ‡jb  e½eÜz wb‡R| Kwgkb gvÎ 18 gv‡mi g‡a¨ iPbv Ki‡jb evsjv‡`‡ki cÖ_g cÂevwl©Kx cwiKíbv (1973-78), 

hvi ev¯Íevqb Kvh©µg ïiæ nq 1973 mv‡ji 1 RyjvB †_‡K| G cwiKíbvi g~j w`K wb‡`©kbvi welq wQj fwel¨‡Zi evsjv‡`k- 

ˆelg¨nxb, RbKj¨vbKi, mg„×, DbœZ, cªMwZev`x GK Av‡jvwKZ evsjv‡`k| G‡Z Dbœqb `k©b wQj (1) cwiKíbvi cÖavb jÿ¨ n‡e 

`vwi ª̀ n«vm (2) A_©bxwZi cÖwZwU Lv‡Z we‡klZ K…wl I wk‡íi cybtMVb I Drcv`b e„w× (3) A_©‰bwZK cÖe„w×i  nvi e„w× Kiv (4) 

wbZ¨ cÖ‡qvRbxq †fvM¨c‡Y¨i (we‡kl K‡i Lv`¨, e¯¿, †fvR¨ †Zj, †K‡ivwmb, wPwb) Drcv`b e„w× Ges Gm‡ei evRvi g~j¨ `wi ª̀ 

Rb‡Mvôxi µqÿgZvi g‡a¨ ivLv (5) cybte›Ubg~jK Avw_©KbxwZ †KŠkjmn e›Ub bxwZgvjv Ggb Kiv hv‡Z `wi`ª Rb‡Mvôxi Avq e„w×i 

nvi †`‡ki mvgwMÖK Mo Avq e„w×i †P‡q †ekx nq (Ges D”P Av‡qi gvbyl‡`i G‡ÿ‡Î Z¨vM ¯^xKvi Ki‡Z n‡e) (6) ˆe‡`wkK 

mvnv‡h¨i Dci wbf©ikxjZv n«vm Kiv (7) MÖvg- kn‡i ¯^-Kg©ms¯’vb my‡hvM e„w× Kiv (8) K…wli cÖvwZôvwbK I cÖhyw³MZ cwieZ©b wbwðZ 

Kiv; Lv`¨ Drcv`‡b ¯̂qsm¤ú~Y©Zv AR©b Kiv| (9) wkÿv, ¯̂v¯’¨, MÖvgxb M„nvqb, cvwb mieivn BZ¨vw` mvgvwRK I gvbem¤ú` 

DbœqbLv‡Z Dbœqb eivÏ nvi e„w×i gva¨‡g gvby‡li mvaviY mÿgZv I Kg©`ÿZv e„w× Kiv| cÖ_g cÂevwl©Kx cwiKíbvi `wj‡j GwU 

¯úó †h, e½eÜzi  Dbœqb `k©‡b gvby‡l gvby‡l ˆelg¨ n«vm wbwgË k³- wfwËi RvZxq A_©bxwZ M‡o ‡Zvjvi welqwU me©vwaK ¸iæZ¡c~Y©| 

msm‡`, mfv- mwgwZ‡Z †`qv e½eÜzi e³e¨¸‡jviB cÖwZdjb GB cÖ_g cÂevwl©Kx cwiKíbvi `wjj|   

e½eÜzi Dbœqb `k©‡b MÖvgxb Dbœqb I K…wli ¸iæZ¡ A‡bK| e½eÜzi Dbœqb `k©‡b wkÿv‡K KL‡bv e¨q (Expenditure) wnmv‡e MY¨ 

K‡ibwb, MY¨ K‡i‡Qb Dbœq‡b m‡e©vrK…ó wewb‡qvM (Investment) wn‡m‡e| e½eÜz 1972 mv‡ji 28 gvP© RvZxqKiY bxwZ 

(Nationalization Policy) †NvlYv K‡ib| bZzb e¨e ’̄vq kÖwgKMY wkí e¨e ’̄vcbvq I g~jab ch©v‡q Askx`vi n‡eb
|

 e½eÜz ¯^cœ 

†`L‡Zb MÖvgxY mgv‡R mgvRZš¿ I MYZš¿ cÖwZôvq †`‡ki cÖwZwU MÖv‡g MYgyLx mgevq mwgwZ MVb Kiv n‡e|  m¤ú‡`i myôz I 

mge›U‡bi w`‡K e½eÜzi bRi memgqB wQj| e½eÜzi Dbœqb `k©‡b RbMb m¤ú„³Zv K_v evi evi D‡V G‡m‡Q| e½eÜzi wewfbœ 

e³‡e¨ mvgvwRK cyuwRi (Social Capital) e¨env‡ii cÖmsM G‡m‡Q| e½eÜz gvwU- Nwbô A_©bxwZ cÖwZôvi c‡ÿ wQ‡jb| e½eÜz Ô¯^wbf©i 

A_©bxwZiÕ K_v ej‡Zb| e½eÜz ÔAšÍ©f‚w³g~jK Dbœq‡bÕ (Inclusive Development) wek^vm Ki‡Zb| e½eÜzi Dbœqb `k©‡b 

ciivóªbxwZ‡Z Dbœqb A_©bxwZi K_v e¨³ Kiv n‡q‡Q| e½eÜz wØZxq wecø‡ei A_©vr evsjv‡`k K…lK kªwgK AvIqvgx jxM (evKkvj) 

MV‡bi gva¨‡g A_©‰bwZK, mvgvwRK I mvs¯‹…wZK gyw³i WvK †`b|  

 

2.     e½eÜzi Dbœqb `k©b cÖ‡qvM 

gvwK©b ciivóªgš¿x †nbwi wKwmÄvi Ges A_©bxwZwe` dvj¨vÛ I †R Avi cviwKbm  evsjv‡`‡ki  wU‡K _vKv, A_©‰bwZK Dbœqb I Dbœqb 

m¤¢vebv wb‡q bvbv †bwZevPK K_v e‡j‡Qb| A‡bK A_©bxwZwe` Óevsjv‡`k M‡o †Zvjv Am¤¢eÓ, Óevsjv‡`k mPj Ki‡Z Kgc‡ÿ `k 
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eQi mgq jvM‡eÓ e‡j fwel¨revYx K‡iwQj| wKš‘ e½eÜz 1972 mv‡ji 12 Rvbyqvwi evsjv‡`‡ki cÖavbgš¿xi `vwqZ¡ MÖnY K‡iB Zvui 

Dbœqb `k©b ev Í̄evqb ïiæ K‡ib|  hy×weaŸ¯Í †`‡k gyw³hy‡×i cÖ_g eQ‡iB (1972 mv‡j) AMÖvwaKvi wfwË‡Z A_©‰bwZK I mvgvwRK 

bvbv c`‡ÿc wb‡qwQ‡jb|  

gyw³hy‡×i mgq cwievi- cwiRbmn Rxeb evPuv‡Z fvi‡Z AvkÖqMÖnYKvix 1 †KvwU kiYv_©xmn †`‡ki Af¨šÍ‡i DØv¯‘, jÿ jÿ 

ev¯‘Pz¨Z,kniPz¨Z cwiev‡ii cybe©vmb, †`‡ki Af¨šÍ‡i 43 jÿ weaŸ¯Í  evmM„n cybwbg©vYmn Gme cwiev‡i Lv`¨ I wbZ¨ cÖ‡qvRbxq 

cY¨mvgMÖx miev‡ni KvRwU wQj eo gv‡ci P¨v‡jÄ| e½eÜz cÖ_‡gB †h KvRwU‡Z nvZ w`‡jb Zvn‡jv hy×we×¯Í gvby‡li cyb©evmb| 

hy×weaŸ¯Í K…wlLvZ‡K cybiæ¾xweZ Ki‡Z e½eÜz †hme ev¯ÍewfwËK mg‡qvc‡hvMx c`‡ÿc MÖnY Ki‡jb Zvi g‡a¨ Ab¨Zg n‡jv 

K…lK‡`i Riæix wfwË‡Z K…wl Fb cÖ`vb I exR mieivn Kiv, Mfxi I AMfxi bjKzc †givgZ I cybtLbb Kiv| nvjPv‡li Rb¨ K‡qK 

jvL Miæ Avg`vwb K‡i K…lK‡`i g‡a¨ e›Ub Kiv| 25 weNv ch©šÍ Rwgi LvRbv gIKzd Kiv, Lvm Rwg f‚wgnxb- cÖvwšÍK K…lKmn 

ev¯‘nviv‡`i g‡a¨ eÈb| K…wl‡Z †kªwY ˆelg¨ n«v‡m K„lK‡`i gyw³mn K…wl Drcv`b e„w×i j‡ÿ 100 weNvi †ewk Rwgi gvwjK‡`i Rwg 

Lvm wnmv‡e †Nvlbv | 

cvwK¯Ívwb ee©i †mbvewnbx I Zv‡`i `vjv‡jiv me‡P‡q †ewk ÿwZ mvab K‡i‡Q AeKvVv‡gvMZ †fŠZ m¤ú‡`i hvi g‡a¨ Ab¨Zg iv¯Ív-

NvU,weªR, KvjfvU©, we`y¨r (Drcv`b- mÂvjb-weZib), †Uwj‡hvMv‡hvM| e½eÜz 10 Rvbyqvwi 1972 mv‡j ‡`‡k wd‡i 12 Rvbyqvwi 

gš¿xmfv MV‡bi ci †Kvb wej¤^ bv K‡i 1972 mv‡ji Rvbyqvwi gv‡mB aŸsmcÖvß †hvMv‡hvM e¨e ’̄v I †Uwj‡hvMv‡hvM e¨e¯’v ms¯‹vi- wbg©vY-

cybwb©gv‡Y nvZ †`b|  

 gyw³hy‡× wkÿv cÖwZôv‡bi e¨cK ÿq-ÿwZmn wkÿv Kvh©µg cÖvq m¤ú~Y© eÜ n‡q hvq| cÂg †kªwY ch©šÍ webvg~‡j¨ I gva¨wgK †kÖwY 

ch©šÍ bvg gvÎ g~‡j¨ cvV¨cy¯ZK mieivn, aŸsmcÖvß wkÿvcÖwZôv‡b wbg©vYmvgMÖx mieivn, ev‡R‡U wkÿvLv‡Z m‡e©v”P eivÏ, W. Kz`iZ- 

B- Ly`v wkÿv Kwgkb MVb, 36 nvRvi 165 wU †emiKvwi ¯‹zj miKvixKiY- RvZxqKiY Ges 11 nvRvi bZzb cÖv_wgK ¯‹zj ¯’vcb, 1 

jÿ 57 nvRvi 742 Rb wkÿ‡Ki PvKzwi miKvixKiY Ges gyw³eyw× I wPšÍvi ¯^vaxbZv wbwðZ Kivi j‡ÿ¨ wek¦we`¨vj‡qi ¯^vqZ¡kvmb 

(1973) cÖ`vb K‡ib| 

cvwK¯Ívwb‡`i cwiZ¨³ e¨vsK- exgvi I 580 wU wkí BDwb‡Ui RvZxqKiY I †mme Pvjyi gva¨‡g nvRvi nvRvi kÖwgK-Kg©Pvixi 

Kg©ms¯’vb, mvi KviLvbv, AvïMÄ Kg‡cø‡·I cÖv_wgK KvR I Ab¨vb¨ bZzb wkí ¯’vcb, eÜ wkíKviLvbv Pvjymn GKwU myôz cwiKíbvi 

gva¨‡g A_©‰bwZK AeKvVv‡gv wbg©v‡Yi D‡`¨vM MÖnY K‡ib e½eÜz | Z‡e ïiæ‡Z ivóªxqLvZ‡K cÖvavb¨ w`‡q wkívq‡bi wfwË my`„p 

Ki‡jI ax‡i ax‡i wZwb e¨w³Lv‡Zi weKv‡ki Rb¨ AbyKzj cwi‡ek m„wói w`‡K g‡bv‡hvMx nb| Gmg‡q 133 wU cwiZ¨³ wkícÖwZôvb 

gvwjK‡`i wdwi‡q †`qv nq, 82 wU e¨w³ gvwjKvbvq I 51 wU Kg©Pvix mgev‡qi Kv‡Q wewµ Kiv nq| Gfv‡e wkívqb‡K ÕwW‡i¸‡jUÕ 

Kivi cÖwµqv ïiæ nq, d‡j cieZ©x‡Z e¨w³LvZ wkívq‡bi g~j PvwjKvkw³‡Z Avwef©yZ nq| 

W. Aveyj eviKvZ Õe½eÜz- mgZv- mv¤ªvR¨ev`Õ kxl©K GK M‡elYvq  †`wL‡q‡Qb †h, Óe½eÜz †e‡Pu _vK‡jÓ Ges GKB mv‡_ Òe½eÜzi 

Dbœqb `k©bÓ ev Í̄evqb n‡j A_©bxwZi cÖvq mKj ¸iæZ¡c~Y© gvb`‡Û evsjv‡`k KíbvZxZ gvÎvq GwM‡q †hZ| 2000 mvj bvMv` 

gvj‡qwkqv‡K †cQ‡b †d‡j w`Z evsjv‡`kÓ| wZwb AviI e‡j‡Qb,Òe½eÜyi Dbœqb `k©b ev¯Íevq‡b evsjv‡`‡ki mgv‡R, mgvR 

KvVv‡gv‡Z, †kÖwY KvVv‡gv‡Z m¤¢ve¨ wK ai‡Yi cwieZ©b n‡Z cvi‡Zv| hv nq wb| hv‡K Avwg ejwQ ÒKíbvZxZ nviv‡bv m¤¢vebvÕ ev  

ÒUnimaginable Lost Possibilities.” g~jZ e½eÜzi Dbœqb `k©bB evsjv‡`‡ki Dbœq‡bi g~j wfwË, evsjv‡`‡ki Dbœq‡bi c_ Pjv|   

 

MÖš’cwÄ 

eviKvZ, Aveyj (2023), Òe½eÜz-`k©b: ZË¡, cÖ‡qvM I m¤¢vebvÓ, e½eÜz ¯§viK e³…Zv, iscyi AvÂwjK †mwgbvi, evsjv‡`k A_©bxwZ mwgwZ, 18 gvP©, 2023| 

ingvb, AvwZDi (2009), Ò†kL gyywRe evsjv‡`‡ki Av‡iK bvgÓ, `xwß cÖKvkbx, XvKv| 

AvKvk, Gg Gg (2021), Òe½eÜyi A_©‰bwZK `k©bÓ (m¤úv.) n‡i› ª̀bv_ emy| 

eviKvZ, Aveyj (2010), Òe½eÜz: RbbvqK †_‡K ivóªbvqKÓ, †Pxayix Kwei, (m¤úv.) hy×weaŸ Í̄ evsjv‡`k MV‡b e½eÜzi f‚wgKv, A‡š̂lv cÖKvkb| 

evsjv‡`k cwiKíbv Kwgkb (2020), Ò8g cÂevwl©K cwiKíbvÓ|  
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e½eÜzi †mvbvi evsjv iƒcKí : jÿ¨ I AR©b‡KŠkj 

Sonar Bangla Vision of Bangabandhu: Goals & Strategies 

 

†gvt †gvi‡k` †nv‡mb 
* 

Md. Morshed Hossain 

 

mvims‡ÿc  RvwZi wcZv e½eÜz †kL gywReyi ingv‡bi †kÖô Ae`vb ¯̂vaxb evsjv‡`k| ¯̂vaxb evsjv‡`k n‡e Õ†mvbvi evsjvÕ, ¯̂cœ 

wQj e½eÜzi| e½eÜzi †mvbvi evsjv GKwU iƒcKí| G iƒcK‡íi  bvbv jÿ¨ i‡q‡Q, i‡q‡Q †m jÿ¨ AR©‡bi bvbv †KŠkj | 

e½eÜzi †mvbvi evsjv AR©‡bi jÿ¨ wQj †kvlYgy³ mgvR MVb| e½eÜz mviv Rxe‡bi ivRbxwZ wQj †kvl‡Yi weiæ‡×| e½eÜzi 

†mvbvi evsjv AR©‡bi  jÿ¨ wQj A_©‰bwZK  ˆelg¨ n«vm| G A_©‰bwZK ˆel‡g¨ n«v‡mi †KŠkj wnmv‡e m¤ú‡`i mylg e›U‡bi K_v 

ejv n‡q‡Q| e½eÜz ÔAšÍ©fzw³g~jK DbœqbÕ-GÕ  wek^vm Ki‡Zb| m¤ú‡`i myôz I mge›U‡bi w`‡K e½eÜzi bRi memgqB wQj| 

e½eÜzi Dbœqb `k©‡b MÖvgxY Dbœqb I K…wli ¸iæZ¡ A‡bK| mgvRZvwš¿K mgvR-A_©bxwZ wewb©gv‡Y MÖvgxY Dbœqb I K…wl wecø‡ei 

Awbevh© cÖ‡qvRbxqZvi cÖwZ e½eÜzi wek^vm cÖwZdwjZ n‡q‡Q msweav‡bi 16 Aby‡”Q`| bMi I MÖvgvÂ‡ji RxebhvÎvi gv‡bi 

ˆelg¨ µgvMZfv‡e ~̀i Kwievi D‡Ï‡k¨ K…wl wecø‡ei weKvk, MÖvgvÂ‡j ˆe ỳ¨ZxKi‡Yi e¨e ’̄v, KzwUi wkí I Ab¨vb¨ wk‡íi weKvk 

Ges wkÿv, †hvMv‡hvM e¨e ’̄v I RbM‡Yi Dbœq‡bi gva¨‡g MÖvgvÂ‡ji Avg~j iƒcvšÍi mva‡bi Rb¨ ivóª Kvh©Ki e¨e ’̄v MÖnY Ki‡e 

e‡j †KŠkj wVK Kiv nq| e½eÜz 1972 mv‡ji 28 gvP© RvZxqKiYbxwZ  †NvlYv K‡ib| RvZxqKi‡Yi gva¨‡g e¨vsK I exgv 

†Kv¤úvwb¸‡jv I A_©bxwZi Ab¨vb¨ g~j PvweKvwV¸‡jv‡K RbM‡Yi gvwjKvbvq Avbv nq, hv‡Z A_©bxwZi Gme‡ÿ‡Î fwel¨r Dbœqb 

mvwaZ n‡Z n‡e miKvwi A_©vr RbM‡Yi gvwjKvbvq| †mvbvi evsjv MV‡b e½eÜzi ÷ªv‡UwR n‡jv `yb©xwZ `gb| e½eÜzi †mvbvi 

evsjvq cÖkvmwbK e¨e ’̄v we‡K›`ªxKi‡Yi K_v e‡j‡Qb| e½eÜz ¯̂cœ †`L‡Zb MÖvgxY mgv‡R mgvRZš¿ I MYZš¿ cÖwZôvq †`‡ki cÖwZwU 

MÖv‡g MYgyLx mgevq mwgwZ MVb Kivi| e½eÜzi wewfbœ e³‡e¨ mvgvwRK cyuwRi e¨env‡ii cÖm½ G‡m‡Q| e½eÜz AskMÖnYg~jK 

cÖwµqvq (cviwUwm‡cUwi †g_W) Kg©m¤úv`‡bi K_v e‡j‡Qb| G cÖe‡Ü e½eÜzi Ô†mvbvi evsjvÕ †h GKwU iƒcKí Zv cªKvk Ges Gi 

jÿ¨ I AR©b †KŠkj wK wQj Zv Av‡jvPbv Kiv n‡q‡Q| 

g~j kã:  

 

1.     f‚wgKv: e½eÜz ‧ ÔAšÍ©fzw³g~jK Dbœqb Õ‧  MÖvgvÂ‡ji Avg~j iƒcvšÍi ‧ †K›`ª I †cwi‡dwii  m¤úK© ‧ †`kR Dbœqb `k©b 

RvwZi wcZv e½eÜz †kL gywReyi ingv‡bi †kÖô Ae`vb ¯^vaxb evsjv‡`k| ¯^vaxb evsjv‡`k n‡e Õ†mvbvi evsjvÕ, ¯^cœ wQj e½eÜzi| 

e½eÜzi Dbœqb `k©‡b Ò†mvbvi evsjvÓ wQj GKwU iƒcKí (Vision)|  GwU †Kvb wg_ ev BDwUwcqv bq | ÒiƒcKí- 2021ÓI ÒiƒcKí-

2041Ó Gi g‡ZvB GwU iƒcKí| e½eÜzi fvlvq ÒGwU †`kevmxi Rb¨ Kíbvi bKkvÓ ( 1 wW‡m¤̂i 1970 Gi e³…Zv)| e½eÜzi †mvbvi 

evsjv iƒcK‡íi  bvbv jÿ¨ (Aim ) i‡q‡Q, i‡q‡Q †m jÿ¨ AR©‡bi bvbv †KŠkj (Strategy)| ejv †h‡Z cv‡i 700 ev 800 

c„ôvi †h †Kvb iƒcK‡íi †P‡q Ò‡mvbvi evsjvÓ- G kã `ywU A‡bK †ewk Zvrch©c~Y©, KvswLZ, ¯^cœxj fwel¨‡Zi cÖKvk| Aóg cÂevwl©Kx 

cwiKíbvq (RyjvB 2020-Ryb 2025) ZvB ¯úóZ: ejv n‡q‡Q,Ò The father of the nation Bangabandhu Sheikh Mujibur 

Rahman soon after assuming the power initiated massive programmes for rebuilding the war-torn economy in a 

planned manner. Under his visionary and prudent leadership, the First Five Year Plan (1973-78) was formulated 

to guide the transformation of the country into ‘Sonar Bangla’, free of poverty, hunger and corruption along 

with rapid income growth and shared prosperity.”e½eÜz ¯^cœ †`L‡Zb, ¯^cœ †`Lv‡Zb| e½eÜz GKwU myLx, mg„×, †kvlYgy³, 

`vwi ª̀¨gy³, Am¤úªv`vwqK I ˆelg¨nxb †mvbvi evsjvi ¯^cœ †`‡LwQ‡jb| e½eÜz 26 gvP© 1972 mv‡j cÖ_g ¯^vaxbZv w`e‡mi fvl‡Y e‡jb 

, Òk¥kvb evsjv‡K Avgiv †mvbvi evsjv M‡o Zzj‡Z PvB| †m evsjvq AvMvgxw`‡bi gv‡qiv nvm‡e, wkïiv †Lj‡e| Avgiv †kvlYgy³ 

mgvR M‡o Zzje| Avcbviv wbðqB Avgvi m‡½  mn‡hvwMZv Ki‡eb| †ÿZLvgvi, KjKviLvbvq †`k Movi Av‡›`vjb M‡o Zzjyb| 

Kv‡Ri gva¨‡g †`k‡K bZzb K‡i Mov hvq| Avmyb mK‡j wg‡j mg‡eZfv‡e Avgiv †Póv Kwi hv‡Z †mvbvi evsjv Avevi nv‡m, †mvbvi 

evsjv‡K Avgiv bZzb K‡i M‡o Zzj‡Z cvwi|Ó e½eÜz Lye mn‡R †mvbvi evsjvi &GKwU g‡bvQwe dzwU‡q Zz‡j‡Qb Avgv‡`i ü`‡q| †m 

g‡bvQwe n‡jv Ò AvMvgx w`bMy‡jv n‡e myLx, my›`i I mg„×kvjxÓ (1 wW‡m¤^i, 1970)| jÿYxq e½eÜz GLv‡b Ultimate goal wnmv‡e 

mg„×kvjx evsjv‡`‡ki K_v e‡j‡Qb| AvR‡K 2041 mv‡ji iƒcK‡í evsjv‡`k Ômg„× evsjv‡`‡kiÕ ¯^cœ †`L‡Q|  

                                                      
*      Aa¨vcK,  A_©bxwZ wefvM,  †eMg †iv‡Kqv wek̂we`¨vjq, iscyi| B-†gBj: drmorshed@brur.ac.bd 
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2.     e½eÜzi †mvbvi evsjv iƒcK‡íi jÿ¨mg~n 

e½eÜzi †mvbvi evsjv AR©‡bi jÿ¨ wQj †kvlYgy³ mgvR MVb (26 gvP© 1972 Gi e³…Zv)| e½eÜz mviv Rxe‡bi ivRbxwZ wQj 

†kvl‡Yi weiæ‡×| wZwb †`‡L‡Qb weªwUk †kvlY, wewfbœ †`‡k mv¤ªvR¨ev‡`i †kvlY, †K›`ª I †cwi‡dwii  m¤úK©, Dcwb‡ekev`, c~e© 

cvwK¯Ívb‡K cwðg cvwK¯Ív‡bi †kvlb- wbh©vZbmn `yB A_©bxwZ (Two Economy)  m„wói gva¨‡g c~e©- cvwK¯Ív‡bi Dbœq‡b wPi¯’vqx 

cÖwZeÜKZv m„wó, Avevi GKB mgv‡R, GKB †`‡k abx‡`i †kvlY | ZvB e½eÜzi †mvbvi evsjv AR©‡bi  jÿ¨ wQj A_©‰bwZK ˆelg¨ 

n«vm| G A_©‰bwZK ˆel‡g¨ n«v‡mi †KŠkj wnmv‡e m¤ú‡`i mylg e›U‡bi K_v ejv n‡q‡Q| G cÖm‡½ 26 gvP© 1972 mv‡j cÖ_g ¯^vaxbZv 

w`e‡mi fvl‡Y wZwb e‡jb, Òm¤ú‡`i e›Ub e¨e¯’vq mgZv Avb‡Z n‡e Ges D”PZi Avq I wb¤œZg DcvR©‡bi †ÿ‡Î †h AvKvkPz¤^x 

ˆelg¨ GZw`b a‡i weivR KiwQj, †mUv `~i Kivi e¨e¯’vw` D™¢ve‡bi R‡b¨ Avwg GKwU we‡kl KwgwU MVb Kivi K_v we‡ePbv KiwQ| 

AvR Avgiv wek^ mf¨Zvi GK µvwšÍj‡Mœ Dcw¯’Z| GKwU bZzb wek^ M‡o †Zvjvi ¯^‡cœ Avgiv we‡fvi, GKwU mvgvwRK wecøe mdj Kivi 

cÖwZkÖwZ‡Z Avgiv AUj, Avgv‡`i mg¯Í bxwZ, Avgv‡`i mKj Kg©cÖ‡Póv G Kv‡R wb‡qvwRZ n‡e|  Avgv‡`i `yj©•N¨ c_| G c_ 

Avgv‡`i AwZµg Ki‡Z n‡e|Ó  

e½eÜzi †mvbvi evsjv AR©‡bi jÿ¨ wQj gvby‡li †gŠwjK Pvwn`v c~iY | 6 †deªæqvwi 1956 mv‡j AvBb cwil‡`i Awa‡ek‡b gvby‡li 

†gŠwjK Pvwn`v c~iY m¤ú‡K© e‡jb,Ò In East bengal they do not get that piece of cloth to be buried and they are either 

thrown in the river or put in the grave without any cloth. This is the position. The people should get food, cloth, 

shelter, education, medical relief and employment. Sir these guarantees should be given in the constitution. In 

every civilized country they give this guarantee. People are going from place to place, they are not getting 

employment. They must get job. Ó  

e½eÜzi †mvbvi evsjv n‡e ỳb©xwZgy³| G Rb¨ wZwb evsjv‡`k‡K ¯^vaxb, mve©‡fŠg ivóª wnmv‡e Mo‡Z †P‡q‡Qb,  ỳtLx gvbyl‡K †cU 

f‡i Lvevi w`‡Z †P‡q‡Qb Ges  †kvlYgy³ mgvR MVb Kivi K_v e‡j‡Qb| †hLv‡b AZ¨vPvi AwePvi Ryjyg _vK‡e bv, `yb©xwZ _vK‡e 

bv| e½eÜzi †mvbvi evsjvq Revew`wnZv _vK‡Z n‡e| e½eÜz †mvbvi evsjv iƒcKí MV‡b MYgyLx kvmZ‡š¿i K_v e‡j‡Qb, hvi D‡Ïk¨ 

n‡jv G †`‡ki gvby‡li g½j Kiv, G †`‡ki Ici †_‡K AZ¨vPvi, AwePvi I Ryjyg DrLvZ Kiv Ges mnR I mijfv‡e gvby‡li g‡a¨ 

kvmbZvwš¿K KvVv‡gv †cŠ‡Qu †`qv hvq| e½eÜz †mvbvi evsjvq RbcÖkvmb (cvewjK G¨vWwgwb‡÷ªkb) n‡e Rb‡me‡Ki cÖwZwPÎ| wZwb 

g‡b K‡ib, RbMY †_‡K kvmb KvVv‡gv A‡bKUv wew”Qbœ, cÖK…Z †hvMv‡hvM Zv‡`i mv‡_ ZZUv bvB| hviv  ÿgZvi e¨envi K‡i‡Q, 

ZvivB gyiæweŸqvbv †`wL‡q‡Q| Zviv n‡jv gvwjK, Avi RbMY †Mvjvg| |  Zuvi g‡Z, †Kvb ¯^vaxb †`‡k GB g‡bvfve Pj‡Z cv‡i bv| 

Zv‡Z †`‡ki g½j nq bv, Zv‡Z †`‡ki Ag½j †U‡b Avbv nq| e½eÜz †mvbvi evsjv iƒcKí MV‡b wØZxq wecø‡ei Kg©m~wP w`‡q‡Q‡jb|  

G cÖm‡½  e½eÜz e‡jb,Ò‡m‡KÛ †if¨y‡jkb BR bU w` GÛ| †m‡KÛ †ify¨‡jkb †h K‡iwQ Avwg, PviwU †ifz¨‡jkb †cÖvMÖvg w`‡qwQ, 

GUv †kl bq| Kivckb, b¨vkbvj BDwbwU GÛ d¨vwgwj cøvwbs| G¸‡jv Ki‡jB Avgiv GKwU †kvlYnxb mgvRe¨e¯’v Mo‡Z cvie—

†hLv‡b gvbyl my‡L-¯^v”Q‡›`¨ evm Ki‡Z cvi‡e|  (†gvbv‡qg miKvi m¤úvw`Z, ev½vwji KÚ, c„: 430)| 

e½eÜz gvwU- Nwbô A_©bxwZ cÖwZôvi c‡ÿ wQ‡jb|  gvwUi mv‡_, gvby‡li mv‡_, †`‡ki KvjPv‡ii mv‡_, †`‡ki e¨vKMÖvD‡Ûi mv‡_ 

†`‡ki  BwZnv‡mi mv‡_ hy³ K‡iB  B‡KvbwgK wm‡÷g Mo‡Z †P‡q‡Qb| KviY G †`‡k A‡bK Amyweav Av‡Q| ZvB G †`‡ki   gvwU 

wK,  cvwb K‡Zv, G †`‡ki gvby‡li KvjPvi wK, e¨vKMÖvDÛ wK, Zv bv Rvb‡j nq bv| dvÛv‡g›Uvwj e½eÜz †kvlYnxb mgvR, 

mgvRZvwš¿K A_©bxwZ Mo‡Z †P‡q‡Qb| e½eÜz †mvbvi evsjv iƒcKí- Gi jÿ¨ wnmv‡e  Ô¯^wbf©i A_©bxwZiÕ K_v ej‡Zb| RvwZ wnmv‡e 

¯^qsm¤ú~Y© n‡q n‡q cv‡qi Dci `vuov‡bvi K_v e‡j‡Qb| GRb¨ K‡Vvi cwikªg K‡i  Drcv`b evov‡bvi K_v e‡j‡Qb, wØ¸b 

Drcv`‡bi K_v e‡j‡Qb| 

 

3. e½eÜzi Ô†mvbvi evsjv iƒcKíÕ AR©‡bi †KŠkjmg~n (Strategies) 

e½eÜz ÔAšÍ©fzw³g~jK Dbœq‡bÕ (Inclusive Development) wek̂vm Ki‡Zb| G †`‡ki K…lK- kÖwgK- gRyi A_©vr cðvrc` gvby‡li 

Rb¨ wQj Zvui Acwimxg fv‡jvevmv| Zvui cÖvq cÖwZwU e³‡e¨ Mixe- `ytLx gvby‡li K_v, K„lK- kÖwg‡Ki K_v, wbh©vwZZ gvby‡li K_v 

D‡V G‡m‡Q| GK e³‡e¨ wZwb e‡jb,ÒAvgv‡`i Pvlxiv n‡jv me‡P‡q ỳtLx I wbh©vwZZ †kªwY Ges Zv‡`i Ae¯’vi DbœwZi Rb¨ Avgv‡`i 

D‡`¨‡Mi weivU Ask Aek¨B Zv‡`i †cQ‡b wb‡qvwRZ Ki‡Z n‡e|Ó G cÖm‡½  Aa¨vcK †ingvb †mvenvb e‡jb,Ó e½eÜzi ¯^cœ wQj 

Ryjyg †kvlbgy³ mgvR, K…wl Ges mgevq wfwËK Dbœqb| wZwb mgv‡Ri Ae‡nwjZ I ewÂZ †kÖwYi K_v fve‡ZbÓ| W. AvwZDi 

ingv‡bi fvlvq, ÒG †`‡ki K…lK, kÖwgK, wb¤œga¨weË I D”Pwe‡Ëi Rb¨ e½eÜz wQ‡jb AšÍ:cÖvY| ZvB Zviv fv‡eb, G †`kwU Av‡iv 

KZ Av‡MB bv AšÍ©fzw³ Dbœq‡bi ¯^v` †cZ, hw` bv e½eÜz‡K nVvr Ggb K‡i P‡j †h‡Z bv n‡Zv|Ó 
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e½eÜzi Dbœqb `k©‡bi Av‡iKwU g~j K_v n‡jv Ò‡`kR Dbœqb `k©b (Home Grown Development Philosophy) A_©vr †`‡ki 

m¤ú`, †`‡ki cyuywR, †`‡ki mvgvwRK cyuwR e¨envi K‡iB †`‡ki Dbœqb m¤¢e| GRb¨ wZwb cÖ_g cÂevwl©Kx cwiKíbvq (1973-78) 

ˆe‡`wkK mvnv‡h¨i Dci wbf©ikxjZv n«vm Kivi K_v e‡j‡Qb| ˆe‡`wkK mvnvh¨ wel‡q wZwb e‡j‡Qb,Ò‡`k Movi Kv‡R †Kn Avgv‡`i 

mvnvh¨ Ki‡Z PvB‡j Zv Avgiv MÖnY Ki‡ev| wKšÍ †m mvnvh¨ Aek¨B n‡Z n‡e wb®‹›UK I kZ©nxb| Avgiv RvZxq mve©‡fŠgZ¡ I me 

RvwZi mgghv©`vi bxwZ‡Z Av¯’vkxj| Avgv‡`i Af¨šÍixY e¨vcv‡i †Kn n¯Í‡ÿc Ki‡eb bv, GUvB Avgv‡`i KvgbvÓ|  

e½eÜzi †mvbvi evsjv AR©‡bi Av‡iKwU jÿ¨ wQj `ªe¨g~‡j¨i w¯’wZkxjZv AR©b|  28 A‡±vei 1970 mv‡j cwK¯Ívb †Uwjwfkb mvwf©m 

I †iwWI cvwK¯Ív‡bi GK mfvq G cÖm‡½  e‡jb,Ò A_©bxwZi me©Î gRywi KvVv‡gv b¨vq wePv‡ii wfwË‡Z cybwe©b¨vm Ki‡Z n‡e| 

µgea©gvb gy`ªvùxwZi MÖvm †_‡K wb¤œ †eZbfyK Kg©Pvwi I Aí DcvR©bkxj e¨w³‡`i evPvu‡bvi Rb¨ `ªe¨g~‡j¨ w¯’wZkxjZv Avb‡Z n‡e|Ó  

m¤ú‡`i myôz I mge›U‡bi w`‡K e½eÜzi bRi memgqB wQj| G cÖm‡½  26 gvP© 1972 mv‡j cÖ_g ¯^vaxbZv w`e‡mi fvl‡Y wZwb 

e‡jb, Òm¤ú‡`i e›Ub e¨e¯’vq mgZv Avb‡Z n‡e Ges D”PZi Avq I wb¤œZg DcvR©‡bi †ÿ‡Î †h AvKvkPz¤^x ˆelg¨ GZw`b a‡i weivR 

KiwQj, †mUv `~i Kivi e¨e¯’vw` D™¢ve‡bi R‡b¨ Avwg GKwU we‡kl KwgwU MVb Kivi K_v we‡ePbv KiwQ| AvR Avgiv wek^ mf¨Zvi 

GK µvwšÍj‡Mœ Dcw¯’Z| GKwU bZzb wek̂ M‡o †Zvjvi ¯^‡cœ Avgiv we‡fvi, GKwU mvgvwRK wecøe mdj Kivi cÖwZkÖwZ‡Z Avgiv AUj, 

Avgv‡`i mg¯Í bxwZ, Avgv‡`i mKj Kg©cÖ‡Póv G Kv‡R wb‡qvwRZ n‡e|  Avgv‡`i `yj©•N¨ c_| G c_ Avgv‡`i AwZµg Ki‡Z n‡e|Ó 

m¤ú‡`i mylg e›Ub cÖm‡½  wZwb Bmjvg a‡g©i e¨vL¨v wb‡q Av‡mb| e½eÜzi fvlvq,Ó It is clearly said by Islam that there 

should be equal distribution of wealth. The whole property should be equally distributed. We do not want that 

their properties should be confiscated; give them so much as they can live peacefully in their homes with their 

families. Take their other properties and give it to the masses. Give them 10 bighas or 10 or 5 acres. Work on the 

principles of Islam. Establish Islamic principles and philosophy and then speak about Islam.  (‡gvbv‡qg miKvi 

m¤úvw`Z, ev½vwji KÚ, c„: 34)| 

e½eÜzi Dbœqb `k©‡b wkÿv‡K KL‡bv e¨q (Expenditure) wnmv‡e MY¨ K‡ibwb, MY¨ K‡i‡Qb Dbœq‡b m‡e©vrK…ó wewb‡qvM 

(Investment) wn‡m‡e| 1970 mv‡ji mvaviY wbe©vPb Dcj‡ÿ e½eÜz GK †eZvi fvl‡b e‡jb Òmyôz mgvRe¨e¯’v M‡o †Zvjvi Rb¨ 

wkÿvLv‡Z cyuwR wewb‡qv‡Mi PvB‡Z DrK…ó wewb‡qvM Avi n‡Z cv‡i bv| ... RvZxq Drcv`‡bi kZKiv Kgc‡ÿ 4 fvM m¤ú` wkÿvLv‡Z 

e¨q nIqv cÖ‡qvRb e‡j Avgiv g‡b Kwi| K‡jR I ¯‹yj wkÿK‡`i, we‡kl K‡i cÖv_wgK wkÿK‡`i †eZb D‡jøL‡hvM¨fv‡e e„w× Ki‡Z 

n‡e| wbiÿiZv Aek¨B `~i Ki‡Z n‡e|Ó  

e½eÜzi Dbœqb `k©‡b MÖvgxY Dbœqb I K…wli ¸iæZ¡ A‡bK| mgvRZvwš¿K mgvR- A_©bxwZ wewb©gv‡Y MÖvgxY Dbœqb I K…wl wecø‡ei Awbevh© 

cÖ‡qvRbxqZvi cÖwZ e½eÜzi wek^vm cÖwZdwjZ n‡q‡Q msweav‡bi 16 Aby‡”Q‡`| †hLv‡b ejv n‡q‡Q ÒbMi I MÖvgvÂ‡ji RxebhvÎvi 

gv‡bi ˆelg¨ µgvMZfv‡e `~i Kwievi D‡Ï‡k¨ K…wl wecø‡ei weKvk, MÖvgvÂ‡j ˆe`y¨ZxKi‡Yi e¨e¯’v, KzwUi wkí I Ab¨vb¨ wk‡íi 

weKvk Ges wkÿv, †hvMv‡hvM e¨e ’̄v I RbM‡Yi Dbœq‡bi gva¨‡g MÖvgvÂ‡ji Avg~j iƒcvšÍi mva‡bi Rb¨ ivóª Kvh©Ki e¨e¯’v MÖnY 

Kwi‡e|Ó 

e½eÜz 1972 mv‡ji 28 gvP© RvZxqKiY bxwZ (Nationalization Policy) †NvlYv K‡ib| e¨vsK I exgv †Kv¤úvbx¸‡jvi RvZxqKib 

wel‡q ¯^vaxbZvi c~e© n‡Z (28 A‡±vei 1970) e½eÜzi e³e¨ wQj, ÓRvZxqKi‡Yi gva¨‡g e¨vsK I exgv †Kv¤úvwb¸‡jv I A_©bxwZi 

Ab¨vb¨ g~j PvweKvwV¸‡jv‡K RbM‡bi gvwjKvbvq Avbv AZ¨vek¨K e‡j Avgiv wek^vm Kwi| A_©bxwZi Gme‡ÿ‡Î fwel¨r Dbœqb mvwaZ 

n‡Z n‡e miKvwi A_©vr RbM‡Yi gvwjKvbvq| bZzb e¨e¯’vq kÖwgKMY wkí e¨e ’̄vcbvq I g~jab ch©v‡q Askx`vi n‡ebÓ
|

 

 †mvbvi evsjv MV‡b e½eÜzi Av‡iKwU ÷ªv‡UwR n‡jv `yb©xwZ `gb| e½eÜzi †mvbvi evsjvq cÖkvmwbK e¨e¯’v we‡Kw›`ªKi‡Yi K_v 

e‡j‡Qb| e½eÜz ¯^cœ †`L‡Zb MÖvgxY mgv‡R mgvRZš¿ I MYZš¿ cÖwZôvq †`‡ki cÖwZwU MÖv‡g MYgyLx mgevq mwgwZ MVb Kiv n‡e| Zvui 

g‡Z, ÒAvgvi †`‡ki cÖwZwU gvbyl Lv`¨ cv‡e, AvkÖq cv‡e, wkÿv cv‡e, DbœZ Rxe‡bi AwaKvix n‡e- GB n‡”Q Avgvi ¯^cœ| GB 

cwi‡cÖwÿ‡Z MYgyLx mgevq Av‡›`vjb‡K AZ¨šÍ ¸iæZ¡c~Y© f‚wgKv cvjb Ki‡Z n‡e| †Kbbv mgev‡qi c_- mgvRZ‡š¿i c_, MYZ‡š¿i 

c_|  mgev‡qi gva¨‡g Mixe K…lKiv †hŠ_fv‡e Drcv`b-h‡š¿i gvwjKvbv jvf Ki‡e| --- K…lKiv Zv‡`i  Drcvw`Z dm‡ji wewbg‡q 

cv‡e b¨vh¨g~j¨, kªwgKiv cv‡e kÖ‡gi dj -‡fv‡Mi b¨vh¨ AwaKvi Ó(1972 mv‡ji 30 Ryb evsjv‡`k RvZxq mgevq Av‡qvwRZ mgevq 

m‡¤§j‡b cÖ`Ë e³…Zv)| 
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e½eÜzi Dbœqb `k©‡b ciivóªbxwZ‡Z Dbœqb A_©bxwZi K_v e¨³ Kiv n‡q‡Q| 1974 mv‡ji 23 †m‡Þ¤^i RvwZmsN mvaviY cwil‡`i 

29 Zg Awa‡ek‡b GK HwZnvwmK fvl‡Y e½eÜz e‡jb,Ò evsjv‡`k cÖ_g nB‡ZB kvwšÍc~Y© mn-e¯’vb I mK‡ji cÖwZ eÜzZ¡ - GB 

bxwZgvjvi Dci †RvU wbi‡cÿ bxwZ MÖnb Kwiqv‡Q| †Kej kvwšÍc~Y© cwi‡ekB Kójä RvZxq ¯^vaxbZvi dj †fvM Kwi‡Z Avgv‡`i 

mÿg Kwiqv Zzwj‡e Ges mÿg Kwiqv Zzwj‡e `vwi`ª¨, ÿzav, †ivM, Awkÿv I †eKvi‡Z¡i weiæ‡× jovB Kwievi Rb¨ Avgv‡`i mKj 

kw³ I m¤ú` mgv‡ek I †K›`ªxf‚Z Kwi‡Z|Ó 1973 mv‡j AbywôZ AvjwRqv‡m©I †RvU wbi‡cÿ m‡¤§j‡b e½eÜz Zvui fvl‡Y 

e‡jwQ‡jb,Òwek^ AvR `yÕfv‡M wef³- †kvlK I †kvwlZ| Avwg †kvwl‡Zi c‡ÿ|Ó e½eÜzi wewfbœ e³‡e¨ mvgvwRK cyuwRi (Social 

Capital) e¨env‡ii cÖmsM G‡m‡Q| e½eÜz AskMÖnYg~jK cÖwµqvq (cviwUwm‡cUwi †g_W) Kg©m¤úv`‡bi K_v e‡j‡Qb|  

 

4. Dcmsnvi 

e½eÜz Kb¨v Rb‡bÎx †kL nvwmbvi nvZ a‡i Dbœq‡bi c_ cwiµgvq Aóg cÂevwl©Kx cwiKíbv (RyjvB 2020- Ryb 2025), GmwWwR, 

iƒcKí-2041, †Wëv cøvb-2100 Abyhvqx †h ÔDbœZ evsjv‡`kÕ Movi cÖZ¨q i‡q‡Q Zv AR©b Ki‡Z ÔwWwRUvjÕ evsjv‡`‡ki 

avivevwnKZvq PZz_© wkí wecø‡ei cÖhyw³ e¨envi K‡i  2041 mv‡j Ô¯§vU© evsjv‡`kÕ wewbg©v‡Yi c‡_ Avgiv| Ô¯§vU© evsjv‡`‡kÕ gv_vwcQz 

Avq n‡e Kgc‡ÿ 12 nvRvi 500 gvwK©b Wjvi; `vwi`ª¨mxgvi bx‡P _vK‡e 3 kZvs‡ki Kg gvbyl Avi Pig `vwi`ª¨ †b‡g Avm‡e k~‡b¨i 

†KvVvq; g~j¨ùxwZ mxwgZ _vK‡e 4-5 kZvs‡ki g‡a¨; ev‡RU NvUwZ _vK‡e wRwWwci 5 kZvs‡ki wb‡P; ivR¯^- wRwWwc AbycvZ n‡e 

20 kZvs‡ki Ic‡i; wewb‡qvM n‡e wRwWwci 40 kZvsk| kZfvM wWwRUvj A_©bxwZ Avi weÁvb I cÖhyw³wfwËK ¯^vÿiZv AwR©Z n‡e| 

mK‡ji †`vo‡Mvovq DbœZ cÖhyw³MZ ¯^v¯’¨‡mev †cŠ‡Qu hv‡e| ¯^qswµq †hvMv‡hvM e¨e ’̄v, †UKmB bMivqbmn bvMwiK‡`i cÖ‡qvRbxq mKj 

†mev _vK‡e nv‡Zi bvMv‡j| ˆZwi n‡e †ccvi‡jm I K¨vk‡jm †mvmvBwU| ¯§vU© evsjv‡`‡k cÖwZwôZ n‡e mvg¨ I b¨qwfwËK mgvR 

e¨e ’̄v| 2041 mv‡j evsjv‡`k 20 Zg A_©bxwZi †`k n‡e| Zvn‡jB AwR©Z n‡e e½eÜzi  Ô‡mvbvi evsjvÕ| 
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mvims‡ÿc  evsjv‡`‡k ¯̂vaxbZvi cvuP`kK †cwi‡q †M‡jI cwiKwíZ wkívqb nqwb| evsjv‡`k A_©‰bwZK AÂj G hveZ M„nxZ 

mKj wkívqb c`‡ÿ‡ci g‡a¨ e„nËg| evsjv‡`‡k 2030 mv‡ji g‡a¨ 100wU A_©‰bwZK AÂj ’̄vc‡bi gva¨‡g 1 †KvwU †jv‡Ki 

Kg©ms ’̄vb I AwZwi³ 40 wewjqb gvwK©b Wjvi ißvwbi jÿ¨gvÎv wba©viY Kiv n‡q‡Q| hw`I 2010 mv‡ji 42 bs AvBb Óevsjv‡`k 

A_©‰bwZK AÂj KZ©…cÿ AvBb, 2010Ó Gi ïiæ‡Z my¯úó ejv i‡q‡Q Ò`ªæZ A_©‰bwZK Dbœqb Z_v wkívqb, Kg©ms ’̄vb, Drcv`b 

Ges ißvbx e„w× I eûgyLxKi‡Y Drmvn cÖ`v‡bi Rb¨ cðvrc` I AbMÖmi GjvKvmn m¤¢vebvgq mKj GjvKvq A_©‰bwZK AÂj 

cÖwZôv Ges Dnvi Dbœqb, cwiPvjbv, e¨e ’̄vcbv I wbqš¿Ymn Avbylw½K Ab¨vb¨ wel‡q weavb cÖYqbK‡í cÖYxZ AvBbÓ| wKšÍ ev Í̄‡e 

GwU bZzb K‡i AvÂwjK ˆel‡g¨i m„wó Ki‡Q| G ch©šÍ evsjv‡`k A_©‰bwZK AÂj KZ…©cÿ miKvwi 68 wU I †emiKvwi 29 wU 

A_©vr †gvU 97 wU A_©‰bwZK AÂ‡ji Aby‡gv`b w`‡q‡Q| Gig‡a¨ XvKv wefv‡M 36 wU, PÆMÖvg wefv‡M  25wU, ivRkvnx wefv‡M 

08 wU, Lyjbv wefv‡M 08 wU wm‡jU wefv‡M 06 wU, gqgbwmsn wefv‡M 08 wU, iscyi wefv‡M 04 wU  Ges ewikvj wefv‡M 03 wU 

we‡kl A_©‰bwZK AÂj cÖwZôvi D‡`¨M MÖnY Kiv n‡q‡Q| ïay msL¨vq wcwQ‡q bq, G¸‡jvi ev Í̄evqb ch©v‡q †`Lv hvq, wcwQ‡q 

Av‡Q iscyi wefvM| †`Lv hvq XvKv I PÆMÖv‡g we‡kl A_©‰bwZK AÂj¸‡jv‡Z e¨cK Kg©hÁ Pj‡Q| n‡q‡Q nvRvi nvRvi †KvwU 

UvKv miKvwi eivÏ|  cvkvcvwk iscyi I ewikvj wefv‡Mi wPÎ wfbœ| iscyi wefv‡M 4wU wefv‡M we‡kl A_©‰bwZK AÂj Aby‡gv`b 

†c‡jI AMÖMwZ †bB| iscyi wefv‡M †gvU 9wU A_©‰bwZK AÂj cÖwZôvi Rb¨ cÖavbgš¿xi Kvh©vj‡q cÖ Í̄ve †cÖiY Kiv n‡q‡Q| iscyi 

wefv‡Mi g‡a¨ cÖ_g A_©‰bwZK AÂj cÖwZôvi m¤¢vebv Av‡Q w`bvRcy‡i| `xN© cÖwZÿvi ci m¤úªwZ w`bvRcyi A_©‰bwZK AÂj‡K 

cÖv_wgK jvB‡mÝ †`qv n‡q‡Q | Zvici Avi AMÖMwZ †bB| cÂMo we‡kl A_©‰bwZK AÂ‡ji Rb¨ 217 GKi Rwg †eRv‡K n Í̄všÍi 

Kiv n‡q‡Q 24 AvMó 2020 Zvwi‡L| wcÖ-wdwRwewjwU ÷vwW wi‡cvU© Kiv n‡q‡Q 25 †deªæqvwi 2021 Zvwi‡L| Zvici Avi AMÖMwZ 

†bB|   bxjdvgvix we‡kl A_©‰bwZK AÂj wcÖ-wdwRwewjwU ÷vwW wi‡cvU© Kiv n‡q‡Q 25 †deªæqvwi 2021 Zvwi‡L| KzwoMÖvg we‡kl 

A_©‰bwZK AÂj 149.77 GKi Rwg eivÏ Kiv n‡q‡Q| wKš‘ cieZ©x‡Z Avi AMÖMwZ †bB| iscy‡ii †Rjv cÖkvmb iscy‡ii 

jvwnoxnv‡U  cÖvq 300 GKi LvmRwg wPwýZ K‡i we‡kl A_©‰bwZK AÂj wbe©vPb Kiv n‡q‡Q| cieZ©x e¨e ’̄v MÖn‡Yi Rb¨ ỳ eQi 

Av‡M †eRv KZ…©c‡ÿi wbKU  cÎ w`‡q‡Q, wKš‘ A`¨vewa Zvi †Kvb c`‡ÿc †bB| MZ 2023-24 A_©eQ‡ii Dbœqb ev‡R‡U 

cÖavbgš¿xi Kvh©vj‡qi eiv‡Ï wKQz A_©‰bwZK AÂ‡ji bvg I eivÏ _vK‡jI iscyi I ewikvj wefv‡Mi †Kvb A_©‰bwZK AÂ‡ji 

bvg †bB| †j‡fj Ae BÛªvwóªqvjvB‡Rkb g~jZ †Kvb AÂ‡j †gvU  Kg©ms ’̄v‡bi g‡a¨ wkí‡ÿ‡Î Kg©ms ’̄v‡bi kZKiv nvi‡K 

†evSvq| 2005-07  mv‡j XvKv wefv‡M †j‡fj Ae BÛªvwóªqvjvB‡Rkb wQj 17.41% †mLv‡b iscyi wefv‡M †j‡fj Ae 

BÛvwóªqvjvB‡Rkb 1.27%| wkívq‡bi G ˆelg¨ wbim‡b iscyi wefv‡M †ewk K‡i A_©‰bwZK AÂj ’̄vcb Kiv DwPZ| wKš‘ ev Í̄eZv 

n‡jv †h K‡qKwU A_©‰bwZK AÂj Aby‡gv`b Kiv n‡q‡Q, ZviI AMÖMwZ bB- hv ˆel¨‡gi bZzb ¯̂iƒc|  Gi KviY wnmv‡e G cÖe‡Ü 

ev‡RU ˆelg¨, ivRbxwZwe`‡`i wbw¯ŒqZv, AvgjvZvwš¿K RwUjZv, cÖkvmwbK A`ÿZv Ges G mKj AÂ‡ji gvbyl‡`i D”PKÚ bv 

nIqv‡K wPwýZ Kiv n‡q‡Q|   

 

1.   f‚wgKv 

Dbœqb cwiµgvq c_ nvuU‡Q evsjv‡`k| 2030 mv‡ji g‡a¨ †`‡ki mKj AÂ‡j Drcv`b e„w×, Kg©ms¯’vb m„wó, wewb‡qvM I  ißvwb 

Avq e„w×i j‡ÿ¨ Òevsjv‡`k A_©‰bwZK AÂj KZ©…cÿ AvBb, 2010Ó Aa¨v‡`k Øviv evsjv‡`k A_©‰bwZK AÂj KZ…©cÿ (†eRv) 

cÖwZôv Kiv nq| evsjv‡`‡k ¯̂vaxbZvi cvuP `kK †cwi‡q †M‡jI cwiKwíZ wkívqb nqwb| evsjv‡`k A_©‰bwZK AÂj G hveZ M„wnZ 

me wkívqb c`‡ÿ‡ci g‡a¨ e„nËg| evsjv‡`‡k 2030 mv‡ji g‡a¨ 100wU A_©‰bwZK AÂj ¯’vc‡bi gva¨‡g 1 †KvwU †jv‡Ki 

Kg©ms¯’vb I AwZwi³ 40 wewjqb gvwK©b Wjvi ißvwbi jÿ¨gvÎv wba©viY Kiv n‡q‡Q| hw`I 2010 mv‡ji 42 bs AvBb Óevsjv‡`k 

A_©‰bwZK AÂj KZ©…cÿ AvBb, 2010Ó Gi ïiæ‡Z my¯úó ejv i‡q‡Q Ò`ªæZ A_©‰bwZK Dbœqb Z_v wkívqb, Kg©ms¯’vb, Drcv`b Ges 

ißvbx e„w× I eûgyLxKi‡Y Drmvn cÖ`v‡bi Rb¨ cðvrc` I AbMÖmi GjvKvmn m¤¢vebvgq mKj GjvKvq A_©‰bwZK AÂj cÖwZôv Ges 

Dnvi Dbœqb, cwiPvjbv, e¨e¯’vcbv I wbqš¿Ymn Avbylw½K Ab¨vb¨ wel‡q weavb cÖYqbK‡í cÖYxZ AvBbÓ| wKš‘ ev¯Í‡e GwU bZzb K‡i 

AvÂwjK ˆel‡g¨i m„wó Ki‡Q|  

                                                      
*      Aa¨vcK,  A_©bxwZ wefvM,  †eMg †iv‡Kqv wek̂we`¨vjq, iscyi| B-†gBj: drmorshed@brur.ac.bd 
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2.     cÖe‡Üi jÿ¨ I D‡Ïk¨mg~n 

1. evsjv‡`‡k eZ©gv‡b A_©‰bwZK AÂjmg~n KZUzKz wkívq‡bi Dc‡hvMx Zv †ei Kiv| 

2. †Kvb GjvKvi  A_©‰bwZK AÂjmg~n †ewk eivÏ cv‡”Q Zv Zzjbvg~jK Av‡jvPbv Kiv| 

3. cðvrc` A_©‰bwZK AÂ‡ji Dbœq‡bi Rb¨ mycvwik Kiv| 

 

3.     Z‡_¨i Drm I M‡elYv c×wZ 

Av‡jvP¨ cÖe‡Ü e¨eüZ Z_¨mg~n gva¨wgK Drm n‡Z †bIqv n‡q‡Q| Gi g‡a¨ wewfbœ A_©‰bwZK AÂ‡ji Z_¨mg~n evsjv‡`k A_©‰bwZK 

AÂj KZ©…c‡ÿi wewfbœ cÖKvkbv †_‡K †bqv n‡q‡Q| G Qvov wewfbœ Rvb©vj, MÖš’, I‡qemvBU, wewfbœ ˆ`wb‡K cÖKvwkZ cÖwZ‡e`b Ges 

wewfbœ cÖe‡Üi mnvqZv †bIqv n‡q‡Q|  

 

4.    we‡kl A_©‰bwZK AÂ‡ji Dbœqb: Zzjbvg~jK ch©v‡jvPbv 

G ch©šÍ evsjv‡`k A_©‰bwZK AÂj KZ…©cÿ miKvwi 68 wU I †emiKvwi 29 wU A_©vr †gvU 97 wU A_©‰bwZK AÂ‡ji Aby‡gv`b 

w`‡q‡Q| Gig‡a¨ XvKv wefv‡M 36 wU (miKvwi 18 wU I †emiKvwi 18 wU ), PÆMÖvg wefv‡M  25wU (miKvwi 21 wU I †emiKvwi 04 

wU), ivRkvnx wefv‡M 08 wU (miKvwi 06 wU I †emiKvwi 01 wU), Lyjbv wefv‡M 08 wU (miKvwi 07 wU I †emiKvwi 01 wU) wm‡jU 

wefv‡M 06 wU (miKvwi 04 wU I †emiKvwi 02 wU), gqgbwmsn wefv‡M 08 wU (miKvwi 06 wU I †emiKvwi 02) wU, iscyi wefv‡M 

04 wU (miKvwi 04 wU)  Ges ewikvj wefv‡M 03 wU (miKvwi 03wU) we‡kl A_©‰bwZK AÂj cÖwZôvi D‡`¨M MÖnY Kiv n‡q‡Q| ïay 

msL¨vq wcwQ‡q bq, G¸‡jvi ev¯Íevqb ch©v‡q †`Lv hvq, wcwQ‡q Av‡Q iscyi I ewikvj wefvM| 

XvKv wefv‡M bvivqYM‡Äi AvovBnvRv‡i evsjv‡`k we‡kl A_©‰bwZK AÂ‡j (weGmB‡RW) ev RvcvwbR A_©‰bwZK AÂ‡j wR-Uz-wR 

wnmv‡e Rvcv‡bi wewb‡qvMKvix‡`i Rb¨ 1000 GK‡ii A_©‰bwZK AÂ‡ji f‚wg Dbœq‡bi KvR `ªæZMwZ‡Z Pj‡Q| RvcvwbR A_©‰bwZK 

AÂj ¯’vc‡b evsjv‡`k miKvi cÖvq 3,200 †KvwU UvKvi cÖKí MÖnY K‡i‡Q| GQvov RvBKv KZ©…K Av‡iv 2,500 †KvwU UvKvq 

AeKvVv‡gv Dbœqb cÖKí Aby‡gvw`Z n‡q‡Q| f‚wg Dbœq‡b `icÎ Avnevb Kiv n‡q‡Q| cÖK‡íi AvIZvq f‚wg Dbœqb, M¨vm cvBcjvBb, 

we ỳ¨r jvBb ¯’vcbmn Ab¨vb¨ AeKvVv‡gv Dbœqb Kiv n‡q‡Q| eZ©gv‡b bvivqYM‡Äi AvovBnvRv‡i cÖ_g cÖwZôvb wnmv‡e †nvg 

A¨vcøv‡q‡Ýi cY¨ Drcv`b ïiæ K‡i‡Q| bZzb d¨v±wi‡Z ZzwK© eûRvwZK Avwm©wjK‡bi 78 wgwjqb Wjvi wewb‡qvM Av‡Q| ZvivB 

me‡P‡q †ewk †kqv‡ii gvwjK| bZzb KviLvbvq cÖvq cvuPnvRvi †jv‡Ki Kg©ms¯’vb n‡e| RvcvwbR A_©‰bwZK AÂ‡j BwZg‡a¨ 

DbœqbK…Z 500 GKi Rwgi g‡a¨ 17 wU †Kv¤úvwb‡K 220 GKi Rwg eivÏ w`‡q‡Q|  Mvwo wbg©vZvmn Rvcvb I hy³iv‡R¨i cvkvcvwk 

¯’vbxqiv GLv‡b wewb‡qv‡Mi AvMÖn cÖKvk K‡i‡Q Ges KZ…©cÿ AvMvgx cvuP eQ‡ii g‡a¨ GK wewjqb Wjvi mivmwi we‡`wk wewb‡qv‡Mi 

cÖZ¨vkv Ki‡Q| GQvov MZ 27 gvP© 2024 Zvwi‡L f‚Uv‡bi ivRv wRM‡g †Lmvi bvgwM‡qj IqvsPzK GB A_©‰bwZK AÂj cwi`k©b K‡ib 

Ges Gi ¸iæZ¡ A‡bK e‡j g~j¨vqb K‡ib wZwb| 

Kzwgjøv †Rjvi †gNbv Dc‡Rjvq GKwU A_©‰bwZK AÂj ¯’vc‡b †gNbv MÖæc‡K cÖv_wgK Aby‡gv`b ev wcÖ †Kvqvwjwd‡Kkb jvB‡mÝ 

w`‡q‡Q evsjv‡`k A_©‰bwZK AÂj KZ©„cÿ  (†eRv)| ÔwZZvm B‡KvbwgK †RvbÕ n‡e †gNbv MÖæ‡ci gvwjKvbvaxb PZz_© A_©‰bwZK 

AÂj| Gi AvqZb cÖvq 161 GKi| cieZ©x‡Z GwU 400 GK‡i DbœxZ Kivi cwiKíbv i‡q‡Q| wZZvm A_©‰bwZK AÂ‡j 300 †KvwU 

gvwK©b Wjvi wewb‡qvM n‡e e‡j cÖZ¨vkv Ki‡Q †gNbv MÖæc| A_©‰bwZK AÂjwU cy‡ivcywi ev¯ÍevwqZ n‡j †mLv‡b cÖvq 60 nvRvi †jv‡Ki 

Kg©ms¯’vb n‡e| Gi Av‡M wZbwU A_©‰bwZK AÂ‡ji Aby‡gv`b †c‡q‡Q †gNbv MÖæc| Gi g‡a¨ bvivqYM‡Äi †mvbviMvu‡q †gNbv 

A_©‰bwZK AÂj Ges Kzwgjøv †Rjvi †gNbv Dc‡Rjvi Kzwgjøv A_©‰bwZK AÂj K‡i‡Q Zviv| †gNbv MÖæ‡ci A_©‰bwZK AÂ‡ji 

kZfvM, †gNbv BÛvw÷ªqvj A_©‰bwZK AÂ‡ji 80 kZvsk I Kzwgjøv A_©‰bwZK AÂ‡ji 25 kZvsk RvqMv eivÏ m¤úbœ n‡q‡Q| Gme 

AÂ‡j †gvU 27wU wkíKviLvbv wbwg©Z n‡q‡Q hvi g‡a¨ 7wU we‡`wk cÖwZôvb| Gme AÂ‡j wewb‡qvM n‡q‡Q cÖvq 100 †KvwU Wjvi| 

245 GK‡ii  †gNbv A_©‰bwZK AÂ‡j we‡`wkiv wewb‡qvM Ki‡Qb| †gNbv BÛªvw÷ªqvj A_©‰bwZK AÂ‡j AZ¨vaywbK †iveU ˆZwi 

n‡”Q, hv wkí- KviLvbvq e¨eüZ nIqvi K_v i‡q‡Q|  

PÆMÖvg wefv‡Mi wgimivB, †dwb I wmZvKz‡Ð 33 nvRvi 805 GKi RvqMvq M‡o D‡V‡Q e½eÜz †kL gywRe wkíbMi| †`‡ki cÖ_g eo 

AvKv‡ii cwiKwíZ Ges `wÿY I `wÿY-c~e© Gwkqvi Ab¨Zg e„nr wkíbMi n‡e GwU| G wkí bMix‡Z cÖvq 4347 †KvwU UvKvi Dbœqb 

cÖK‡íi KvR Pjgvb i‡q‡Q|  †`wk-we‡`wk 159wU †Kv¤úvwb G‡Z 2 nvRvi †KvwU Wjvi wewb‡qvM K‡i‡Q| cÖv_wgKfv‡e cÖvq AvU jvL 

†jv‡Ki Kg©ms¯’vb e¨e¯’v n‡e GLv‡b| Z‡e †eRvi cÖZ¨&kv AZ¨šÍ 30 wewjqb Wjv‡ii wewb‡qvM n‡e GLv‡b Ges 2041 mv‡ji g‡a¨  
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GLv‡b  15 jvL gvby‡li mivmwi Kg©ms¯’vb n‡e| e½eÜz †kL gywRe wkíbM‡i G ch©šÍ 19 wewjqb Wjvi wewb‡qvM cÖ¯Íve Aby‡gvw`Z 

n‡q‡Q Ges 21 wU cÖwZôvb ¯’vc‡bi KvR ïiæ n‡q‡Q|  

wgimivB‡q  fviZxq A_©‰bwZK AÂ‡ji Rb¨ 900 GKi Rwg ivLv Av‡Q| Gi cÖKí e¨q aiv n‡q‡Q 964.85 †KvwU UvKv| Avevi 

gsjvq Av‡iKwU fviZxq A_©‰bwZK AÂ‡ji Rb¨ 900 GKi Rwg ivLv Av‡Q| fviZ miKvi G‡Z AeKvVv‡gv Dbœq‡bi Rb¨ 88 

wgwjqb gvwK©b Wjvi e¨‡q m¤§Z n‡q‡Q| evsjv‡`k miKvi AvovBnvRvi, bvivqYMÄ I wgimivB A_©‰bwZK AÂ‡ji Rb¨ 2021-22 

A_©eQ‡i f‚wg AwaMÖn‡Yi Rb¨ eivÏ wQj 5746 †KvwU UvKv eivÏ K‡iwQj|  

K·evRv‡ii mveivs Uz¨wiRg cvK© I bvd Uz¨wiRg cv‡K©i Dbœqb KvR Pjgvb| mveivs Uz¨wiRg cv‡K©i †gvU GjvKv 1027 GKi| wZbwU 

†nv‡U‡ji wfwËcÖ¯Íi ¯’vwcZ n‡q‡Q | we‡`wk ch©UK‡`i Rb¨ AvšÍR©vwZK gv‡bi mKj my‡hvM-myweav m¤^wjZ †UKbv‡di mveivs-G 

Uz¨wiRg cvK© ¯’vc‡b moK Dbœqb I we ỳ¨r ms‡hv‡Mi KvR m¤úbœ Kiv n‡q‡Q| eZ©gv‡b 161 †KvwU UvKv e¨‡q f‚wg Dbœqb, euva wbg©vY, 

cvwb PjvPj wbqš¿Y e¨e ’̄v wbg©v‡Yi KvR Pjgvb Av‡Q| †eRv 21 Rb wewb‡qvMKvix‡K f‚wg eivÏ w`‡q‡Q| GLv‡b 35 nvRvi  †jv‡Ki 

Kg©ms¯’vb n‡e| bvd UzwiR¨g cv‡K©i †gvU GjvKv 271 GKi|   

Lyjbv wefv‡M †gvsjv A_©‰bwZK AÂj †`‡ki me©cÖ_g A_©‰bwZK AÂj, AvqZb 205 GKi| G A_©‰bwZK AÂ‡j ms‡hvM moK, 

eªxR, cÖkvmwbK feb, my‡cq cvwb mieivn jvBb I evDÛvwi Iqvj wbg©v‡Yi KvR m¤úbœ n‡q‡Q| †gvsjv A_©‰bwZK AÂ‡j cÖ_g 

†Wfjc‡g›U wb‡qvM m¤úbœ n‡q‡Q, wkí ¯’vc‡bi KvR Pj‡Q| †gvsjv A_©‰bwZK AÂj ev¯Íevq‡bi d‡j †`‡ki `wÿYvÂ‡j cÖvq 

25,000 †jv‡Ki Kg©ms¯’v‡bi my‡hvM m„wó n‡e| G A_©‰bwZK AÂ‡j BDwbwjfvimn 4wU wkí cÖwZôvb B‡Zvg‡a¨ Rwg wjR msµvšÍ Pzw³ 

¯^vÿi K‡i‡Q| 

 ivRkvnx wefv‡M DËie‡½i cÖ‡ek Øvi wnmv‡e cwiwPZ wmivRMÄ A_©‰bwZK AÂj wekvj Kg©hÁ GjvKv| 1081 GKi Rwgi Dci 

cÖwZwôZ, 11wU †Kv¤úvwbi †hŠ_ D‡`¨v‡M e¨w³gvwjKvbvaxb A_©‰bwZK AÂj| †mLv‡b †QvU eo 700wU wkí wbg©v‡bi KvR Pj‡Q| 

m¤ú~Y© KvR †kl n‡j 5 jvL †jv‡Ki Kg©ms¯’vb n‡e| wm‡jU wefv‡M †gŠjfxevRvi †Rjvi m`i Dc‡Rjvi †kic‡yi kÖxnÆ A_©‰bwZK 

AÂ‡j Rwg BRviv †kl n‡q‡Q| †eRvÕi A_©vq‡b cÖvq 50 †KvwU UvKv e¨‡q gvwU fivU I M¨vm ms‡hvM KvR m¤úbœ Kiv n‡q‡Q Ges 

mxgvbv cÖvPxi, cÖkvmwbK feb, Rjvavi, cvwb mÂvjb jvBb BZ¨vw` wbg©vY KvR Pjgvb i‡q‡Q| kxNªB wkí ¯’vc‡bi KvR ïiæ n‡e| 

kÖxnÆ A_©‰bwZK AÂ‡ji wewb‡qvMKvix‡`i  wWweGj MÖæcmn 6 wU wkí cÖwZôvb‡K 231 GKi Rwg eivÏ †`qv n‡q‡Q| †mLv‡b 1.5 

wewjqb Wjvi wewb‡q‡Mi gva¨‡g cÖvq 45 nvRvi †jv‡Ki Kg©ms¯’vb n‡e| 

gqgbwmsn wefv‡M Rvgvjcyi †Rjvi m`i Dc‡Rjvi 436.92 GKi RvqMvq Rvgvjcyi A_©‰bwZK AÂj ¯’vcb Kiv n‡”Q| B‡Zvg‡a¨ G 

A_©‰bwZK AÂ‡ji wdwRwewjwU ÷¨vwW I gv÷vi cøvb ˆZwii KvR m¤úbœ n‡q‡Q| cvwb, we ỳ¨r, M¨vm I cÖkvmwbK feb wbg©vY KvRI 

†kl ch©v‡q i‡q‡Q|  Rvgvjcyi A_©‰bwZK AÂ‡ji cÖKí e¨q aiv n‡q‡Q 3353 †KvwU 40 jÿ UvKv| fzwg AwaMÖnY, fzwg Dbœqb, 

M¨vm ms‡hvM, we ỳ¨r ms‡hvM, cvwb mieivn, AeKvVv‡gv wbg©vY m‡šÍvlRbK| Rvgvjcyi A_©‰bwZK AÂ‡j wZbwU wk‡íi KviLvbv 

¯’vc‡bi KvR Pj‡Q| †mvbvw`qv B‡Kv Uz¨wiRg cvK© g‡nkLvwj Dc‡Rjvi †mvbvw`qv Øx‡c Aew¯’Z hv 2017 mv‡j Aby‡gvw`Z nq, Gi 

†gvU AvqZb 9467 GKi|  

†`Lv hvq XvKv I PÆMÖv‡g we‡kl A_©‰bwZK AÂj¸‡jv‡Z e¨cK Kg©hÁ Pj‡Q| n‡q‡Q nvRvi nvRvi †KvwU UvKv miKvwi eivÏ|  

we‡kl G A_©‰bwZK AÂj mg~‡n †`kxq cÖwZôvb¸‡jvi cvkvcvwk wewb‡qvM wb‡q G‡m‡Q fviZ, Rvcvb, Pxb, A‡÷ªwjqv, KvbvWv, 

myBRvij¨vÛ| evsjv‡`k miKvi cÖ¯Íve w`‡q‡Q hy³ivóª, †mŠw`Avie I Ab¨vb¨ †`k‡K A_©‰bwZK AÂj¸‡jv‡Z wewb‡qvM Kivi| 

cvkvcvwk iscyi I ewikvj wefv‡Mi wPÎ wfbœ| iscyi wefv‡M 4wU I ewikvj wefv‡M 3wU we‡kl A_©‰bwZK AÂj Aby‡gv`b †c‡jI 

AMÖMwZ †bB| iscyi wefv‡M †gvU 9wU A_©‰bwZK AÂj cÖwZôvi Rb¨ cÖavbgš¿xi Kvh©vj‡q cÖ¯Íve †cÖiY Kiv n‡q‡Q| 

 iscyi wefv‡Mi g‡a¨ cÖ_g A_©‰bwZK AÂj cÖwZôvi m¤¢vebv Av‡Q w`bvRcy‡i| GRb¨ w`bvRcyi m`i Dc‡Rjvi my›`ieb †gŠRvq 

AvbyôvwbKfv‡e evsjv‡`k A_©‰bwZK AÂj KZ…©cÿ‡K  87 GKi Lvm Rwg n¯ÍvšÍi K‡i‡Q w`bvRcyi †Rjv cÖkvmb 2019 mv‡j| †gvU 

wZbk AvU GKi Rwgi Dci GB A_©‰bwZK AÂj cÖwZôvi K_v i‡q‡Q| evKx 221 GKi Rwg AwaMÖnY Ki‡Z n‡e| Z‡e GB 

AwaMÖnY‡hvM¨ Rwgi Dci Nievwo, ¯’vcbv I MvQcvjv _vKvq Zv ¯’vei m¤úwË| ûKzg`Lj AvBb 2017 †gvZv‡eK IB 221 GKi Rwg 

AwaMÖnY K‡i evsjv‡`k A_©‰bwZK AÂj KZ…©cÿ‡K n¯ÍvšÍi Kiv n‡e|  `xN© cÖwZÿvi ci m¤úªwZ w`bvRcyi A_©‰bwZK AÂj‡K 

cÖv_wgK jvB‡mÝ †`qv n‡q‡Q।  
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cÂMo we‡kl A_©‰bwZK AÂ‡ji Rb¨ 217 GKi Rwg †eRv‡K n¯ÍvšÍi Kiv n‡q‡Q 24 AvMó 2020 Zvwi‡L| wcÖ-wdwRwewjwU ÷vwW 

wi‡cvU© Kiv n‡q‡Q 25 †deªæqvwi 2021 Zvwi‡L| Zvici Avi AMÖMwZ †bB|  

bxjdvgvix we‡kl A_©‰bwZK AÂj ¯’vc‡bi Rb¨ 106 GKi LvmRwg †eRvi wbKU n¯ÍvšÍi Kiv nq Ges e¨vw³gvwjKvbvaxb 357 GKi 

Rwg AwaMÖn‡Yi Rb¨ †¯‹P g¨vc, `vMm~wP I aviYK…Z wfwWI wPÎ mswkøó wefv‡M †cÖiY Kiv nq wKš‘ cÖKí ¯’vc‡b †Kvb AMÖMwZ †bB|  

bxjdvgvix we‡kl A_©‰bwZK AÂj wcÖ-wdwRwewjwU ÷vwW wi‡cvU© Kiv n‡q‡Q 25 †deªæqvwi 2021 Zvwi‡L| Zvici Avi AMÖMwZ †bB| 

DË‡ii mxgvšÍeZ©x KzwoMÖvg †Rjvi m`v Dc‡Rjvi aijv b`xi cv‡k gvaeivg MÖv‡g M‡o DV‡Z hv‡”Q Ôf‚Uvb we‡kl A_©‰bwZK AÂj|  

cÖv_wgKfv‡e 133.92 GKi Lvm Rwg †eRv KZ…©c‡ÿi Kv‡Q n¯ÍvšÍi Kiv n‡q‡Q| AviI 86 GKi e¨w³gvwjKvbvaxb Rwg AwaMÖn‡Yi 

cwiKíbv i‡q‡Q| | Ae¯’vbMZ Kvi‡Y KzwoMÖv‡gi mv‡_ fviZ I  f‚Uv‡bi †hvMv‡hvM †ek fv‡jv| GLv‡b evsjv‡`k I f‚Uvb miKv‡ii 

†hŠ_ D‡`¨v‡M wRUzwR wfwËK we‡kl A_©‰bwZK AÂj M‡o DV‡Z cv‡i| GRb¨ MZ 28 gvP© 2024 Zvwi‡L f‚Uv‡bi ivRv wRM‡g †Lmvi 

bvgwM‡qj IqvsPzK GB A_©‰bwZK AÂj cwi`k©b K‡ib | KzwoMÖv‡gi †mvbvinvU ¯’je›`i n‡q f‚Uv‡bi dz›U‡kvwjs GjvKvi `~iZ¡ Kg, 

mn‡R hvZvqvZ Kiv hvq|GQvov KzwoMÖv‡gi †mvbvnvU I †iŠgvix ¯’je›`i Ges wPjgvix †bŠ-e›`‡ii m‡½ fzUv‡bi †hvMv‡hvM myweav 

Av‡Q|  d‡j f‚Uv‡bi mv‡_ †hŠ_ D‡`¨v‡M A_©‰bwZK AÂj n‡j †Rjvi Av_©mvgvwRK Ae¯’vi Avg~j cwieZ©b Avm‡e| bZzb bZzb 

e¨emv evwb‡R¨i Øvi Db¥y³ n‡e| m‡ev©cwi †Rjvi ¯’j mxgvšÍ c‡_ eûj cÖZxwÿZ Bwg‡MÖkb e¨e¯’v Pvjy Z¡ivwš^Z n‡e| we Í̄xY© PivÂj, 

KvuPvgvj ˆZwii m¤¢vebv Ges gvbe m¤ú` wgwj‡q KzwoMÖv‡g †hŠ_ A_©‰bwZK AÂj n‡j e„nËi iscyi AÂ‡ji gvby‡li Av_©mvgvwRK 

Ae¯’vi e¨cK DbœwZ n‡e|  

iscy‡ii †Rjv cÖkvmb cÖ_‡g M½vPov Dc‡Rjvi gnxcyi, cieZ©x‡Z iscyy‡ii jvwnoxnv‡U  cÖvq 300 GKi LvmRwg wPwýZ K‡i we‡kl 

A_©‰bwZK AÂj wbe©vPb K‡iwQj, Gic‡i k¨vgcyi myMvi wgj, Gic‡i iscy‡ii KvDwbqv Dc‡Rjvi †Ucv gaycyi BDwbq‡b  we‡kl 

A_©‰bwZK AÂj wbe©vPb Kiv n‡q‡Q| †Ucvgaycyi BDwbq‡bi nqer Lvu †gŠRvq 254 GKi Lvm Rwg‡Z G A_©‰bwZK AÂj M‡o DV‡e| 

BwZg‡a¨ Rwg wbe©vP‡bi KvR P‚ovšÍ n‡q‡Q Ges G- msµvšÍ cÎ †cÖiY Kiv n‡q‡Q| wKš‘ cieZ©x‡Z Avi AMÖMwZ †bB| 

MZ 7 Ryb 2023 Zvwi‡L ˆ`wbK cÖ_g Av‡jvi 12 c„ôvq A_©- evwYR¨ cvZvq Qvcv n‡q‡Q Òwewb‡qvMKvix‡`i AvMÖn †ewk PÆMÖvg 

AÂ‡jÓ wk‡ivbv‡g GKwU msev`| evsjv‡`k A_©‰bwZK AÂj KZ…©cÿ  †eRv)- Gi GKwU mgxÿvi Z_¨vbyhvqx cÖvq 75 kZvsk 

wewb‡qvMKvix PÆMÖvg AÂj‡K wkí ¯’vc‡bi Rb¨ cQ›` K‡i‡Qb| Gici XvKv (17 kZvsk), Lyjbv (8 kZvsk), ewikvj (8 kZvsk)| 

`ytLRbK n‡jI mZ¨, msev`wU‡Z cQ›`µ‡g iscyi wefv‡Mi bvg D‡jøL †bB| KviY, iscyi wefv‡M 4wU we‡kl A_©‰bwZK AÂj 

Aby‡gvw`Z n‡jI GKwUiI ev¯Íevqb nqwb| 

ewikvj wefv‡Mi Av‰MjSviv A_©‰bwZK AÂ‡j b‡f¤̂i 2021 G  wcÖ-wdwRwewjwU ÷vwW wi‡cvU© Kiv n‡q‡Q| †fvjv A_©‰bwZK AÂ‡j 

wcÖ-wdwRwewjwU ÷vwW wi‡cvU© Kiv n‡q‡Q 25 †de„yqvwi 2021 mv‡j| cieZ©x‡Z Gi †Kvb AMÖMwZ †bB| eZ©gv‡b †bÎ‡Kvbv, Rvgvjcyi, 

AvovBnvRvi, g‡nkLvwj, Av‡bvqviv, †KivwbMÄ, bvivqbMÄ, gsjv A_©‰bwZK AÂ‡ji Environmental Impact Assessment 

(EAI) wi‡cvU© †`qv n‡q‡Q| wKš‘ iscyi AÂ‡ji A_©‰bwZK AÂjmg~n GLbI G  ch©v‡q Av‡mwb| 

 

5.    mycvwikmg~n 

1. iscyi wefv‡M wkí Dbœq‡bi Rb¨ Aby‡gv`bK…Z 4 wU we‡kl A_©‰bwZK AÂj cÂMo, w`bvRcyi, bxjdvgvix I KzwoMÖvg- Gi Rb¨ 

ev‡RU eivÏ K‡i Pvjy Kiv| †eRv `vwqZ¡ cvj‡b e¨_© n‡j cÖ‡qvR‡b miKvi n‡Z cÖkvmK wb‡qvM K‡i `ªæZ wkívq‡bi Dc‡hvMx 

Kiv | 

2. Av‡iv 4wU †Rjv iscyi, jvjgwbinvU, MvBevÜv, VvKyiMvI‡q 1wU K‡i we‡kl A_©‰bwZK AÂj ˆZwi Kiv| 

3. G A_©‰bwZK AÂ‡j wewb‡qvM mnvqZv w`‡Z Avjv`v wkíbxwZ, KibxwZ, f¨vU bxwZ, ïébxwZ I FYbxwZ †Nvlbv Kiv| G AÂ‡ji 

wk‡íi Drcvw`Z c‡Y¨i Rb¨ Avjv`v Ôwkí msiÿY bxwZÕ MÖnY Kiv Ges  iscyi wefv‡Mi e¨emvqx‡`i Bb‡mbwUf cÖ`v‡bi j‡ÿ¨ 

Avw_©K myweav †hgb 10 eQ‡ii Rb¨ U¨v· nwj‡W †`qv| 
4. G A_©‰bwZK AÂ‡ji mv‡_ cvk^©eZ©x †`k fviZ, †bcvj I fzUv‡bi mv‡_ evwYR¨ Kivi bvbv myweav i‡q‡Q| ¯^í mg‡q I Kg Li‡P 

G AÂj n‡Z Gme †`‡k cY¨ ißvwb Kiv m¤¢e| GQvov G AÂ‡j PviwU ¯’j e›`i 1. evsjvevÜv ¯’je›`i, cÂMo, 2. eywogvwi 

¯’je›`i, jvjgwbinvU, 3. wnwj ¯’je›`i, w`bvRcyi I 4. weij ¯’je›`i, w`bvRcyi e¨envi K‡i cY¨ ißvwb Kiv †h‡Z cv‡i|  

ˆmq`cy‡i Kv‡M©v wegvb mvwf©m Pvjy K‡i fviZ, †bcvj I Px‡b G AÂj n‡Z cY¨ ißvwb Kiv †h‡Z cv‡i| G AÂ‡j ¯’vqx 

†fvMc‡Y¨i hš¿cvwZ I ißvwb‡hvM¨ nvjKv †gwkbvix hš¿cvwZ Drcv`b Kiv †h‡Z cv‡i| wmivwgK wkí  ¯’vcb Kiv †h‡Z cv‡i| G 
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AÂ‡j Pvgov wkí ¯’vcb Kiv †h‡Z cv‡i| cÖvK…wZK M¨vm mieivn Kiv n‡j G AÂ‡j cÖvK…wZK M¨vmwfwËK KviLvbv †hgb we`y¨r, 

mvi KviLvbv ¯’vcb Kivi m¤¢vebv i‡q‡Q| G AÂ‡j HwZn¨evnx wkí †hgb Rvg`vwb wkí, bKkx Kv_uv, kZiwÄ, wkZjcvwU, 

Kv‡c©U, P‡Ui e¨vM BZ¨vw` we‡`‡k ißvwb Kiv †h‡Z cv‡i| G AÂ‡j wewb‡qvM mnvqZv w`‡Z Avjv`v wkíbxwZ, KibxwZ, f¨vU 

bxwZ, ïébxwZ I FYbxwZ †Nvlbv Ki‡Z n‡e| iscyi AÂ‡ji  wk‡í AvaywbK cÖhyw³, we‡klÁ I AvBwmwUi e¨envi wbwðZ Ki‡Z 

n‡e|  G AÂ‡ji wk‡íi Drcvw`Z c‡Y¨i Rb¨ Avjv`v wkí msiÿY bxwZ MÖnY Ki‡Z n‡e| 

5. G AÂ‡ji D‡`¨v³v‡`i mvsMVwbK `ÿZv evov‡Z n‡e| D‡`¨³v n‡Z AvMÖnx‡`i cÖ‡qvRbxq cÖwkÿY w`‡Z n‡e| cY¨ 

evRviRvZKi‡Yi mgm¨v¸‡jv mgvavb Ki‡Z n‡e| ¯^í Li‡P cY¨ Drcv`‡bi Rb¨ cÖhyw³MZ Dbœqb Ki‡Z n‡e | cðvrc` 

GjvKvq wewb‡qvM evov‡bvi Rb¨ mnvqK wkíbxwZ Kiv cÖ‡qvRb| iscyi wefvM wkívq‡b Ab¨ AÂ‡ji †P‡q wcwQ‡q Av‡Q GRb¨ 

GLv‡b wkívq‡bi cwigvb evov‡Z n‡e|  †h mKj GjvKvq †ekx wkívqb n‡q‡Q †mLvb n‡Z Kg wkívqb GjvKvq wkí cybte›Ub I 

¯’vbvšÍi Kiv †h‡Z cv‡i| †hgb XvKv kni †_‡K ˆZwi †cvkvK wkí Ab¨ RvqMvq ¯’vcb n‡Z cv‡i|  AeKvVv‡gvMZ Dbœqb, 

bMivq‡bi  nvi, cvwb mieivn I M¨vm-we ỳ¨r mieivn wkívqb‡K cÖfvweZ K‡i GRb¨ Kg wkívwqZ GjvKvq AeKvVv‡gvMZ Dbœqb 

Ki‡Z n‡e hv‡Z bZzb wkí D‡`¨v³v AvK…ó nq| G AÂ‡j †emiKvix LvZ wewb‡qv‡M DrmvwnZ bv n‡j cÖ_g w`‡K miKvix 

mnvqZv †`qv cÖ‡qvRb  

6. G A_©‰bwZK AÂ‡j B›Uvi‡bU LiP Kgv‡bvi cvkvcvwk Gi gvb wbwðZ Kiv Riæwi| iscyi wefv‡M ª̀æZMwZm¤úbœ B›Uvi‡bU 

ms‡hvM w`‡Z n‡e| hZ ª̀æZ m¤¢e iscy‡i W. Iqv‡R` wgqv nvB‡UK cvK© Pvjy Ki‡Z n‡e| MÖv‡g AcwUK¨vj dvBev‡ii e¨e¯’v Ki‡Z 

n‡e| Gi d‡j ZiæY‡`i Kg©ms¯’vb m„wó m¤¢e n‡e| K…wlLv‡Z ÷vU© Avc evov‡Z n‡e| wewfbœ †m±‡i Kg©ms¯’vb evov‡Z n‡e |  

7. gvbe m¤ú` Dbœq‡b wewb‡qvM e„w×i gva¨‡g A_©‰bwZK AÂ‡j `ÿ Rbkw³ †hvMvb †`qv †h‡Z cv‡i|  

8. Avgv‡`i †`‡k †gvU RbmsL¨vi A‡a©K bvix| bvix D‡`¨v³v‡`i †mev Lv‡Zi e¨emvq (we‡kl K‡i eywUK, weDwU cvj©vi, K¨vUvwis, 

Lvevi †`vKvb I e¨emv) f¨v‡Ui nvi 15 kZvsk †_‡K Kwg‡q 4 kZvsk wba©vi‡Yi cÖ¯Íve †`qv n‡jv| GQvov bZzb bvix 

D‡`¨v³v‡`i e¨emv ïiæi cÖ_g wZb eQ‡ii U¨v· I f¨vU gIKzd Ki‡Z n‡e| cÖwZ eQi Kg©‡¯ªv‡Z Avmv 20 j¶ gvby‡li g‡a¨ 

50 kZvskB bvix| Avgv‡`i †`‡ki †gvU RbmsL¨vi A‡a©K bvix| bvixiv hw` Kg©‡¶Î Ges wbR cÖKí/D‡`¨vM ev¯Íevq‡bi 

mgmy‡hvM bv cvq|  

9. iscyi wefv‡Mi `wi`ª ÿz`ª D‡`¨v³v‡`i Kv‡Q e¨vsK FY mnRjf¨ Kivi j‡ÿ¨ mKj e¨vsK‡K Zv‡`i F‡Yi AšÍZt 25 kZvsk 1 

†KvwU UvKvi Kg c~wRu m¤úbœ ÿz`ª cÖwZôv‡b cÖ`v‡bi eva¨evaKZv m„wó Ki‡Z n‡e Ges cÖwZwU e¨vs‡K Òÿz`ª D‡`¨v³v †mj Ó MVb 

Ki‡Z n‡e hv‡Z D‡`¨³viv A_©‰bwZK AÂ‡j wewb‡qv‡M AvMÖnx nq|   

10. GQvov G A_©‰bwZK AÂj wewb‡qvMevÜe cwi‡ek ˆZwii Rb¨ me©Rb MÖnY‡hvM¨ GKwU ÔKw¤cÖ‡nbwmf Bb‡f÷‡g›U cwjwmÕ ˆZwi 

Kivi cÖ¯Íve KiwQ| ZvQvov G wefv‡Mi wewb‡qvM m¤¢vebv hvPvB‡qi j‡ÿ¨ iscy‡i GKwU wimvP© †m›Uvi ¯’vcb Kiv GKvšÍ Riæwi e‡j 

Avgiv g‡b Kwi|  †Kbbv Avgiv Avkv KiwQ, weweAvBGb Kv‡bw±wfwU cy‡ivcywi Pvjy n‡j G AÂ‡j wewb‡qvM e„w× cv‡e Ges wkí, 

e¨emv-evwY‡R¨i m¤úªmviY NU‡e| 

11.  wk‡íi R¦vjvwb mgm¨v mgvav‡b eZ©gvb miKv‡ii gvbbxq cÖavbgš¿x e½eÜz Kb¨vi Rb‡bÎx †kL nvwmbvi wb‡`©‡k BwZg‡a¨ Ôe¸ov-

iscyi-‰mq`cyi M¨vm mÂvjb cvBc jvBb wbg©vYÕ cÖK‡íi KvR  †kl n‡q cixÿg~jK M¨vm mieivn n‡”Q| wKš‘ G M¨vm mieivn 

wewmK AÂ‡j mxwgZ _vKvq Ab¨vb¨ AÂ‡ji wkígvwjKiv DcK…Z n‡”Q bv| iscyi wefv‡Mi A_©‰bwZK AÂ‡j G M¨vm mieivn 

Kiv cÖ‡qvRb| 

12. we ỳ¨r, R¡vjvwb I AeKvVv‡gv Qvov †Kvb A_©‰bwZK AÂj AÂ‡ji Dbœqb n‡Z cv‡i bv, wkí-KviLvbv cÖwZôv n‡Z cv‡i bv Ges 

Kg©ms¯’v‡bi my‡hvM m„wó n‡Z cv‡i bv| iscyi wefv‡M M¨vm †bB, R¡vjvwb †bB, AeKvVv‡gv †bB, AvšÍR©vwZKgv‡bi wegvbe›`i †bB, 

¯’j e›`‡ii myweav †bB, †Zgb †Kvb wkí-KjKviLvbv †bB Ges Z`ycwi Zv my`~icivnZ| †bB KvwiMwi I mvaviY wk¶v cÖwZôv‡bi 

mgZv, we`y¨‡Zi cÖvc¨Zv, wPwKrmv,  iv¯ÍvNvU, cÖ‡qvRbxq eªxR-KvjfvU© I †÷wWqvg, i‡q‡Q eQ‡ii ci eQi Amgvß cÖKí I 

`xN©m~wÎZv I Aby‡gvw`Z cÖK‡íi A_© Qv‡o ¯’weiZv| G mKj mgm¨vi mgvavb Ki‡Z n‡e| 

13. iscyi wefv‡Mi A_©‰bwZK AÂ‡j Avg`vwb-ißvwb evwYR¨ m¤úªmvi‡Yi j‡ÿ¨ †ebv‡cvj ¯’je›`‡ii b¨vq iscy‡i wefv‡M Aew¯’Z 

eywogvix I evsjvevÜv ¯’j e›`i‡K c~Y©v½ ïé e›`‡i iƒcvšÍ‡ii c`‡ÿc MÖnY Ki‡Z n‡e| GQvov ißvwb DrmvwnZ I mnR Kivi 

Rb¨ WKz‡g‡›Ui msL¨v Kgv‡bv, wm‡½j DB‡Ûv mvwf©m, Ab-jvBb WKz‡g›U Rgv I bb-U¨vwid evav `yi Kiv GKvšÍ Riæwi e‡j 

Avgiv g‡b Kwi| 



744 

14. VvKziMvuI I jvjgwbinvU wegvb e›`i eÜ n‡q i‡q‡Q&|  GwU hvÎx cwienb I gvjvgvj cwien‡bi Rb¨ Kv‡M©v wegvb PjvP‡ji 

cÖ‡qvRbxq e¨e¯’v †bqv cÖ‡qvRb| ˆmq`cyi wegvb e›`i n‡ZI Kv‡M©v mvwf©m Pvjy cÖ‡qvRb| Gi d‡j A_©‰bwZK AÂj n‡Z  fviZ, 

f‚Uvb I †bcv‡j `ªæZ gvjvgvj mieivn Kiv hv‡e| G‡Z evwYwR¨K Avq †e‡o hv‡e| 

 

6.     Dcmsnvi 

MZ 2022-23 A_©eQ‡ii Dbœqb ev‡R‡U cÖavbgš¿xi Kvh©vj‡qi eiv‡Ï wKQz A_©‰bwZK AÂ‡ji bvg I eivÏ _vK‡jI iscyi wefv‡Mi 

†Kvb A_©‰bwZK AÂ‡ji bvg †bB| Gev‡ii 2023-24 mv‡ji Dbœqb ev‡R‡UI evsjv‡`k A_©‰bwZK AÂj KZ…©cÿ‡K 9299 †KvwU 

UvKv eivÏ †`qv n‡jI iscyi wefv‡Mi 4 wU Aby‡gvw`Z A_©‰bwZK AÂ‡ji Rb¨ eivÏ †bB| †j‡fj Ae BÛªvw÷ªqvjvB‡Rkb g~jZ 

†Kvb AÂ‡j †gvU  Kg©ms¯’v‡bi g‡a¨ wkí‡ÿ‡Î Kg©ms¯’v‡bi kZKiv nvi‡K †evSvq| 2005-07  mv‡j XvKv wefv‡M †j‡fj Ae 

BÛªvwóªqvjvB‡Rkb wQj 17.41% †mLv‡b iscyi wefv‡M †j‡fj Ae BÛvwóªqvjvB‡Rkb 1.27%| wkívq‡bi G ˆelg¨ wbim‡b iscyi I 

ewikvj wefv‡M †ewk K‡i A_©‰bwZK AÂj ¯’vcb Kiv DwPZ| wKš‘ ev Í̄eZv n‡jv †h K‡qKwU A_©‰bwZK AÂj Aby‡gv`b Kiv n‡q‡Q, 

ZviI AMÖMwZ †bB—hv ˆel¨‡gi bZzb ¯̂iƒc|  Gi KviY wnmv‡e ivRbxwZwe`‡`i wbw¯ŒqZv, AvgjvZvwš¿K RwUjZv Ges G mKj 

AÂ‡ji gvbyl‡`i D”PKÚ bv nIqv‡K wPwýZ Kiv hvq| G mKj AÂ‡ji gvbyl‡`i D”PKÚ nIqv ZvB GLb mg‡qi `vwe| 

 

 

MÖš’cwÄ 

 

MYcÖRvZš¿x evsjv‡`k miKvi (2010), evsjv‡`k A_©‰bwZK AÂj KZ©…cÿ AvBb, 2010|  

A_© gš¿Yvjq (2023), RvZxq ev‡RU e³…Zv 2023-24 

evsjv‡`k A_©‰bwZK AÂj KZ…©cÿ (2023), evsjv‡`k A_©‰bwZK AÂj evwl©K cÖwZ‡e`b 2022-23 

A_© gš¿Yvjq (2023), evsjv‡`k A_©‰bwZK mgxÿv- 2023 
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¯§vU© evsjv‡`k I D™¢veb: wWwRUvj evsjv‡`k †_‡K ¯§vU© evsjv‡`‡k DËiY 

Smart Bangladesh & Innovation: Gradation from Digital to Smart Bangladesh 

 

†gvt †gvi‡k` †nv‡mb 
* 

Md. Morshed Hossain 

1.     f‚wgKv 

e½eÜzB evsjv‡`k| wZwbB Avgv‡`i RvwZmËvi wfwËf‚wg| Avgv‡`i ¯^‡cœi evwZNi| me©Kv‡ji me©‡kªô evOvwj, gnvb ¯^vaxbZvi ¯’cwZ 

Ges evOvwj RvwZi wcZv e½eÜy †kL gywReyi ingv‡bi ¯^‡cœi Ô†mvbvi evsjvÕi Mo‡Z ÔwWwRUvj evsjv‡`kÕ ev¯Íevqb K‡i gvbbxq 

cÖavbgš¿x †kL nvwmbv †`k‡K DbœxZ K‡i‡Qb GK we¯§qKi D”PZvq| wWwRUvj evsjv‡`k †_‡K m¥vU© evsjv‡`k wewbg©v‡Yi RqhvÎvq, 

mgMÖ we‡k¦ evsjv‡`k AvR GK ÔDbœqb-we¯§qÕ ev ÔDbœq‡bi †ivj g‡WjÕ ev Ô†Møvevj †ivj g‡WjÕ|  

 

2.      wWwRUvj evsjv‡`k  

wWwRUvj evsjv‡`kÕ GKwU c«Z¨q, GKwU ¯^cœ| weivU GK cwieZ©b I µvwšÍKv‡ji ga¨ w`‡q evsjv‡`k GLb GwM‡q Pj‡Q| Z…Zxq we‡k¦i 

GKwU Dbœqbkxj †`k wn‡m‡e evsjv‡`‡ki Av_©-mvgvwRK I ivRbxwZK A½‡b ÔwWwRUvj evsjv‡`kÕ-Gi aviYv GKwU D‡jL‡hvM¨ 

ms‡hvRb| mgM« evsjv‡`‡ki Kg©KvÛ‡K AvaywbK Kw¤úDUvi †bUIqvK© I B›Uvi‡bU wm‡÷‡gi gva¨‡g A_©vr AvaywbK cÖhyw³i e¨envi 

w`‡q Kg©KvÛ‡K MwZkxj KivB wQj wWwRUvjvB‡Rk‡bi g~j j¶¨| e½eÜyKb¨v gvbbxq cÖavbgš¿x †kL nvwmbv 2008 mv‡j iƒcKí-

2021 Gi gva¨‡g Avgv‡`i ¯^cœ †`wL‡qwQ‡jb| Zuvi ¯^cœ wQj Z_¨cÖhyw³i h_vh_ e¨env‡ii gva¨‡g ¯^vaxbZvi myeY©RqšÍx‡Z A_©vr 2021 

mv‡ji g‡a¨ †`k‡K ¶yav I `vwi`ª¨gy³, ga¨ Av‡qi, ÁvbwfwËK wWwRUvj evsjv‡`‡k iƒcvšÍi Kiv| gvbbxq cÖavbgš¿x Zuvi Ávb, cÖÁv, 

†gav, `~i`wk©Zv Ges m‡e©vcwi Amvgvb¨ †bZ„‡Z¡i gva¨‡g wWwRUvj evsjv‡`k-Gi ¯^cœc~iY K‡i‡Qb| wWwRUvj evsjv‡`k iƒcKí 

ev¯Íevq‡bi iƒc‡iLv cÖYqb, AMÖvwaKvi wba©viY, mwVK D‡`¨vM MÖnY I ev¯Íevqb Ges mvwe©K ZË¡veav‡bi KvRwU K‡i‡Qb cÖavbgš¿xi 

Z_¨ I †hvMv‡hvM cÖhyw³ welqK gvbbxq Dc‡`óv Rbve mRxe Iqv‡R` Rq| we‡k¦i Kv‡Q wZwb ÒAvwK©‡U± Ae wWwRUvj evsjv‡`kÓ 

bv‡g me©vwaK cwiwPZ| A`g¨MwZ‡Z Avgiv PjwQ Z_¨c«hyw³i GK gnvmoK a‡i| eZ©gvb mg‡q G‡m Avgiv c«wZwU †m±‡i 

wWwRUvjvB‡Rk‡bi mydj †fvM KiwQ| wWwRUvj evsjv‡`k ev¯Íevq‡bi PviwU g~j wfwË- 1. ÔZ_¨cÖhyw³ Lv‡Z Ô`¶ gvbem¤ú` DbœqbÕ, 

2.Ômyjf g~‡j¨ mevi Rb¨ B›Uvi‡bU Kv‡bKwUwfwU wbwðZKiYÕ, 3. ÔRbM‡Yi †`vi‡Mvovq ¯^í Li‡P I ¯^í mg‡q wWwRUvj Mfb©‡g›U 

†mev †cuŠ‡Q †`Iqv Ges 4. ÔZ_¨cÖhyw³ wk‡íi weKvkÕ|  

mgMÖ †`k AvR kZfvM we` ÿ‡Zi AvIZvq G‡m‡Q| †hLv‡b 56 jvL B›Uvi‡bU e¨enviKvix wQj,eªWe¨vÛ Kv‡bKwUwfwU BDwbqb ch©šÍ 

†cŠu‡Q †M‡Q| †`‡k eZ©gv‡b B›Uvi‡bU e¨enviKvixi msL¨v 13 †KvwUi †ewk Ges gy‡Vv‡dvb ms‡hv‡Mi msL¨v 18 †KvwUi Ici| 

RbM‡Yi †`vi‡Mvovq †mev †cŠu‡Q w`‡Z eZ©gv‡b mviv †`‡k cÖvq 8 nvRvi 800wU wWwRUvj †m›Uv‡i 16 nvRv‡ii †ewk D‡`¨v³v KvR 

Ki‡Qb, †hLv‡b 50 kZvsk bvix D‡`¨v³v i‡q‡Qb| Gi d‡j GK w`‡K bvix-cyi‡li ˆelg¨, Aci w`‡K abx I `wi‡`ªi Ges MÖvg I 

kn‡ii ˆelg¨ `~i n‡q‡Q| eZ©gv‡b wWwRUvj †m›Uvi †_‡K c«wZ gv‡m M‡o 70 jv‡Li AwaK †mev cÖ`vb Kiv n‡”Q| G ch©šÍ wWwRUvj 

†m›Uvi †_‡K bvMwi‡Kiv c«vq 80 †KvwUi AwaK †mev M«nY K‡i‡Qb| d‡j bvMwiK‡`i 78 `kwgK 14 kZvsk Kg©NÈv, 16 `kwgK 55 

kZvsk e¨q Ges 17 `kwgK 4 kZvsk hvZvqvZ mvkÖq Kiv m¤¢e n‡q‡Q| wWwRUvj †m›Uvi mvaviY gvby‡li Rxebgvb mnR Kivi 

cvkvcvwk …̀wófw½I e`‡j w`‡q‡Q| gvbyl GLb wek¦vm K‡i, N‡ii Kv‡QB me ai‡bi †mev cvIqv m¤¢e| gvby‡li GB wek¦vm AR©b 

wWwRUvj evsjv‡`‡ki c_Pjvq me‡P‡q eo cvIqv| †ccvi‡jm KwgDwb‡Kkb Pvjy Kivi j‡¶¨ miKvi B-bw_ Pvjy K‡i| Pvjy nIqvi 

ci †_‡K B-bw_‡Z G ch©šÍ ỳB †KvwU Pvi jv‡Li †ewk dvB‡ji wb®úwË Kiv n‡q‡Q| B-bvgRvwi wm‡÷‡g AvMZ 52 jv‡Li AwaK 

Av‡e`b g‡a¨ 45 `kwgK 68 jv‡Li †ewk Av‡e`‡bi wb®úwË Kiv n‡q‡Q AbjvB‡b| we‡k¦ AbjvBb k«gkw³‡Z fv‡jv Ae¯’v‡b i‡q‡Q 

evsjv‡`k| wek¦e¨vsK I A·‡dvW© B›Uvi‡bU Bbw÷wUD‡Ui (IAvBAvB) mgx¶vg‡Z, AbjvBb kÖgkw³‡Z evsjv‡`‡ki Ae¯’vb eZ©gv‡b 

wØZxq| c«vq mv‡o 6 jvL cÖwkw¶Z wd«j¨vÝvi AvDU‡mvwm©s LvZ †_‡K AšÍZ 500 wgwjqb gvwK©b Wjvi Avq Ki‡Qb| cÖhyw³i kw³‡K 

Kv‡R jvwM‡q IB †`‡ki †Kv¤úvwb‡Z evsjv‡`‡ki Ziæ‡Yiv cÖZ¨šÍ AÂ‡j e‡mI AvDU‡mvwm©s K‡i nvRvi nvRvi, jvL jvL Wjvi Avq 

Ki‡Z m¶g n‡”Qb| BwZg‡a¨ wbwg©Z 10wU nvB-‡UK/AvBwU cv‡K© wewb‡qv‡Mi cwigvY 1 nvRvi 500 †KvwU UvKv| 18 eQi Av‡M 

                                                      
*       Aa¨vcK,  A_©bxwZ wefvM,  †eMg †iv‡Kqv wek̂we`¨vjq, iscyi| B-†gBj: drmorshed@brur.ac.bd 
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wWwRUvj A_©bxwZi AvKvi wQj gvÎ 26 wgwjqb Wjvi| Avi eZ©gv‡b Zv 1 `kwgK 4 wewjqb Wjvi Qvwo‡q †M‡Q| miKv‡ii j¶¨, 

2025 mv‡j AvBwmwU ißvwb 5 wewjqb Wjvi Ges cÖwk¶‡Yi gva¨‡g `¶ gvbem¤ú` ˆZwii gva¨‡g AvBwmwU Lv‡Z Kg©ms¯’vb 30 jv‡L 

DbœxZ Kiv| 109wU nvB‡UK/AvBwU cv‡K©/‡kL Kvgvj AvBwU BbwKD‡ekb †m›Uv‡ii (17wU †emiKvwi AvBwU cvK©) g‡a¨ wbwg©Z 10wU 

cv‡K© †`wk-we‡`wk 192wU c«wZôvb e¨emvwqK Kvh©µg ïiæ K‡i‡Q| PZz_© wkíwece †gvKvwejvq eZ©gvb I fwel¨r c«Rb¥‡K 

c«hyw³wk¶vq cvi`k©x K‡i Zzj‡Z Ges wWRiv‡ÞW †UK‡bvjwR m¤ú‡K© aviYv w`‡Z BwZg‡a¨B wewfbœ wk¶vc«wZôv‡b 13 nvRvi †kL 

iv‡mj wWwRUvj j¨ve Ges wewfbœ wek¦we`¨vj‡q 33wU we‡klvwqZ j¨ve c«wZôv Kiv n‡q‡Q| †`‡ki 64wU †Rjvq †kL Kvgvj AvBwU 

†U«wbs A¨vÛ BbwKD‡ekb †m›Uvi, 555 wU ÔRq wW-‡mU †m›UviÕ, †kL nvwmbv Bbw÷wUDU Ae d«w›Uqvi †UK‡bvjwR cÖwZôv Kiv n‡”Q| 

AvMvgx 2025 mv‡ji g‡a¨ AviI 35 nvRvi †kL iv‡mj wWwRUvj j¨ve cÖwZôv Kiv n‡e| 

B-bw_, RvZxq Z_¨ evZvqb, RvZxq †níjvBb 333, B-bvgRvwi, AviGm LwZqvb wm‡÷g, K…wl evZvqb, B-Pvjvb, GK †c, GK 

kc, GK †mev, wK‡kvi evZvqb, gy³ cvV, wk¶K evZvqb, AvB-j¨ve, K‡ivbv †cvU©vj, gv †Uwj †nj_ mvwf©m, c«evmeÜy Kj‡m›Uvi, 

fvP ©̈yqvj †KvU© wm‡÷g, wWwRUvj K¬vmiægmn AmsL¨ †mev Pvjy n‡q‡Q| Gi gva¨‡g RbM‡Yi RxebhvÎv mnR n‡q‡Q| d‡j, K‡ivbvi 

g‡Zv gnvgvwi †gvKvwejvq evsjv‡`k †`wL‡q‡Q mvdj¨|  

Z_¨cÖhyw³ wbf©i mg…× evsjv‡`k Movi j‡¶¨ †Rjv, Dc‡Rjv I BDwbqb ch©v‡q B›Uvi‡bU †mev Pvjy Kiv n‡q‡Q| wk¶v, ¯^v¯’¨, K…wl, 

evwYR¨ c«f…wZ †¶‡Î Z_¨c«hyw³i e¨envi e¨vcK nv‡i †e‡o‡Q, cÖhyw³wbf©i n‡q D‡V‡Q evsjv‡`k| c«‡Z¨‡Ki nv‡Z GLb A¨vÛ«‡qW 

gy‡Vv‡dvb, `ywbqvi me cÖv‡šÍi Lei gyn~‡Z©B G‡m hv‡”Q nv‡Zi gy‡Vvq| evsjv‡`k miKv‡ii †mevg~jK me dig cvIqv hv‡”Q AbjvB‡b| 

ïay Zv –B bq, ¯‹yj, K‡jR I wek¦we`¨vj‡q fwZ©, PvKwii Av‡e`b, cov‡kvbv, we`¨yr, M¨vm, †dvb wejmn wewfbœ cwi‡levi wej 

cwi‡kva, †gvevBj gvwb U«vÝdvi, e¨vswKs, cvm‡cvU© Av‡e`b, wfmv c«‡mwms, wegv‡bi wUwKU, †ijI‡q wUwKwUs, B–‡UÛvwis, wUb mb`, 

AvqKi wiUvb©, W«vBwfs jvB‡m‡Ýi Av‡e`b, wRwW, Rb¥-g…Z¨yi wbeÜb †_‡K ïiæ K‡i e¨emv-evwYR¨ Kiv hv‡”Q AbjvB‡b, A_©vr 

wWwRUvj c×wZ‡Z| 2018 mv‡ji 11 †g e½eÜy m¨v‡UjvBU-1 gnvKv‡k Dr‡¶c‡Yi ga¨ w`‡q evsjv‡`k bZzb w`M‡šÍi m~Pbv K‡i| 

Z_¨cÖhyw³‡K Avjv`v LvZ wn‡m‡e we‡ePbv bv K‡i eis me †¶‡ÎB Z_¨cÖhyw³i Dchy³ e¨envi wbwðZ Kivi d‡jB evsjv‡`k AvR 

K…wl, wk¶v, ¯^v¯’¨, A_©bxwZ, e¨emv-evwYR¨-wkí, e¨vswKs, cÖkvmb, D™¢veb, cÖwk¶Y, Kg©ms¯’vbmn me Lv‡Z mgvbfv‡e DbœwZ K‡i‡Q| 

wWwRUvj evsjv‡`k AvR GK k³ wfwËi Dci `uvwo‡q Av‡Q e‡jB Z_¨cÖhyw³ e¨envi K‡i †KvwfW-19 AwZgvwi †gvKv‡ejvq Abb¨ 

mvdj¨ †`wL‡q‡Q evsjv‡`k| ZvB‡Zv gvbbxq cÖavbgš¿x †kL nvwmbvi †bZ„‡Z¡ AvR‡Ki GB evsjv‡`k †h‡Kv‡bv mg‡qi †P‡q DbœZ, 

AvaywbK Ges Aek¨B wbivc`| MZ 14 eQ‡i Z_¨cÖhyw³ Lv‡Z 20 j¶ ZiæY-ZiæYxi Kg©ms¯’vb n‡q‡Q|gvÎ 1 †gMvevBU B›Uvi‡b‡Ui 

`vg †hLv‡b wQj 78 nvRvi UvKv, AvR †mUv cvIqv hv‡”Q gvÎ 200 UvKvq| G myweav ïay XvKv kn‡ii Rb¨B bq, BDwbqb ch©šÍ we¯Í„Z 

Kiv n‡q‡Q ¯^íg~‡j¨ D”P MwZi B›Uvi‡bU| mvaviY gvbyl Zuv‡`i cÖ‡qvRbxq †mevwU †hb myweavgZ mg‡q, RvqMvq Ges gva¨‡g wb‡Z 

cv‡i †mRb¨ 2000 †mev‡K wWwRUvBRW Kiv n‡q‡Q| Z_¨cÖhyw³ wk‡íi weKvk Dc‡hvMx cwi‡ek ˆZwi Kivi d‡j G Lv‡Z ißvwb Avq 

`uvwo‡q‡Q 1.5 wewjqb gvwK©b Wjvi| 

 

3.     ¯§vU© evsjv‡`k  

¯§vU© evsjv‡`k n‡jv evsjv‡`k miKv‡ii GKwU c«wZk«ywZ I †køvMvb hv 2041 mv‡ji g‡a¨ †`k‡K wWwRUvj evsjv‡`k †_‡K ¯§vU© 

evsjv‡`‡k iƒcvšÍ‡ii cwiKíbv| evsjv‡`‡ki gvbbxq c«avbgš¿x †kL nvwmbv me©c«_g GB c«wZk«ywZ I †køvMvb †`b| c«avbgš¿x †kL nvwmbv 

12B wW‡m¤^i 2022 mv‡j ivRavbxi e½eÜy AvšÍR©vwZK m‡¤§jb †K‡›`«i (weAvBwmwm) Abyôv‡b wWwRUvj evsjv‡`k w`em-2022 D`&

hvcb Dcj‡¶ Av‡qvvwRZ Abyôv‡b c«avb AwZw_i fvl‡Y me©c«_g Ô¯§vU© evsjv‡`kÕ Movi K_v e‡jb| †kL nvwmbv e‡jb, ÒAvgiv 

AvMvgx 2041Õ mv‡j evsjv‡`k‡K Db œZ †`k wn‡m‡e M‡o Zzje Ges evsjv‡`k n‡e wWwRUvj evsjv‡`k †_‡K ¯§vU© 

evsjv‡`k|Óevsjv‡`‡ki Dbœqb Avi AMÖhvÎv Ae¨vnZ ivL‡Z gvbbxq cÖavbgš¿x †kL nvwmbv wWwRUvj evsjv‡`‡ki g‡Zv Avgv‡`i 

AveviI ¯^cœ †`wL‡q‡Qb| Gev‡ii ¯^cœ, 2041 mv‡ji g‡a¨ D”P Av‡qi, DbœZ, D™¢vebx I ¯§vU© evsjv‡`k M‡o †Zvjv| 

 

evsjv‡`k AvIqvgxjx‡Mi wbe©vPbx Bk‡Znv‡ii wk‡ivbvg- 

 2008 mvj: Ôw`b e`‡ji mb`Õ| 

 2014 mvj: ÔkvwšÍ, MYZš¿, Dbœqb I mg„w×i c‡_Õ| 

 2018 mvj: Ômg„w×i AMÖhvÎvq evsjv‡`kÕ| 
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 2024 mvj: Ô¯§vU© evsjv‡`k: Dbœqb `„k¨gvb, evo‡e Gevi Kg©ms¯’vbÕ| 

2041 mv‡ji g‡a¨ DbœZ evsjv‡`k Gi jÿ¨ AR©‡b gvbbxq cÖavbgš¿xi wPšÍvcÖm~Z Ò ¯§vU© evsjv‡`kÓ Kvh©Ki f‚wgKv ivL‡e| ¯§vU© 

evsjv‡`k n‡e mvkÖqx, †UKmB, AšÍ©fzw³g~jK, ÁvbwfwËK, eyw×MZ Ges D™¢vebx| ¯§vU© evsjv‡`‡ki i‡q‡Q PviwU ¯Í¤¢ 1. ¯§vU© wmwU‡Rb, 

2. ¯§vU© †mvmvBwU, 3. ¯§vU© Mfb©‡g›U, I 4. ¯§vU© B‡Kvbwg| 

• ¯§vU© bvMwiK: 

¯§vU© evsjv‡`‡ki cÖwZwU bvMwiK n‡eb eyw×`xß, `¶, D™¢vebx, m„Rbkxj, cÖMwZkxj, Amv¤cÖ`vwqK †PZbvq RvMÖZ †`k‡cÖwgK Ges 

mgm¨v mgvav‡bi gvbwmKZvm¤úbœ| bvMwiK‡`i `¶Zv Dbœq‡b _vK‡e †eøb‡WW wk¶v Ges wWwRUvj cvVµg| ¯§vU© wWfvBm e¨env‡i 

`¶ bvMwiK‡`i me ai‡bi †mev MÖn‡Yi Rb¨ _vK‡e mve©Rbxb AvBwW| bvMwiKMY B-cvwU©wm‡ck‡bi gva¨‡g me ai‡bi †mev ˆZwi 

Ges RvZxq ch©v‡q bxwZ wba©viYx cÖwµqvq `vwqZ¡kxjZvi mv‡_ AskMÖnY Ki‡eb| 

• ¯§vU© mgvR 

¯§vU© mgvR e¨e¯’v n‡e mvs¯‹„wZKfv‡e mg„×, ÁvbwfwËK, cÖhyw³wbf©i, mnbkxj Ges mn‡hvwMZvg~jK| AšÍf©yw³g~jK mgv‡R RvwZ, ag©, 

eqm, †ckv, mvgvwRK Ae¯’v, kvixwiK m¶gZv wbwe©‡k‡l cÖwZwU bvMwi‡Ki Rb¨ me ai‡bi my‡hvM-myweavq mgvbfv‡e AskMÖn‡Yi 

my‡hvM wbwðZ Kiv n‡e| wWwRUvwj `¶ Ges mshy³ bvMwiKMY mw¤§wjZfv‡e DbœZ, myLx I mg„× evsjv‡`k M‡o Zzj‡eb| 

• ¯§vU© miKvi 

¯§vU© miKvi e¨e¯’vi g~j aviYv n‡e miKvi Zvi me ai‡bi †mev wb‡q me mgq bvMwi‡Ki mv‡_ _vK‡e| ¯§vU© miKvi e¨e¯’vi ˆewkó¨ 

n‡e bvMwiK‡Kw›`ªK, ¯^”Q, Revew`wng~jK, KvMRwenxb, DcvËwbf©i, mgwš^Z Ges ¯^qswµq| d«w›Uqvi †UK‡bvjwR e¨env‡ii gva¨‡g 

K…wl, ¯^v¯’¨, wk¶v, f‚wg e¨e¯’v, cwienbmn Riæwi LvZmgyn n‡q DV‡e cy‡ivcywi ¯§vU© Ges Aek¨B bvMwiKevÜe| 

• ¯§vU© A_©bxwZ 

¯§vU© evsjv‡`‡ki A_©bxwZ n‡e K¨vk‡jm, ÁvbwfwËK, D™¢vebgyLx, AšÍf©yw³g~jK Ges Aek¨B kZfvM wbivc`| AvwU©wdwkqvj 

B‡›Uwj‡RÝ/†gwkb jvwb©s, mvBevi wbivcËv, †ivewU·, †mwg-KÛv±i, B‡jKwUªK evnb, BZ¨vw` wel‡q D™¢veb I M‡elYvq M‡o †Zvjv 

n‡e †m›Uvi Ae Gw·‡jÝ| 2041 mvj bvMv` bvMwiK‡`i Mo gv_vwcQy Avq `uvov‡e 12 nvRvi 500 gvwK©b Wjvi Avi `vwi‡`ª¨i nvi 

†b‡g Avm‡e k~‡b¨i †KvVvq| 

 

4.     wWwRUvj evsjv‡`k †_‡K ¯§vU© evsjv‡`‡k DËiY 

wWwRUvj evsjv‡`k + 4_© wkí wecø‡ei cÖhyw³mg~n= ¯§vU© evsjv‡`k| G‡ÿ‡Î- 

4_© wkí wecø‡ei cÖhyw³mg~n 

 cÖwZ¯’vcb‡hvM¨ †gvevBj †dvb 

 wWwRUvj Dcw¯’wZ- B›Uvi‡b‡U wWwRUvj Dcw¯’wZ 

 bZzb B›Uvi‡dm wnmv‡e wfkb ev `~i „̀wó- Pkgvi mv‡_ _vK‡e B›Uvi‡bU ¸Mj Møvm 

 cwiavb‡hvM¨ B›Uvi‡bU- Kvc‡oi mv‡_ B›Uvi‡bU hy³ _vK‡e|  

 me©e¨vcx Kw¤úDUvi- RbmsL¨vi 4 fv‡Mi 3 fvM hy³ _vK‡e B›Uvi‡b‡Ui ms‡M|  

 mycvi Kw¤úDUvi gvby‡li bvMv‡ji g‡a¨- 90 kZvsk gvbyl e¨envi Ki‡e ¯§vU©‡dvb 

 mevi Rb¨ msiÿYvMvi- 90 kZvsk gvby‡li Kv‡Q AdzišÍ I webv g~‡j¨i †÷v‡iR I msiÿYvMvi _vK‡e| 

mshy³ evmvevwo- wWfvB‡mi gva¨‡g me wbqš¿Y| 

 B›Uvi‡bU Ae Ges di w_sm- B›Uvi‡b‡Ui mv‡_ hy³ _vK‡e 1 jvL †KvwU †mÝi 

 ¯§vU© kni- we`¨r, M¨vm, cvwb iv¯Ív¸‡jv mshy³ n‡e B›Uvi‡b‡Ui ms‡M 

 K…wÎg eyw×gËv I wm×všÍ cÖYqb 
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 K…wÎg eyw×gËv I †nvqvBUKjvi PvKwi 

 †iv‡evwUKm I Gi †mev 

 Askx`vwi A_©bxwZ 

 miKvi I eøK‡PBb 

 w_ªwW (‰ÎgvwÎK )gy`ªY I Drcv`b 

 w_ªwW wcÖw›Us I gvby‡li ¯^v¯’¨ 

 w_ªwW wcÖw›Us I †fvM¨ cY¨ 

 bKkvK…Z gvbe (gvbewRb) 

wbD‡ivcÖhyw³ 

 

5.     wWwRUvj evsjv‡`k †_‡K ¯§vU© evsjv‡`‡k DËiY 

wWwRUvj evsjv‡`k †_‡K ¯§vU© evsjv‡`‡k DËi‡Yi †ivWg¨vc t 

K) ¯§vU© wmwU‡Rb:  

1. BDwbfv‡m©j wWwRUvj AvBwW 

2. wmwU‡Rb Avc‡¯‹wjs 

3. wWwRUvj Kjveikb cøvUdig 

4. ¯§vU© evsjv K¨v‡¤úBb|  

L) ¯§vU© Mfb©‡g›U 

1. ¯§vU© †nj_‡Kqvi 

2. ‡eø‡ÛW jvwbs 

3. ¯§vU© j¨vÛ †g‡bR‡g›U 

4. ¯§vU© †cv÷vj mvwf©m 

5. ¯§vU© GwMªKvjPvi 

6. ¯§vU© Mfb©‡g›U 

6. ¯§vU© RywWwmqvwi  

7. ¯§vU© eW©vi 

8. ¯§vU© UªvÝ‡cv‡U©kb 

9. ¯§vU© U¨v· 

10. AvBwmwU cwjwmk 

11. b¨vk¨vbvj cÖwµD‡g›U B- gv‡K©U †cøm 

12. ¯§vU© †mvm¨vj †mdwU †bU 

13. ¯§vU© cvewjK mvwf©m GÛ †ccvi‡jm cÖkvmb| 
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14. cywjk gWvb©vB‡Rkb 

15. wWwRUvj wjWviwkc GKv‡Wwg 

M) ¯§vU© †mvmvBwU 

1. BbK¬zwmf dvBbvwÝqvj B‡Kvwm‡÷g 

2. MÖxY mvm‡UB‡bej ¯§vU© evsjv 

3. wWwRUvj Ujv‡iÝ GÛ KvjPvivj gyf‡g›U 

4. ¯§vU© evsjv ÷vK 

N) ¯§vU© B‡Kvbwg 

1. †dv_© BÛªvw÷ªqvj †ifz‡jkb(4IR) BÛªwv÷ªqvj Gw·jv‡ikb  

2. AvBwmwU BÛªvw÷ªqvj Gw·jv‡ikb 

3. ÷vU©Avc evsjv‡`k 

4. ¯§vU© Kgvm©  

 

6.    †UK‡bvjwR GÛ Bbd«v÷ªvKPvi e¨vK‡evb 

Z_¨ I †hvMv‡hvM cÖhyw³ wefvM Rvcvbx Dbœqb ms¯’v (RvBKv) Ges hy³ivó« wfwËK †ev÷b Kbmvwës Mªy‡ci (wewmwR) mn‡hvwMZvq 

B‡Zvg‡a¨ c«Yqb K‡i‡Q Ô¯§vU© evsjv‡`k: AvBwmwU gv÷vic¨vb 2041Õ| (m~Ît ¯§vU© evsjv‡`k: AvBwmwU gv÷vic¨vb 2041, Z_¨ I 

†hvMv‡hvM c«hyw³ wefvM)| mvgwM«Kfv‡e †`‡k D™¢veb I M‡elYvi †¶‡Î hLb weeY© wPÎ cwijw¶Z n‡”Q, ZLb ÁvbwfwËK A_©bxwZ 

M‡o †Zvjv Ges D™¢vebx RvwZ MVb‡K we‡klfv‡e ¸iæZ¡ w`‡q ¯§vU© evsjv‡`k gv÷vicø¨vb ˆZwii D‡`¨vM mywe‡ePbvcÖm~Z I c«ksmbxq, 

hvi g ~j K_v n‡”Q- AvMvgx w`‡b K…wÎg eyw×gËv, †gwkb jvwb©s, B›Uvi‡bU Ae w_s‡mi (AvBIwU), †ivewUKm, eé‡PBb, b¨v‡bv 

†UK‡bvjwR, w_«-wW wc«w›Us Gi g‡Zv AvaywbK I bZzb bZzb c«hyw³i e¨env‡ii gva¨‡g R¡vjvwb, ¯^v¯’¨, †hvMv‡hvM, K…wl, wk¶v, ¯^v¯’¨‡mev, 

evwYR¨, cwienb, cwi‡ek, kw³ I m¤ú`, AeKvVv‡gv, A_©bxwZ, evwYR¨, Mfb¨©vÝ, Avw_©K †jb‡`b, mvcøvB †PBb, wbivcËv, 

G›Uvi‡cÖbviwkc, KwgDwbwUmn bvbv LvZ AwaKZi `¶Zvi Øviv cwiPvjbv Kiv n‡e| 

2041 mv‡ji g‡a¨ evsjv‡`k‡K GKwU ÁvbwfwËK A_©bxwZ I D™¢vebx RvwZ wn‡m‡e M‡o †Zvjvi cÖKímn †gvU 40wU †gMvcÖKí MÖn‡Yi 

cÖ¯Íve Kiv n‡q‡Q GB AvBwmwU gv÷vi cøv‡b| Gme Kvh©µg cwiPvjbvi Ab¨Zg j¶¨ 2041 mvj bvMv` RvZxq A_©bxwZ‡Z AvBwmwU 

Lv‡Zi Ae`vb AšÍZ 20 kZvsk wbwðZ Kiv| PZz_© wkí wece I ¯§vU© evsjv‡`k evÜe cwiKíbv, bxwZ I †KŠkj M«nY Ki‡Qb GB 

AvBwmwU gv÷vi c¨vb -2041 G | GB cwiKíbv I bxwZ-‡KŠk‡j wWwRUvj evsjv‡`‡ki D‡`¨vM ¸‡jv‡K ¯§vU© evsjv‡`‡ki D‡`¨v‡Mi 

m‡½ mgwš^Z Kiv n‡”Q| c«hyw³‡Z wecyjmsL¨K gvby‡li c«‡ekMg¨Zv I Awf‡hvRb, hv ¯§vU© evsjv‡`‡ki Pvi ¯Í‡¤¢i ev¯Íevqb GwM‡q 

†bIqvi Rb¨ AZ¨šÍ mnvqK n‡e| ¯§vU© I me©Î weivRgvb miKvi M‡o Zzj‡Z wWwRUvj wjWviwkc A¨vKv‡Wwg ¯’vcb Kivi D‡`¨vM 

wb‡q‡Q AvBwmwU wWwfkb| 2041 mv‡ji g‡a¨ ¯§vU© evsjv‡`k wewbg©v‡Yi †h A½xKvi, Zv ev¯Íevq‡b AvBwU weR‡bm BbwKD‡eU‡ii 

g‡Zv AeKvVv‡gv AMÖYx f‚wgKv ivL‡e| AvMvgxi ZiæY cÖR‡b¥I †gav, eyw× I Áv‡bi weKvk‡K›`« wn‡m‡e M‡o DV‡e AvBwU weR‡bm 

BbwKD‡eUi| 

Ô¯§vU© evsjv‡`k MV‡bi cÖ¯‘wZ BwZg‡a¨ ïiæ n‡q‡Q| †`‡ki RbMb‡K Z_¨cÖhyw³ Ávbm¤úbœ Õ¯§v©U wmwU‡RbÕ M‡o †Zvjvi jÿ¨ wb‡q 

Enhancing Digital Government & Economy 2026 mv‡ji g‡a¨ 20 nvRvi ZiæY-ZiæYx‡K AMÖmi cÖhyw³‡K cÖwkÿY 

cÖ`v‡bi Kvh©µg ïiæ n‡q‡Q| GQvov mvaviY, KvwiMwi, e„wËg~jK I Rxebe¨vcx wkÿvi Rb¨ wewfbœ B- jvwb©s cøvUdi‡g AbjvB‡bi 

wkÿvi my‡hvM ˆZwi I m¤úªmviY Kiv n‡”Q| wewfbœ wek¦we`¨vj‡qi wimvP© I B‡bv‡fkb †m›Uv‡ii gva¨‡g 80 nvRvi ZiæY- ZiæYx‡K 

AMÖmi cÖhyw³ I D™¢vebx wel‡q cÖwkÿY cÖ`vb Kiv n‡e| Z_¨cÖhyw³ Lv‡Z gvbem¤ú` Dbœq‡bi AvIZvq MZ 15 eQ‡i AvBwU wd«j¨vwÝs-

G mv‡o 6 j¶, mdUIq¨vi wk‡í AvBwU wd«j¨vÝvi, mdUIq¨vi wk‡í 3 j¶, nvW©Iq¨vi wk‡í 50 nvRvi, weR‡bm cÖ‡mm 

AvDU‡mviwms (wewcI) Lv‡Z 70 nvRvi, B-Kgv‡m© 3 j¶ Ges ivBW †kqvwis, wdb‡UK, GWy‡UK, B›Uvi‡bU mvwf©m BZ¨vw` Lv‡Z 20 

j‡¶i †ewk ZiæY-ZiæYxi Kg©ms¯’vb n‡q‡Q hviv ¯§vU© evsjv‡`‡ki †ÿ‡Î Ae`vb ivL‡e| 
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7. ¯§vU© evsjv‡`k I D™¢veb 

2041 mv‡ji g‡a¨ ¯§vU© evsjv‡`k Mo‡Z n‡j cÖ‡qvRb n‡e D‡`¨v³v‡`i D™¢vebx wPšÍv৷ wk¶v, M‡elYv Ges D™¢veb- GB wZbwU 

wRwb‡mi mgš^q NwU‡q ¯§vU©, mg…× Ges mylg evsjv‡`k wewbg©vY Ki‡Z n‡e| ¯§vU© evsjv‡`k MV‡bi j¶¨ ev¯Íevq‡b c«‡qvwMK M‡elYvi 

gva¨‡g bZzb bZzb D™¢veb Ki‡Z n‡e| ¯§vU© evsjv‡`k Movi Rb¨ Aek¨B e…nr cwim‡i D™¢veb c«‡qvRb| D™¢vebxgyLx A_©bxwZi g~j 

¯Í¤¢ n‡jv Ávbm„wó Ges cY¨ Drcv`b cÖwµqvq Gi e¨envi| hv‡Z c‡Y¨i ¸YMZ gvb e„w× cvq Ges Drcv`b e¨q n«vm cvq Ges GKB 

mv‡_ Zv `~lY Kwg‡q Av‡b I ¯’vbxq A_©bxwZ‡Z D”P gRywii Kg©ms¯’vb ˆZwi K‡i| †QvU cwieZ©b †_‡KI e…nr cwieZ©b Avbv m¤¢e| 
†QvU c«Kí ev AvBwWqv¸‡jv‡K †ei Kivi gva¨‡gB eo eo cÖKí M‡o †Zvjv †h‡Z cv‡i | M‡elYv I bZzb c«hyw³i D™¢ve‡bi gva¨‡g 

wek¦we`¨vjq¸‡jv‡K wkí, evwYR¨, K…wl, wPwKrmvmn wewfbœgyLx mgm¨vi mgvavb w`‡Z D‡`¨vMx n‡Z n‡e| 

mgv‡Ri †Kv‡bv mgm¨v Abyaveb I Rbm‡PZbZv e…w×i GKgvÎ Dchy³ gva¨g n‡jv M‡elYv| M‡elYv n‡jv Z_¨ web¨¯ÍKiY I bZzb 

wm×v‡šÍ †cŠuQv‡bvi DcKiY| M‡elYvi gva¨‡g mvgvwRK Aw¯’iZv, wek…•Ljv `~i K‡i GKwU RvwZ‡K Zvi KvwO&¶Z mvd‡j¨ †cŠuQv‡bv 

m¤¢e| M‡elYvi gva¨‡g m…ó Ávb, wPšÍv I Avwe®‹vi GKwU RvwZ‡K mwVK wm×v‡šÍ †cŠu‡Q w`‡Z cv‡i| ¯§vU© evsjv‡`k wewbg©v‡Y `iKvi 

ÁvbwfwËK ¯§vU© B‡Kvbwg| 2041 mv‡ji g‡a¨ evsjv‡`k‡K Ô¯§vU© evsjv‡`kÕ wn‡m‡e M‡o Zzj‡Z Zviæ‡Y¨i †gav, D™¢veb I 

m…RbkxjZvi weKvk Ges AvaywbK c«hyw³‡Z `¶ gvbem¤ú` ˆZwii gva¨‡g ÁvbwfwËK A_©bxwZ M‡o †Zvjvi weKí †bB| 2023-24 

mv‡ji ev‡R‡U ZiæY- ZiæYx‡`i M‡elYv I D™¢ve‡b 100 †KvwU UvKvi GK we‡kl Znwej MVb Kiv n‡q‡Q| D™¢vebx ms¯‹„wZ ˆZwi Ges 

wk¶v_©x-wk¶Kmn mKj ch©v‡qi Rb‡Mvôx‡K wWfvBm ev wm‡÷g A_ev Df‡qi mgš^‡q MwVZ mgvav‡bi †K›`ªwe›`y n‡”Q AvB-j¨ve ev 

B‡bv‡fkb j¨ve| 138wU wek¦we`¨vj‡q ÔB‡bv‡fkb nveÕ ˆZwi 93wU cÖKí Pjgvb i‡q‡Q| 134wU cÖKí Zv‡`i †cÖv‡UvUvBc ˆZwii 

Kvh©µg m¤úbœ K‡i‡Q| 13wU c‡Y¨i †gav¯^ËvwaKvi msi¶Y Ki‡Q GB j¨ve| MYcÖRvZš¿x evsjv‡`k miKv‡ii gš¿xcwil` wefvM 

ÔD™¢veb Kg©cwiKíbv cÖYqb I g~j¨vqb wb‡`©wkKv, 2015Õ cÖYqb K‡i‡Q hv ¯§vU© evsjv‡`‡ki mnvqK n‡e| 

 

8. ¯§vU© evsjv‡`‡ki P¨v‡jÄ 

¯§vU© evsjv‡`‡ki P¨v‡jÄ¸‡jv‡K †gvUvgywU A_©‰bwZK, mvgvwRK I ivR‰bwZK †kÖwY‡Z wPwýZ Kiv †h‡Z cv‡i| 

K) A_©‰bwZK P¨v‡jÄ 

•  cÖhyw³ e¨env‡ii D”Pe¨q,  

• Dchy³ e¨emvwqK g‡W‡ji mv‡_ Lvc-LvIqv‡bvi RwUjZv,  

• AwZwi³ wewb‡qvM Ges  

• D™¢ve‡bi mxwgZ cwimi hv A_©‰bwZK cÖwZeÜKZvq iƒc wb‡Z cv‡i| 

L) mvgvwRK P¨v‡jÄ 

• e¨w³MZ wbivcËv welqK D‡ØM,  

•  bRi`vwi I Awek^vm,  

• AskxRb‡`i cwieZ©‡bi mv‡_ gvwb‡q wb‡Z Abxnv, 

•  K‡c©v‡iU AvBwU wefv‡Mi AcÖ‡qvRbxq nevi AvksKv 

•  mvgvwRK ˆel‡g¨i Kvi‡Y Aw¯’iZv e„w× I 

•  PvKzwi nviv‡bvi †hŠw³K I A‡hŠw³K AvksKv 

M). ivR‰bwZK P¨v‡jÄ 

• mwVK e¨e¯’vcbv, gvb`Û I mvwU©wd‡Kk‡bi Afve  

• A¯úó AvBwb e¨e¯’v Ges WvUv myiÿvi AvbyôwvbKZv | 
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N) mvsMVwbK P¨v‡jÄ 

• AvBwU myiÿvRwbZ mgm¨v 

• RwUj †gwkb Uz †gwkb (GgUzGg) †hvMv‡hvM ’̄vcb 

• 4_© wkí wecø‡e `ªæZ iƒcvšÍ‡ii Rb¨ cÖ‡qvRbxq mvgwMÖK `ÿZvi Afv| 

• kxl© cwiPvjKe„‡›`i †hvM¨Zvi Afve 

• Kg©x‡`i Ach©vß †hvM¨Zv| 

(O) Ab¨vb¨ P¨v‡jÄ 

• 4_© wkí wecøe mgv‡R ˆelg¨ ˆZwi Ki‡Z cv‡i| †hgb Kg©`ÿZv ¯^í †eZb ebvg D”P `ÿZv DbœZ †eZb KvVv‡gv A_©‰bwZK 

wefvRb m„wó Ki‡e| 

• 4_© wkí wecø‡ei d‡j m„ó bZzb m¤¢vebvi wecix‡Z ˆZwi n‡q‡Q bvbvwea SzuwK ev cÖwZeÜKZv| Iqvì© B‡KvbwgK †dviv‡gi `vwe 

Abyhvqx 2030 mv‡ji g‡a¨ wek^e¨vcx cÖvq 800 wgwjqb gvbyl PvKwi nviv‡Z cv‡i| cÖhyw³MZ `ÿZvi Afv‡e cÖvq 7.5 wgwjqb 

evsjv‡`kx we‡`‡k Zvi PvKzwi nviv‡Z cv‡i| GKwU hš¿ m¤¢ve¨ fv‡e 10 Rb Kg©x‡K QvuUvB Ki‡e| 4_© wkí wecøe wbqwgZ kÖwg‡Ki 

cwie‡Z© AwbqwgZ kÖwg‡Ki msL¨v e„w× Ki‡e| 

• kÖgNb wkí ¯’vcb, Ges Drcvw`Z mvgMªx DbœZ we‡k^ ißvwbi gva¨‡g Dbœqbkxj †`kmg~n Dbœq‡b mvdj¨ AR©b Ki‡jI K…wÎg 

eyw×gËvm¤úbœ †ive‡Ui e¨env‡i Drcv`‡b kÖ‡gi cÖ‡qvRbxqZv n«vm I kÖg eve` LiP mvkÖ‡q †m me Drcv`b cÖwµqv bZzb K‡i DbœZ 

†`‡k wdwi‡q †bqvi c`‡ÿc Dbœqbkxj wek^‡K cÖPÛ ûgwKi m¤§yLxb Ki‡Z cv‡i|  

• A`~i fwel¨‡Z gvbyl‡K K…wÎg eyw×gËv m¤úbœ h‡š¿i m‡½ mne¯’vb Ki‡Z n‡e| wKQz bZzb ai‡Yi P¨v‡jÄ †gvKv‡ejv Ki‡Z n‡e|  

• ‡gwkb gvby‡li Kg©‡ÿÎ‡K msKzwPZ Ki‡e| m¯Ív kÖ‡gi Pvwn`v K‡g hv‡e| AmgZv e„w× cv‡e Ges Awfevmb‡K DrmvwnZ Ki‡e| 

Dbœqbkxj †`k¸‡jv‡Z ˆe‡`wkK wewb‡qvM Kg‡e Ges cÖhyw³MZ Áv‡bi †ÿ‡Î ˆelg¨ evo‡e| DbœZ Ges Dbœqbkxj †`k¸‡jv hvi hvi 

MwZ‡Z PZz_© wkíwecø‡ei mv‡_ Zvj wgwj‡q PjvB PZz_© wkí wecø‡ei me‡P‡q KwVb P¨v‡jÄ| 

• evsjv‡`‡ki A_©bxwZ I wkíLv‡Zi PvKyixi cÖvY n‡”Q ˆZwi †cvkvK wkí| LiP, gvb I Drcv`b mg‡qi mv‡_ Zvj †gjv‡Z GB 

Lv‡Z AvMÖvmxfv‡e ¯^qswµq cÖhyw³i e¨envi n‡”Q| M‡elYv †_‡K †`Lv hvq MZ 35 eQi a‡i cÖwZ BDwbU Drcv`‡bi †¶‡Î (BDwbU 

cwigvc Kiv nq wgwjqb Wjvi ißvwb ivR‡¯^i wfwË‡Z) kÖ‡gi e¨envi 350 kZvsk n«vm †c‡q‡Q| A_©vr 35 eQi Av‡Mi Zzjbvq GLb 

cÖwZ wgwjqb Wjvi ˆZwi †cvkvK ißvwb‡Z M‡o 3.5 ¸Y Kg kÖg e¨q nq| d‡j AZx‡Zi Zzjbvq ˆZwi †cvkvK wkí Av‡iv †ewk cÖhyw³ 

wbf©i n‡q co‡Q| 

• 4_© wkí wecø‡ei d‡j kÖ‡gi ¯’vbPz¨wZ I Kg©ms¯’v‡bi Ici P¨v‡jÄ m„wó n‡Z cv‡i †h‡nZz wWwRUvj A_©bxwZ AwaKZi kw³kvjx 

n‡q‡Q Ges evsjv‡`‡ki me Lv‡Z I Kv‡R wWwRUvj cÖhyw³ we¯Ívi jvf K‡i‡Q †m‡nZz 4_© wkí wecø‡ei GB hy‡M Drcv`bkxjZv evov‡Z 

I mg‡qi mv‡_ mv‡_ ˆewk¦K cÖwZ‡hvMx m¶gZv a‡i ivL‡Z Drcv`b Lv‡Z cÖhyw³MZ DrKl©Zvi myweav MÖnY bv Kivi †Kvb weKí bvB| 

4_© wkí wecø‡ei g~‡j i‡q‡Q ¯^qswµq hš¿ e¨e¯’v, †iv‡evwU· I K…wÎg eyw×gËv (AI) Ges GwU Avgv‡`i KvR Kiv, †eu‡P _vKv Ges cY¨ 

I †mev Drcv`‡bi ai‡Y cwieZ©b Avb‡Q| cÖhyw³MZ cwieZ©‡bi d‡j evsjv‡`‡ki wkí AMÖMwZi aviv hv g~jZ: ißvwbg~Lx cÖe„w×i d‡j 

ˆZwi n‡q‡Q Zv e¨vcK P¨v‡j‡Äi m¤§yÿxb| 

• cybt¯’vcb (Reshoring) m¤¢vebv: †cvkvK wk‡í ¯̂qswµq †mjvB †gwkb (SewBot) Avwef©v‡ei Kvi‡Y cybt¯’vcb m¤¢vebv (DbœZ 

†`k †cvkvK Drcv`b wb‡R‡`i †`‡k mwi‡q wb‡Z cv‡i) Av‡Mi †_‡K ZxeªZi n‡”Q| g¨vby‡dKPvwis Lv‡Z M‡o GKwU †iveU ms‡hvwRZ 

n‡j †mwU 6 Rb kÖwgK‡K cÖwZ¯’vcb K‡i| 

• †h‡nZz cÖhyw³i e¨envi c«wZwbqZ evo‡Q Ges msL¨vUv fwel¨‡Z AviI e…w× cv‡e, ZvB Avgv‡`i †`k‡K Ô¯§vU© evsjv‡`kÕ wn‡m‡e 

iƒcvšÍi Ki‡Z mvBevi wbivcËvi Ici †Rvi w`‡Z n‡e| †Kbbv eZ©gvb c…w_ex Z_¨c«hyw³i c…w_ex| AvR fvP©yqvj `ywbqvq wePiY e¨ZxZ 

Avgv‡`i Rxeb Kíbv Kiv hvq bv| wKš‘ Avgv‡`i ˆ`bw›`b e¨envi Kiv c«hyw³mg~‡ni wbivcËvi Afv‡e gyn~‡Z© N‡U †h‡Z cv‡i welg 
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wec`! Ab¨Zg †nZz n‡jv: GB fvP©yqvj RM‡Z A‡bK n¨vKvi mvBevi µvB‡gi m‡½ hy³ _v‡K, Zviv wewfbœ gva¨‡g Avgv‡`i wm‡÷‡gi 

g‡a¨ A‰eafv‡e c«‡ek K‡i Avgv‡`i e¨w³MZ †WUv¸‡jvi A‰ea e¨envi Ki‡Z cv‡i, Avgv‡`i bvbvwea ¶wZ Ki‡Z cv‡i| 

 

9.     ¯§vU© evsjv‡`k wewbg©v‡Y mycvwik  

1. wk¶v, ¯^v¯’¨, K…wl I Avw_©K Lv‡Zi Kvh©µg ¯§vU© c×wZ‡Z iƒcvšÍ‡ii mgqve× Kg©cwiKíbv cÖYqb I ev¯Íevq‡b w`K wb‡`©kbv 

cÖYqb;  

2. ¯§vU© I me©Î weivRgvb miKvi M‡o †Zvjvi j‡¶¨ A_©‰bwZK, mvgvwRK, evwYwR¨K I ˆeÁvwbK cwigÛ‡j Z_¨c«hyw³ welqK wewa-

weavb cÖYq‡b w`K wb‡`©kbv cÖ`vb;  

3. AMÖmigvb Z_¨c«hyw³ ev¯Íevqb wel‡q w`K wb‡`©kbv cÖYqb; 

4. e½eÜy m¨v‡UjvBU-2 Dr‡¶c‡Y c«‡qvRbxq w`K wb‡`©kbv cÖ`vb; 

5. G‡RwÝ di b‡jR Ab Giv‡bvwUK¨vj A¨vÛ †¯úm nivBRb (AvKvk) c«wZôvi cÖ‡qvRbxq w`K wb‡`©kbv cÖ`vb 

6. †eø‡ÛW GWy‡Kkb gnvcwiKíbv ev¯Íevqb Ges dvBfwR †mev Pvjy cieZ©x mg‡q e¨vÛDB‡_i Pvwn`v we‡ePbvq PZz_© mve‡gwib 

K¨ve‡j ms‡hv‡Mi cÖ‡qvRbxq w`K wb‡`©kbv cÖ`vb; 

7. ißvwb Kvw•ÿZ j¶¨gvÎv AR©‡b †gW Bb evsjv‡`k cwjwm cÖYqb I ev¯Íevq‡b mgqve× j¶¨gvÎv wba©vi‡Y w`K wb‡`©kbv cÖ`vb;  

8. Avw_©K Lv‡Zi wWwRUvjvB‡Rkb ev¯Íevq‡bi j‡¶¨ cÖ‡qvRbxq wb‡`©kbv c«`vb Ges  

9. ¯§vU© evsjv‡`k 2041 (Smart Citizen, Smart Society, Smart Economy & Smart Government) ev¯Íevq‡b ¯^í, 

ga¨ I `xN©‡gqv`x cwiKíbv MÖnY Ges ev¯Íevq‡b w`K wb‡`©kbv cÖ`vb| 

10. ¯§vU© evsjv‡`k wewbg©v‡Y D™¢vebx evov‡bvi Rb¨ cÖ‡qvRb-  

 A_©‰bwZK cÖe„w×i mv‡_ ms‡hvM evwo‡q wk¶vg~jK M‡elYv D‡`¨vMmg~‡ni cybwe©b¨vm;  

 wkí Pvwn`v c~i‡Yi Rb¨ M‡elYv I Dbœqb weKvkmn bZzb M‡elYv I Dbœqb †K›`Ö ¯’vcb;  

  wk‡íi cÖwZ‡hvMm¶gZv mnvqK D™¢veb I M‡elYvi gva¨‡g D”P wk¶v‡K wk‡íi mv‡_ mshy³ Kiv;  

 cÖv‡qvwMK M‡elYv, cÖhyw³ mgwš^ZKiY I wm‡÷g ch©v‡q D™¢vebvi Ici cÖvavb¨ w`‡q wk¶vg~jK M‡elYv, Dbœqb I D™¢ve‡bi evRvi 

m„wó; cÖhyw³ n¯ÍvšÍi Kiv; Ges  

 bZzbZi D™¢ve‡bi Rb¨ c_mÜvbx ˆeÁvwbK M‡elYvi AbyK‚‡j mnvqZv cÖ`vb 

 Ô¯§vU© evsjv‡`kÕ Mo‡Z wWwRUvj ˆelg¨ `~i K‡i Kv‡bKwUwfwU my`…p Kiv, mvk«qx g~‡j¨ wWfvB‡mi e¨e¯’v I †gvevBj B›Uvi‡b‡Ui 

e¨envi evov‡bv, B›Uvi‡b‡Ui g~j¨ Kgv‡bv Ges †`‡k w¯‹j-‡WUv KwgDwb‡Kkb †W‡fjc‡g›U K¨vcvwmwU evov‡Z n‡e| ¯§vU© evsjv‡`k 

Mo‡Z BDwbfvwm©wU¸‡jvi m‡½ BÛvw÷«i Ges AvBwmwU, Z_¨, †UwjKgmn wgwbw÷«¸‡jv‡K †÷K‡nvìvi‡`i m‡½ mgš^q K‡i KvR Ki‡Z 

n‡e| GRb¨ ¯§vU© GWy‡Kkb, ¯§vU© A¨vwM«KvjPv‡ii c«‡qvRb| 

 ¯§vU© B‡Kvbwgi Abyl½ n‡e `ªæZ I wbivc` †jb‡`b, K¨vk‡jm †mvmvBwU, ÷vU©Avc BZ¨vw`|  

 ¯§vU© B‡Kvbwg‡Z e¨emv- evwYR¨, wewb‡qvM myweav †`‡ki mKj bvMwi‡Ki Rb¨ mgvb fv‡e nv‡Zi bvMv‡ji g‡a¨ _vK‡e| 

 ÿz`ª, KzwUi †QvU I gvSvwi e¨emv¸‡jvi wRwWwc‡Z Ae`vb evov‡Z G›UvicÖvBRwfwËK e¨emvMy‡jv‡K wewb‡qvM Dc‡hvMx ÷vU©Avc 

wn‡m‡e cÖ¯‘Z Kiv| 

 evsjv‡`‡k †gvU Ziæ‡Yi msL¨v 4 †KvwU 76 jvL hv †gvU RbmsL¨vi 30 kZvsk| evsjv‡`‡ki †ÿ‡Î AvMvgx 30 eQi a‡i ZiæY 

ev Drcv`bkxj Rb‡Mvôx msL¨vMwiô _vK‡e hv‡K ejv nq †W‡gvMÖvwdK wWwf‡WÛ| evsjv‡`‡k PZz_© wkí wecø‡ei mydj †fvM Kivi 

GUvB me‡P‡q eo nvwZqvi| ÁvbwfwËK GB wkíwecø‡e cÖvK…wZK m¤ú‡`i †P‡q `ÿ gvbem¤ú`B n‡e †ewk g~j¨evb|  
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 PZz_© wkí wecø‡e wecyj cwigvb gvbyl PvKwi nviv‡jI Gi wecix‡Z m„wó n‡e bZzb avivi bvbvwea Kg©‡ÿÎ| bZzb hy‡Mi Gme 

PvKwzii Rb¨ cÖ‡qvRb DPz ¯Í‡ii KvwiMwi `ÿZv| †WUv mvBw›U÷, AvBIwU G·cvU©, †iv‡evwU· BwÄwbqv‡ii g‡Zv PvKzwii Rb¨ Dc‡hvMx 

ZiæY Rb†Mvôx ˆZwi Ki‡Z n‡e| 

 4_© wkí wecø‡ei d‡j kÖ‡gi ¯’vbPy¨wZ I Kg©ms¯’v‡bi Ici P¨v‡jÄ m„wó n‡Z cv‡i | †h‡nZz wWwRUvj A_©bxwZ AwaKZi kw³kvjx 

n‡q‡Q Ges evsjv‡`‡ki me Lv‡Z I Kv‡R wWwRUvj cÖhyw³ we¯Ívi jvf K‡i‡Q †m‡nZz 4_© wkí wecø‡ei GB hy‡M Drcv`bkxjZv evov‡Z 

I mg‡qi mv‡_ mv‡_ ˆewk¦K cÖwZ‡hvMx m¶gZv a‡i ivL‡Z Drcv`b Lv‡Z cÖhyw³MZ DrKl©Zvi myweav MÖnY bv Kivi †Kvb weKí bvB| 

¯§vU© evsjv‡`k- 

 B-Kgvm©‡K DrmvwnZ Ki‡Z n‡e| 

  D‡`¨v³v evov‡Z n‡e|  

 `ÿ gvbe m¤ú` m„wó| 

 wkÿve¨e¯’vi Avg~j cwieZ©b 

 wkÿve¨e¯’v Kg©gyLx n‡Z n‡e| 

 ÁvbwfwËK mgvR MVb 

 M‡elYvq eivÏ e„w× 

 ZiæY‡`i Kg©ms¯’vb Riæix| 

 †jv K÷ wdb¨vwÝs (Kg Li‡P A_©vqb) Ki‡Z n‡e| 

 ißvwb ˆewPÎ¨ evov‡Z n‡e| 

 Z_¨ cÖhyw³i weKvk NUv‡Z n‡e| 

 

10.     Dcmsnvi 

e½eÜz Kb¨v Rb‡bÎx †kL nvwmbvi nvZ a‡i ÔDbœZ evsjv‡`kÕ Movi cÖZ¨q i‡q‡Q Zv AR©b Ki‡Z ÔwWwRUvjÕ evsjv‡`‡ki 

avivevwnKZvq PZz_© wkí wecø‡ei cÖhyw³ e¨envi K‡i 2041 mv‡j Ô¯§vU© evsjv‡`kÕ wewbg©v‡Yi c‡_ Avgiv| Ô¯§vU© evsjv‡`‡k mK‡ji 

†`vo‡Mvovq DbœZ cÖhyw³MZ ¯^v¯’¨‡mev †cŠ‡Qu hv‡e| ¯^qswµq †hvMv‡hvM e¨e¯’v, †UKmB bMivqbmn bvMwiK‡`i cÖ‡qvRbxq mKj †mev 

_vK‡e nv‡Zi bvMv‡j| ˆZwi n‡e †ccvi‡jm I K¨vk‡jm †mvmvBwU| ¯§vU© evsjv‡`‡k cÖwZwôZ n‡e mvg¨ I b¨qwfwËK mgvR e¨e¯’v| 

 

MÖš’cwÄ 
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evsjv‡`k AvIqvgxjx‡Mi wbe©vPbx Bk‡Znvi (2024), Ò¯§vU© evsjv‡`kÓ 

ˆZqe d‡qR Avng` (2020),Ò PZz_© wkí wecøe I evsjv‡`kÓ, Av`k© wcÖ›Uvm© 
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Abstract 

In Bangladesh, insufficiency of surface water leads the farmers to rely on ground water irrigation for crop 

agriculture. However, the irrigation system in Bangladesh is mostly based on diesel and electricity utilization, 

which increases costs of production and pollutes the environment. Therefore, some farmers have been found 

to use solar irrigation pumps (SIPs) to lift ground water for irrigation as a measure of agricultural 

sustainability. The objective of this research is to identify the factors that affect adoption of SIPs by farmers in 

the Northern region of Bangladesh. For this purpose, data have been collected from 206 farm households of 

two districts of Northern Bangladesh namely, Thakurgaon and Dinajpur. Bivariate logistic regression model 

has been employed to analyze the collected data. Estimation results revealed that education, experience, peer 

relation, and relative price of energy have positive and significant effect on farmers’ decision to adopt SIPs. 

The variables namely, training, income and social capital do not affect the SIP adoption decision of the 

farmers. These findings highlight the need for focused interventions and policy measures in terms of 

education, farmer peer networking, and affordable pricing to expand solar energy use for sustainable 

agriculture in Northern Bangladesh.   

 

1.      Introduction 

Bangladesh is primarily an agriculture-based economy, and agriculture sector has been contributing significantly 

to maintain economic growth of the country. It also plays essential economic roles in poverty reduction and 

maintenance of food security for the people of the country. In the fiscal year 2020, the contribution of 

agriculture sector to the GDP of Bangladesh is 12.6%, and around 42% of the labor force of the country is 

directly or indirectly involved in this sector (BBS, 2022). Agriculture creates majority of employment 

opportunities and ensures sustainable livelihood through providing employment and source of income of the 

people. Agriculture also provides significant role in the economy through supplying raw materials for the 

industrial sector, and earning foreign currency by agricultural exports. Agricultural households cultivate a 

variety of commodities, including local and hybrid paddy, wheat, maize, jute, minor cereals, vegetables, spices, 

etc. (BBS, 2019). Northern region of Bangladesh produces a significant proportion of these agricultural 

products.  

However, the global community is becoming increasingly concerned about the detrimental effects of intensive 

agricultural practices. Environmentalists, ecologists, policymakers, researchers and farmers- all are also 

concerned about the effects of agriculture on the environment (Hossain & Islam, 2019). Modern agriculture is 

basically dependent on  ground water irrigation system, which uses  fossil fuel combustion and thus contributes 

to various environmental  problems including air pollution, water pollution water pollution, broad-scale climate 

change and global warming, and the potential extinction of particular plant and animal species (Tasneem et al., 
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2020; Guta, 2018; Lim et al., 2020). Moreover, fossil fuels-based irrigation system leads to release of 

greenhouse gases that accelerate climate change (Khalaf et al., 2015). Another concern arises about the 

dependence on fossil fuel is that in the next few decades,  fossil fuels is expected to be of shot supply in the near 

future, and this consideration warrants finding of alternative energy sources which would meet  the future needs 

but would not harm the environment  (Tasneem et al., 2020).   

Due to increasing energy needs and environmental problems with non-renewable sources, it is required to look 

for alternate energies (Rezvani et al., 2022). Using renewable energy can be a suitable solution in this situation 

as use of renewable energy is a significant component of sustainable agriculture, which refers to the ongoing 

production of agricultural commodities without causing harm to the wealth of future generations. It offers a 

practical way to address the fundamental and practical challenges associated with the ecological production of 

food and fiber (Lal, 2008). Irrigation is one of the important components of agricultural cultivation and its 

management is very crucial  at the field level. There are many kinds of irrigation systems such as dissel based 

irrigation, electricity based irrigation, solar based irrigaiton,  surface water based irrigation, etc. It is observed by 

existing researchers that access to cost-effective, readily available, and environmentally friendly energy is 

crucial to economic success (Maqbool et al., 2020). Because of the factors mentioned above, renewable energy 

sources have emerged as a formidable competitor of fossil fuel-based energy sources for meeting power 

demands in the short and long term. Moreover, these sources are abundant and environmental friendly (Tasneem 

et al., 2020).  With facing significant disputes regarding nuclear power plants, South Korean experts considered 

solar energy as one of the most promising renewable energy sources that is available in nature, and  is secured 

for the environment and the economy (Kim et al., 2014). Future predictions indicate that solar energy will be 

one of the most significant energy sources worldwide due to its abundance, cleanliness, affordability, 

accessibility, silent operation, small carbon footprint, and long, healthy life cycle (Tasneem et al., 2020). Solar 

energy is the most widely recognized forms of renewable energy, followed by geothermal, hydropower, and 

biomass (Karytsas & Theodoropoulou, 2014). Solar energy possesses considerable potential to satisfy the 

expanding global energy demands while concurrently reducing greenhouse gas emissions due to its cleanliness, 

abundance, reliability, sustainability, and predictability attributes (Rahut et al., 2018). The costs of renewable 

energy technologies (RETs), specifically solar power has decreased significantly during the past twenty years 

compared to fossil fuel technologies (Timilsina, 2021). Thus, it is worthy to use solar energy in agricultural 

activities in Bangladesh considering the increasing negative impacts of fossil fuel. 

In agriculture sector sustainable energy strategy advocates for using solar energy source, especially in rural areas 

of the globe where solar power is abundant (Chel & Kaushik, 2011). There is a growing need for agricultural 

reforms in the developing countries, as it is widely believed that implementing sustainable farming techniques 

can prevent the depletion of earth's natural resources (Afsharzade et al.;2016). In light of the significant 

emission of greenhouse gases associated with the agricultural sector, farmers must embrace sustainable and 

environmentally conscious practices, including alternative energy technology and organic cultivation 

(Aroonsrimorakot & Laiphrakpam, 2019). These sustainable agricultural practices would provide safeguard 

against a range of human illnesses and health implications, such as cancer, respiratory conditions, and other 

diseases linked to air and water pollution, as well as climate change (Schnepf, 2003). Using solar energy to 

enhance agricultural output and promote ecological protection is a very efficient strategy, and experts have been 

conducting thorough research on solar-powered irrigation for an extended period of time in the contexts of home 

and abroad (Yu et al., 2018;Islam & Hossain,2022).   

In accordance with Mir et al. (2021), the worldwide consumption of renewable energy amounted to 171 GW in 

2018 representing a growth of 7.9 percent attributed to solar-wind energy. India possesses a renewable potential 

of approximately 900 GW, with wind (12%) and solar (83%) contributing the most followed by bioenergy (3%) 

and minor hydropower (2.2%) (Singh & Gautam, 2018).  This is shown in the following graph: 
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Source: Mir et al. (2021) 

In contrast, Bangladesh is going behind India as Bangladesh's energy equilibrium consists of 83,964 gigawatt 

hours (GWh) of nonrenewable and 1,175 GWh of renewable energy. The distribution of renewable energy 

sources in Bangladesh is as follows: 777 GWh from hydro and marine power, 389 GWh from solar power, 5 

GWh from wind power, 4 GWh from bioenergy, and none from geothermal power (Koons, 2023, March 28).  

Bangladesh is one of the lowest per capita energy consuming nations in the world. Furthermore, power outages 

have become a significant issue for Bangladesh and it harms the country's socioeconomic development. As a 

result, the country is looking for increasing  its renewable energy sector to address the demand-supply gap, as 

energy is a crucial indicator of economic and social progress (Islam et al., 2014). Rural communities in 

Bangladesh are switching to renewable energy that might solve energy shortage (Islam et al., 2008). Power 

shortages and other energy industry issues make it hard to build the economy, and in the interface of  fossil fuel-

based energy use and its resultant environmental depletion, finding new energy sources is a priority in 

Bangladesh (Islam et al., 2014). Bangladesh has 967 Megawatt (MW) of renewable energy, which accounts 

3.7% of its installed power production capacity. Bangladesh may save over $1.1 billion a year on fuel imports 

by switching from diesel-powered irrigation systems to solar ones and installing 2,000 MW solar panels (Zami, 

2023). In 2021, the government of Bangladesh upped this goal from 30% to 40%. As solar energy is renewable 

and eco-friendly its use can help reduce environmental damage, pollution, and fossil fuel use in Bangladesh. 

Thus, solar energy transition is the final measure that would allow us to lessen our dependency on fossil fuel 

progressively (Khalaf et al., 2015). To combat its energy crisis, Bangladesh has followed  the footsteps of other 

countries by prioritizing renewable energy sources, particularly solar power (Marzia et al., 2018).  Additionally, 

many government officials and scientists favor solar energy technology for its multiple societal benefits, one of 

which is that it provides cleaner energy (Kim et al., 2014). The development of solar energy to mitigate energy 

poverty, fuel crises, and electricity shortages in Yemen and other developing nations is an important headway 

that is heavily impacted by contextual, psychological, and individual aspects that determine public acceptance 

(Baharoon et al., 2016). The attitude and behavior of the consumers about renewable energy sources are critical 

for achieving energy goals and ensuring a sustainable future (Irfan et al., 2020). By prioritizing initiatives to 

increase household wealth, education, and awareness, policymakers can facilitate the adoption of solar energy in 

rural residences (Guta, 2018). Gender, age, educational attainment, environmentally conscious behavior, and 

engagement with engineering, technology, or environmental-related professions and study are crucial  to accept 

renewable energy of the households (Karytsas & Theodoropoulou, 2014).  

To achieve the provision of affordable and environment friendly energy, especially in the rural regions this 

research examined the participants' perspectives regarding solar power and identified the factors influencing 

their preference levels (Thompson et al., 2021). It is found  that factors like family size and composition 

(including the number of adult males and children under 15 years), the household head's educational attainment, 

and the household's overall wealth impact the adoption decision of solar energy in residential settings (Rahut et 

al., 2018). Thus, the objective of this study is to determine factors like education, experience, family size, 

income, training, peer relation, relative price (ratio of traditional price to solar price per decimal), and social 

capital, etc. influence the adoption of solar irrigation pumps in the study region of Bangladesh. 
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2.      Research Methodology 

2.1    Study area and data collection  

The study is based on primary data collected directly from the farmers of Thakurgaon and Dinajpur districts 

situated in Northern Bangladesh. This region is considered as a very significant region for agriculture in 

Bangladesh. For this study a total of 206 farmers are randomly selected and interviewed using a structured 

questionnaire. Among the 206 respondents, 100 respondents are selected from Thakurgaon district and the rest 

106 respondents are selected from Dinajpur district.    

 

2.2    Empirical Model  

In order to analyses the determinants that influence farmers' decision to adopt solar irrigation pumps, a Logistic 

regression model is used. The model includes a total of eight explanatory variables to elucidate farmers' 

adoption of sustainable agricultural practice in terms of adopting this technology.  The variables used in this 

study are chosen based on existing literature and objectives of the study. The regression model takes the 

following form:   

 Ln [ ]= β0+β1X1+β2X2+…+u 

Where, the dependent variable is the log of odd ratio of the probability of respondents’ adaption of solar pump, 

and P(Y) stands for probability that the respondent is adopting of solar irrigation pump service and 1-P(Y) is the 

probability that the respondent is not is adopting of solar irrigation pump service. 

Specification of the regression model is as follows: 

u 

Where, Y is a dummy variable assuming value 1 if the farmer adopts solar irrigation pump and zero otherwise, 

X1 stands for education of the household head, X2 for experience of the household head, X3 for land size of the 

household head, X4 for peer relationship with other farmers, X5 for income of the household head, X6 for training 

received by household head, X7 for relative price of irrigation using solar pump and X8 for social capital index 

for the household. …  are coefficients to be estimated and u is the stochastic disturbance term. 

 

2.3     Measurement of Dependent and Independent Variables 

Unit of measurement for all variables are not similar since different variables are used in the model. The 

dependent variable, the adaption of the solar irrigation pump, is a dummy variable, while the explanatory 

variables are both dummy and continuous variables such as education, farming experience, land size, peer 

relation, income, training, relative price, and social capital. Previous researches have also included similar 

variables, such as (Guta, 2014; Karytsas & Theodoropoulou, 2014; Rahut et al., 2018; Mathijs, 2000). 

 

Table 2.1: Variables used in the regression model 

Variables Type  Measurement unit 

Adaption of solar irrigation pump (Y) Dummy 1= yes, and zero otherwise 

Education of the farmer (X1) Continuous  Year 

Farming experience of the farmer (EXP) Continuous Year 

Land size of the farmer (LS) Continuous Bigha (1bigha = 33 decimals) 

Peer relation (PR) Dummy 1= yes, and zero otherwise 

Income (I) Continous Taka  

Training (Tr) Dummy 1= yes, and zero otherwise 

Relative price (RP) Continuous Ratio of solar irrigation price to 

traditional irrigation price 

Social capital (SC) Continuous Composite index  
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3.      Regression Results   

The logistic regression model shows a number of significant factors that affect the adoption of solar irrigation 

pumps for sustainable agriculture in the Northern regions of Bangladesh. This is presented in Table 3.1 where it 

is found that there is significant positive feedback from level of education to adoption of solar irrigation pumps 

and the coefficient is significant at 1% level. It is normally expected that the farmers who have higher levels of 

knowledge and experience, earned from education, are more likely to adopt solar technology. Similarly, the 

variable experience in farming have positive and significant effect on the adoption of solar irrigation pumps. 

Positive peer relationships are also recognized as an essential factor which indicates that social networks and 

interactions within the community have significant impact on the adoption of the new irrigation technology. The 

relative cost of irrigation using solar pumps is another factor that plays a significant impact in determining 

whether farmers are willing to adopt the SIP. Contrary to our expectation, the variables- income, training, and 

social capital have no significant effect on the decision to adopt solar irrigation pumps. In addition, size of the 

farm measured in total land cultivated did not appear as a factor in the adoption of SIP. This means that size of 

the farm is indifferent to the farmers in making their decision towards adoption of solar irrigation pumps. 

 

Table 3.1: Logistic regression results 

Model Coefficient Standard error t- value p- value 

Constant        -0.074 0.119 -0.618 0.537 

Education of the 

farmer 

    0.042*** 0.007 5.828 0.001 

Farming experience 

of the farmer 

    0.008*** 0.002 4.258 0.001 

Land size of the 

farmer 

        0.002 0.007 0.290 0.772 

Peer relation    0.373*** 0.061 6.141 0.001 

Income 0.002 0.005 0.2853 0.383 

Training        -0.064 0.058 -1.103 0.271 

Relative price  0.126** 0.056 2.254 0.025 

Social capital -0.014 0.032 -0.429 0.668 

Cox & Snell R-square = 0.605,  No. of observation = 206  

R2= 0.605; ***, **, and * indicate significant at 1%, 5% and 10%, respectively. 

Source: Authors’ estimation based on field survey. 

 

The model estimation is satisfactory as the indicated by the Cox and Snell R-square value of 0.605. This means 

that around 60% percent of the variations in the dependent variable, the logit, are explained by the explanatory 

variables used in the study. 

 

4.       Major Findings 

In Northern Bangladesh, the factors that influence the adoption of solar irrigation pumps (SIPs) for sustainable 

agriculture are identified from the regression results. The feedbacks on SIP adoption from education and 

agricultural experience are found to be statistically significant, suggesting that farmers possessing greater 

expertise and knowledge are more inclined to adopt solar technology. This finding emphasizes the significance 

of human capital in facilitating technological advancements in the agricultural sector, which is consistent with 

the earlier findings of the study (Ainembabazia & Mugishab, 2014). Furthermore, it is worth noting that positive 

peer relationships remain a pivotal determinant in motivating the adoption of SIP. This underscores the 
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importance of social networks and community engagements. Considering the relative price, adoption decisions 

are affected by how much SIPs cost compared to other options. This shows how much important cost-

effectiveness is in the decision-making process. However, significant insights are also revealed by the regression 

analysis. Contrary to our expectation, the variables- social capital, training, and income did not influence the 

adoption decision of the farmers. On the other hand, the variable 'land size' does not have a substantial impact on 

adoption decision. This observation implies that the size of land holdings not exert a significant influence on 

farmers' adoption of solar services. In general, these results enhance the farmers’ comprehension of the complex 

elements that influence the adoption of technology in the agricultural sector and emphasize the necessity for 

focused interventions to encourage the extensive implementation of sustainable agricultural practice in the 

northern regions of Bangladesh.   

                                       

5.      Conclusion 

Sustainable agriculture is important in Bangladesh, especially in the northern part, where agriculture is the main 

driving force of the economy. Solar irrigation pumps (SIPs) are an important tool in the ongoing development of 

agriculture. This study revealed the dynamics of rural technology acceptance by identifying numerous key 

parameters impacting farmers’ SIP adoption. SIP adoption is strongly influences by education and farming 

experience, underscoring the importance of knowledge and expertise in adopting new agricultural technologies. 

SIP use is higher among farmers with higher education and experience, highlighting the relevance of human 

capital in agricultural technological innovation. Positive peer ties also influenced SIP adoption, highlighting the 

importance of social networks and community interactions in farmers' decisions. Income, training, and social 

capital negatively affected adoption, suggesting that particular farming populations require special support to 

overcome adoption barriers. SIP adoption is not affected by land size, suggesting that farmers' decisions are not 

simply based on their activities. This emphasizes the necessity for policies and activities that meet farmers' 

different needs and conditions, regardless of landholding size. Moreover, regional socioeconomic considerations 

and farming methods limit the study's applicability outside Northern Bangladesh. In addition, income impacts 

schooling, and SIP adoption which is ignored in the study. Notwithstanding, increasing SIPs in Northern 

Bangladesh could improve agricultural sustainability and reduce the environmental impact of traditional 

irrigation systems. Policymakers, researchers, and development partners should come forward to help the 

country shifting a more resilient and environmentally friendly agriculture system by addressing adoption 

determinants. 
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Abstract 

Rice is the principal foodcrop in Bangladesh, but the increasing climate change vulnerabilities and 

global warming are adversely affecting the yield of various rice crops and may threaten the food 

safekeeping in the country. Consequently, this study endeavors to explore the potential climate 

change impact on the yield of three rice varieties (namely, Aus, Aman and Boro) in Bangladesh. The 

technique of multiple regression is applied to measure the climate-crop yield interrelation on the 

basis of country level time series data for the period 1972-2019. The results exhibit that all the 

climate variables have had significant impact on rice yield over the period under study, but these 

effects vary among three different rice yields. Our findings also demonstrate that maximum 

temperature is statistically significant and negatively associated with the yield of rice crops. In 

distinct, minimum temperature is highly significant and have positive impact on the yield of three 

rice model. In addition, rainfall is found significant for rice yields with positive effects on Aus and 

Aman rice and adverse effect on Boro rice. However, humidity has a statistically significant effect 

on the yield of Aman and Boro rice crops. Nevertheless, the impacts of maximum temperature and 

rainfall are more prominent compared to that of minimum temperature and humidity on rice 

production in Bangladesh. Our findings give emphasis to the importance of adaptation of 

temperature-tolerant rice varieties, and suggest that sustainable agricultural development may play 

a vital role in mitigating adverse climate change effects. 

Keywords: Climate Change ‧ Rice Production ‧ Food Security ‧ Temperature ‧ Humidity ‧ 

Bangladesh 

 

1.      Introduction 

Global Climate change and variability may have emerged by human and non-human activities as a 

comprehensive phenomenon in past three decades. Rising temperatures, enhancing sea levels, changing rainfall 

patterns, and strength of extreme weather events and increasing flood frequency are adversely distressing 

ecosystem performance, infrastructure, agriculture and food safekeeping, human Health, and water resources 

(IPCC, 2014). Bangladesh is one of the more vulnerable country’s to the adverse impacts of climate alteration in 

the world (According to the Global Climate Risk Index -GCRI, 2017). It is the sixth most climate vulnerable 

country in the world (Kreft et al. 2017).Climate variability would significantly effects on agricultural 

productivity and competence and would lead to serious changes in agricultural production (IPCC, 2014; Arshad 

et al., 2018).Developing nations are more susceptible to the adverse impacts of climate variation (Wheeler and 

Von Braun, 2013; Ruamsuke et al., 2015). Consequently, climate variation is the fundamental determinant of 

agricultural productivity. It is keyissues for especially in regarding of developing countries like Bangladesh 

wherever agriculture is extremely dependent on natural phenomena in contradiction of the controlled 

environmental condition in developed countries. As Bangladesh is a developing country with high population 
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density where (20.5%) of its total population lives under poverty (BBS, 2019). Rice is the staple food of our 

people and grown in this country from time immemorial. It contributes for about 92% of the total food grains 

produced in the country and covers about 77% of agricultural land. Bangladesh is the fourth largest rice 

producer in the world (DAE, 2013).  

The effects of climate change on crop production are international concerns, but they are particularly significant 

for the sustainable agricultural development of Bangladesh (Hossain, 2013). Sometimes the relation between 

these key factors and production losses are obvious, but often the relations are less direct. In spite of the recent 

strides regarding gaining sustainable development, Bangladesh’s ability to restore its development is 

experienced with significant challenges and confounded by climate change (Ahmed and Haque, 2002). 

Bangladesh has been facing higher temperatures over the last three decades (Sarker et al., 2012). Moreover, it is 

forecasted to experience a rise in annual mean temperatures of 1.0 °C by 2030, 1.4 °C by 2050 and 2.4 °C by 

2100. The prediction for the winter season (December, January and February) average temperature also showed 

a similar increasing pattern, 1.1 °C by 2030, 1.6 °C by 2050 and 2.7 °C by 2100. The projected value is 0.8 °C 

by 2030, 1.1 °C by 2050 and 1.9 °C by 2100 for the monsoon months (Agrawala, et al., 2003; Ahmed, 2006). 

However, the Global Climate Model (GCM) data estimated more warming for winter than for the summer 

months (FAO, 2007). Based on the above projections, Bangladesh is likely to face more hot days and heat 

waves, longer dry spells and higher drought risk. In contrast, almost 80 percent of rainfalls in Bangladesh have 

been occurring during monsoon season (June-September). The remaining 20 percent covers eight months, 

including the winter months in which the high-yielding rice Boro is grown. Though monsoon season’s rainfall is 

projected to increase; the rainfall variability may increase significantly causing more intense rainfall and/or 

longer dry spells. Most of the climate models estimated that precipitation will increase during the summer 

monsoon (GOB and UNDP, 2005). This erratic and unevenly distributed pattern produces extreme events, such 

as floods and droughts, which have remarkable harmful effects on major food crops’ yield, especially on Aman 

rice. As a result, rice production is likely to decline by 8%–17% by 2050 (Sarker, et al., 2012; IPPC, 2007).Food 

security is defined as access to enough and safe food by all people at all times for maintaining an active and 

healthy life. Bangladesh is predominantly an agrarian country with a high population density, where food 

security is a crucial issue. However, aggregate domestic production and per capita availability of food grains 

have increased in the country over the past decades. Nonetheless, the country still depends on import of food 

grains (Rahman and Pervin, 2009). In 2007–2008, it imported 11.5 percent of total availability and it is predicted 

that until 2021, the annual requirement for staple food will also exceed supply, indicating that demand is higher 

than production (Begum and Hases, 2010). Examination of climatology at the national level is most important 

for the remedy of agricultural problems arising from climate change. Climatic information not only recommends 

the most suitable time for sowing and harvesting but also acts as a guide to the selection of the proper sites for a 

certain crop (Amin, et al., 2014). Historically, most of the past studies regarding climate change impacts have 

concentrated on US outcomes (Moorthy, et al., 2016; Zhang, et al., 2015). However, all of these studies have 

demonstrated that agricultural activities in developing countries are extremely vulnerable to climate change. 

Despite the status of Bangladesh as a country that is greatly sensitive to climate change, factual studies of the 

significance of climate change on major food crops in this country have been scarce (Rashid and Islam, 2017). 

Therefore, the main objective of this study is to estimate the impact of climate change on rice production in 

Bangladesh. To identify the climatic factors which are likely to affect rice production using national level time 

series data over the span from 1972 to 2019. 

The remainder of this paper is organized as follows: Section 2 review the literature on the diverse effect of 

climate change on food security and agricultural production in developing countries. Section 3 Method and 

Materials. Section 4 result and discussion. Finally, the paper concludes and discusses about the future research.  

 

1.1.     Climatic Character of Key Food Crops in Bangladesh  

Three rice crops Aus, Aman and Boro are the major food crops in Bangladesh. These are grown in different 

distinct seasons. Aus is generally sown/grown in March–April and harvested in July–August. Aman is normally 

planted in June-August and harvested in November-December. Boro is transplanted in December-January and 

harvested in April-May (Sarker et al., 2012; GOB, 2017). To some extent, the calendar for these major crops 
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differs marginally from place to place, regulated by edaphic and climatic conditions. Surprisingly, these growing 

periods are also essentially matched with three climatic periods, for example, the hot summer (March–May), the 

monsoon (July–October) and the winter (December–February). According to BRRI (2019), Aus rice demands 

supplementary water at the initial stage of its growing season while Aman is completely rain-fed rice that grows 

in the months of monsoon, though it requires supplementary irrigation at the transplanting and occasionally at 

the flowering stage subject to the availability of precipitation. Boro is the fully irrigated rice as it grows in the 

dry winter and the hot summer (Mahmud, 2013). 

 

2.         Review of Literature 

There is a growing body of literature in recent years that has observed the influence of climate change on 

agricultural productivity. The scientific community has long argued that changes in climatic variables such as 

temperature and rainfall significantly impact crop yields. The study of climate change impacts on Bangladesh 

agriculture has achieved recent attention, due to the share of Bangladesh’s agricultural sector. 

Ahmed et al. (2019) investigated an important research issue of climate change and vulnerability of two coastal 

villages in Bangladesh that are environmentally vulnerable. The study revealed that climate change and 

vulnerability produced an important negative effect on public health, reducing agricultural yields, salinity 

intrusion, rising sea level and increasing temperature. The finding just shows the negative impact of climate 

variation on agriculture and environment. Hossain et al. (2018) conducted a study to show the economic impact 

of climate change on yield farming in Bangladesh. The Ricardian model reveals the relationship between net 

crop income and long term climate variables. The study shows that the enhancing rainfall and moderate 

temperature is increasing to the net crop income. The finding of the research just shows the positive economic 

impact of climate change but it is not a negative impact identified. Rahman et al. (2018) investigated a review 

article to exhibit the impact of climate variation on temperature, frequency of flood, salinity intrusion, and storm 

surge and river bank erosion on crop production in Bangladesh. The study shows that the climate variation plays 

a negative role in crop production and environmental balance. The researcher gives some suggestions for policy 

makers that would help reduce adverse impact on human and natural environment.FAO, UN. (2018) conducted 

an annual report to reveal the implications of climate variation on agricultural small farming and livelihood, 

poverty reduction, livestock and adaptation. The study shows that the climate variation plays an important 

negative role on economic growth, reducing productivity, livestock and forestry, fisheries, global warming, and 

food safety. The risk of animal food security, infection and disease has decreased animal productivity. Hossion et 

al. (2018) conducted a review study to express the impact of climate variation on agricultural productivity, food 

safekeeping, livestock, fisheries and coastal livelihood, which are affected by global warming and adverse 

impact of climate variation. The study exhibits that the implication of global climate effects on vulnerable 

agricultural productivity, creates food insecurity, destroying coastal livelihood, food safekeeping, fisheries and 

livestock. The researchers found that climate change plays an important negative role on agricultural production 

and food safekeeping. Maniruzzaman et al. (2018) explained a study to reveal the impact of utmost temperature 

on agricultural production, increasing global warming and rice yields enhancing various seasons of Bangladesh. 

The paper shows that moderate temperature performs a significant negative role in decreasing rice yields. The 

research’s outcome just demonstrates the negative and positive impact of climate variation on agricultural 

productivity in three different seasons without being numerical. Richard et al. (2017) have conducted a review 

article to reveal the consequence of global climate variation on agricultural yielding, livestock and economic 

influence of the U.S.A and Latin America. The research’s outcome reviews that the effects of economic 

calculation is a bit positive on U.S. agriculture and predicted that the next century would see decreased food 

production, economic losses, imposition of huge cost, enhancing temperature, carbon dioxide doubling and need 

to assess the magnitude of global warming for livelihood policy as it is highlighted. Kabir et al. (2016) have 

focused on their study to show the influence of climate variation on coastal areas of Bangladesh, experienced 

cyclones Sidr and Aila. Implication of climate variation has adversely influenced on global weather and so, heat 

weave, cyclone, drought, flood, heavy rainfall and natural disaster are going to enhance seriously. The study 

reveals that climate change plays an important negative role on socio economic condition of individuals and the 

health status of people are more vulnerable to coastal belt of the country. FAO and UN. (2016) have investigated 

a study endeavor to show that the implications of climate change on agricultural yielding, food safe keeping, 
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poverty reducing, global warming and sustainable development. The study shows that the climate variation 

plays an important negative role on economic growth, sustainable development, poverty reduction, and 

productivity of yielding, livestock, forestry, and fisheries, global warming and food safe keeping. The UN 

research’s outcome just exhibits the negative impact of climate variation on living earth without being numerical 

result. Amin et al. (2015) have conducted an important study to exhibit the effect of climate variation on crops 

production, food security and major agricultural yield. The study shows that climate variation has a positive 

contribution of major food yield. Aus rice is benefited by rainfall but then again Aman rice is affected 

significantly. The role of humidity positively contributed to Aman and Aus rice, whereas Aus rice is negatively 

affected. Only Boro rice is significantly promoted by sunshine. Most of the food crops are adversely affected by 

higher temperature and only Aman rice is severely affected by the rainfall. Iqbal and Siddique (2014) have 

conducted a discussion paper to express the strong implication national and international perspective of climate 

variation on agricultural efficiency, food safekeeping, and poverty. The study exhibits that climate variation 

plays an important negative role on agricultural productivity, compared with unobserved and observed variables, 

food security and poverty reduction. There are no robust estimates which found the impact of climatic variables 

of the paper that could have adverse impact on living and non-living beings. 

However, very few studies have been done in Bangladesh to investigate the pattern and trend of rainfall, 

temperature, relative humidity, solar radiation, heat budget and energy balance on various ecosystem, and 

meteorological application on rice production. Nevertheless from the previous studies conducted in Bangladesh, 

it was evident that very few of them have intensively examined the relationship between climate change and 

crop production (Ferdous and Baten, 2011). Accordingly, crop-oriented research (particularly on major staples) 

is pledged to formulate better policy suggestions for sustainable development. Given the high dependence of 

rice yield on climate variables (i.e., change), there is a vital need to assess the potential impacts of climate 

change (i.e., maximum temperature, minimum temperature, rainfall and humidity) on different types of rice 

yields (productivity). Because an understanding of the national impacts of recent climate trends on major food 

crops would help to anticipate impacts of future climate changes on the food security of the country.  

 

3.       Data and Methodology 

3.1.    Data  

National level yield data of key food crops (Aus rice, Aman rice, and Boro rice) in the time span 1972–2019 are 

collected from various versions of the yearbook of agricultural statistics in Bangladesh. Yield data are found as 

the fiscal year basis, such as 1971–1972, 1972–1973, etc. Then, these fiscal year data are converted to yearly 

data, for example, 1971–1972 was considered as 1972. Aggregate level monthly data on climatic parameters for 

all (35) the weather stations are procured from the Bangladesh Meteorological Department (BMD, 2021), for the 

same time period which covers the whole country. These year-wise monthly data were then transformed to 

seasonal data according to the growing period of the crops. In case of Aus and Aman rice, as the length of 

growing season varies from April–August and July-December respectively, climatic variables have been defined 

for this total time period. However, the growing period for Boro rice has been counted from December-May 

correspondingly. Generally, the life span average has been taken into consideration for all the climatic 

parameters except for rainfall. Production period total has been calculated for rainfall. As a result, the study 

came to the point that, in order to make a consistency between climatic variables and yield (as well as cropping 

area) data, 1971’s climate data are used against 1972’s yield and cropping area particularly for Aus and Aman 

rice. Similarly, the previous year (1971) and next year (1972) climate data were merged for 1972’s yield and 

cropping area for Boro rice growing period is distributed into two calendar years. Data are also collected from 

Department of Agricultural Extension (DAE, 2020), Ministry of Agriculture, Bangladesh Economic Review 

(BER, 2020), World Development Indicator, 2021; World Bank, 2020). 

 

3.2.      Methodology 

Empirical Model Specification: The aim of this study is to explore the relationship between yield of three 

different rice crops (namely, Aus, Aman and Boro) and climate variables (namely, maximum temperature, 

minimum temperature, rainfall and humidity) to estimate the potential effects of climate change on rice crop 
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productivity level. The dependent variable in this study is yield of different rice crops (such as, Aus, Aman and 

Boro) and following (Lobell et al., 2007; Almaraz et al., 2008) and Sarkar et al. (2012) we have considered four 

climate variables as independent variable, that includes maximum temperature, minimum temperature, rainfall 

and humidity. In order to remove its trend and avoid heteroskedasticity in linear regression model, we can use 

log-linear regression model, because log-transformation can transform absolute differences into relative 

differences. In this regard, we run the log-linear version of our regression models. Thus, on the basis of the 

distribution of the yields of three rice crops and other properties, the following regression models are employed:  

Aus Rice Model: The relationship of rice production with variable is specified as follows:  

Aus Production= f (MaxT, MinT, Train, Humidity)    (1) 

This linear combination is transformed into log-liner model which would present suitable and proficient 

outcomes as compared to the simple liner model.  

LnAPt = α0+ α1 lnmaxTt+ α2 lnminTt+α3 lntraint+ α4 lnHumt +εt   (2) 

Where, LnAPt represents the logarithm function of the Aus production; LnmaxT represents the logarithm 

function of the average maximum temperature (ºC) from April to August; lnminT represents the logarithm 

function of the average minimum temperature (ºC) from April to August; LnTraint=represents the logarithm 

function of the average total rainfall (millimeter) from April to August; LnHum represents the logarithm 

function of the average humidity (%) from April to August; εt= is the error term and ‘t’ is the time (i.e., year).  

Aman Rice Model: The relationship of rice production with variable is specified as follows:  

Aman Production= f (MaxT, MinT, Train, Humidity)    (3) 

This linear combination is transformed into log-liner model which would present suitable and proficient 

outcomes as compared to the simple liner model.  

LnAPt= β0+β1 lnmaxTt+ β2 lnminTt+ β3 lnTraint+β4 lnHumt+ εt    (4) 

Where, lnAPt represents the logarithm function of the Aman production (in kg per acre), lnmaxTtrepresents the 

logarithm function of average maximum temperature (ºC) from July to December; lnminTtrepresents the 

logarithm function of average maximum temperature (ºC) from July to December; lnTrain represents the 

logarithm function of average total rainfall (millimeter) from July to December; lnHumtrepresents the logarithm 

function of average humidity (%) from July to December; Ɛt is the error term of Aman rice model and ‘t’ is the 

time (i.e., year). 

Boro Rice Model: The relationship of rice production with variable is specified as follows: 

Boro Production= f (MaxT, MinT, Train, Humidity)        (5) 

This linear combination is transformed into log-liner model which would present suitable and proficient 

outcomes as compared to the simple liner model.  

lnBPt =γ0+ γ1 lnmaxTt+ γ2 lnminTt+ γ3lnTraint+γ4 lnHumt+εt    (6) 

Where, lnBPt represents the logarithm function of the Boro rice production (in kg per acre); lnmaxTt represents 

the logarithm function of average maximum temperature (ºC) from December to May; lnminTt represents the 

logarithm function of average maximum temperature (ºC) from December to May; Lnraint represents the 

logarithm function of average total rainfall (millimeter) from December to May; lnHumtrepresents the logarithm 

function of average humidity (%) from December to May; εt = is the error term of Boro production and ‘t’ is the 

time (i.e., year).The descriptive statistics of all the data series used in this study are presented in table 1. This 

table1 also demonstrates the basic properties of the variables under study during three rice growing seasons in 

Bangladesh. 
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3.3.    Descriptive statistics 

The descriptive statistics are showed in Table 1, which depicts the basic properties of all the variables under 

study. In case of yield, it was found that, Amang the three major crops, the mean yield of Boro rice are the 

highest and it is two times higher than that of Aus rice. The observed mean yield of the three crops under study 

according to the descending order was as follows: Boro > Aman > Aus. In case of climate variables, the highest 

average maximum temperature and average minimum temperature are observed in the Aus growing season. In 

contrast, the lowest maximum and minimum temperature was observed in the Boro season. In the case of 

rainfall, Boro rice received the lowest average total rainfall, whereas Aus and Amanreceived more than two 

times than that of Boro growing season. However, the highest rainfall are seen in the Aus rice growing season 

followed by the Aman rice season. In view of humidity, the highest percentage of humidity is noticed in the 

Aman season, but the lowest value was perceived in the Boro growing season. 

 

Table 1: Descriptive statistics of the data series for the period of 1972-2019 

Variables Rice 

Varieties 

Statistics 

Mean Median Std. Dev. Maximum Minimum Kurtosis Skewnes 

Yield 

(kg/acre) 

Aus 564.86 460.21 197.24 1012.15 363.90 -0.16 1.06 

Aman 704.09 659.91 171.95 1012.15 445.34 -1.19 0.34 

 Boro 1194.81 1084.83 286.47 1625.16 728.27 -1.35 0.23 

Maximum 

Temperature (C0) 

Aus 32.26 32.30 0.55 33.59 31.15 -0.08 0.28 

Aman 30.20 30.18 0.39 31.18 29.52 -0.08 0.48 

Boro 29.69 29.72 0.49 30.77 28.55 -0.07 -0.03 

Minimum 

Temperature (C0) 

Aus 24.40 24.28 0.61 25.88 23.47 -0.13 0.81 

Aman 22.38 22.39 0.32 23.23 21.70 0.08 0.37 

Boro 16.38 15.84 1.38 20.52 14.97 1.46 1.57 

Average Total 

Rainfall (mm) 

Aus 1848.72 1819.27 237.37 2226.09 1324.37 -0.75 -0.17 

Aman 1530.39 1536.23 231.22 1975.61 1018.38 -0.46 0.09 

Boro 479.87 446.21 132.78 808.69 212.30 -0.33 0.55 

Average Humidity 

(%) 

Aus 82.63 82.64 0.92 84.26 80.55 0.33 -0.40 

Aman 83.58 83.50 0.59 84.62 81.94 0.59 -0.35 

Boro 76.13 76.06 1.10 78.00 72.79 1.81 -0.79 

Observations (N) 48 48 48 48 48 48 48 48 

N.B. MaxT= Average maximum temperature (0C) in growing season; MiniT= Average minimum temperature (0C) in growing season; 

kg/acre= kilogram per acre, mm=millimeter. Source: Authors’ own calculation based on BBS, DAE, BRRI and BMD. 

 

3.4.     Trend Analysis  

Furthermore to investigating descriptive statistics graphs have also been made with time (t) as an explanatory 

variable to detect the remarkable impression about the variations and changes in trend (upward or downward) 

Among the five climatic variables over the whole period (1972–2014) (Figures 1–5, given in Appendix). Mean 

maximum temperature fluctuated greatly, but the overall trend is seen to enhance for all the rice growing seasons 

(Figure 1). Minor variations areobserved in case of average minimum temperature; on the other hand, the trend 

still appeared to be increasing (Figure 2). Average rainfall in the Aus and Aman rice growing seasons showed 

upward trends with different and maximum fluctuations. The Boro rice season does not reveal any distinct trend 

over time, but the variations would be seriously affected in case of Aus and Aman crops (Figure 3). Average 

seasonal humidity also showed an increasing trend with minor variations (Figure 4). Extraordinarily, Boro yield 

exhibited an increasing (upward) trend for throughout the seasons with greater deviations compare to Aus and 

Aman rice yield (Figure 5).  
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3.5.    Stationarity and Unit Root Tests 

As the present research paper emphases a model to examine impact of climate variation on diverse rice crops, 

we need to confirm zero degree of integration for each variable under study. Otherwise, the variables cannot be 

used for correlation, causality, and OLS estimations if they characterize diverse degrees of integration. 

Therefore, first we need to make sure that the data series are free of unit roots, i.e. the series are stationary to 

make all results valid and all estimates consistent (Enders, 1995). In this respect, we have chosen two widely 

used methods: Augmented Dickey-Fuller (ADF) test (Dickey and Fuller, 1979) and Phillips-Perron (PP) test 

(Phillips and Perron, 1988) to check the presence of unit roots in the data series and the outputs were presented 

in table 2. Once stationarity in all variables is confirmed, we can run our comprehensive regression model.  

 

Table 2: Augmented Dickey-Fuller (ADF) & Phillips-Perron (PP) Tests for checking the  

stationarity of the data series 

Variables Integration of order for Aus Integration of order for  

Aman 

Integration of order for Boro 

LnYield I (1) I (1) I (1) 

Lnmaxt I (0) I (0) I (0) 

Lnminit I (0) I (0) I (0) 

Lnrain I (0) I (0) I 1) 

Lnhumi I (0) I (0) I (0) 

Note: MacKinnon (1996) one-sided p-values (at 1%, 5% & 10% level is -3.605, -2.936& -2.606 respectively) is used. Source: Authors 

own estimation based on BMD, BBS and DAE. 

 

As we see from the table 2 that Aus, Aman and Boro rice yields are integrated of order one, i.e., I(1), which 

denotes the existence of unit root in the three data series. However, in case of explanatory variables, rainfall 

exhibits integration of order I(1) and the rest of the climate variables are integrated of order zero, i.e., I(0), as a 

result these data series are stationary in their level form. According to McCarl et al., (2008) the variables with 

I(1) must be differenced first before estimation. Since most of the variables are not integrated at the same order 

under each model, we cannot make a Johansen co-integration test, rather a multiple regression analysis using 

OLS method with the differenced variables is performed (Gujrati, 2004). On top of that, yield variation of 

different rice crops are assumed to be caused by climatic variables rather than the vice versa (Lobell and Field, 

2007). Therefore, a causality test is also not performed. 

 

4.      Result and Discussion 

4.1.  The Regression Results for Aus Rice Model 

The OLS method is applied to classify the impacts of climate change (i.e., Lmaxt, Lminit, Lrain and Lhumi) on 

the yield of Aus rice (LYield) and the results are demonstrated in table 3. The empirical results depicts that the 

yield of Aus rice is statistically significant and suggests that, climate variables are able to explain some of the 

variation in the yield of Aus rice. The value of adjusted R2 indicates that 68.55% of the total variation in the 

yield of Aus rice can be explained by our climate variables (i.e., climatic change) included in the model. The 

results also denote that (seasonal average) maximum temperature, minimum temperature and rainfall are 

statistically significant at 1%, 1% and 10% level correspondingly. 
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Table 3: Estimated Results of Aus Rice Model (Dependent Variable: LNYIELD) 

Variable Coefficient Std. Error t-Statistic Probability 

LMAXT -9.618339 3.097156 -3.105539 0.0034*** 

LMINIT 6.172641 1.925080 3.206433 0.0025*** 

LRAIN 0.526025 0.317463 1.656966 0.0998* 

LHUMI 2.388275 3.160280 0.755716 0.4539 

Constant Term -61.31864 15.24259 -4.022851 0.0002*** 

R-squared 0.712335 Mean dependent var 6.271300 

Adjusted R-squared 0.685575 S.D. dependent var 0.339141 

S.E. of regression 0.190168 Akaike info criterion -0.383482 

Sum squared resid 1.555052 Schwarz criterion -0.188565 

Log likelihood 14.20356 Hannan-Quinn criter. -0.309822 

F-statistic 26.61983 Durbin-Watson stat 1.507582 

Prob(F-statistic) 0.000000***    

Note: ***, ** and * denotes significance at 1%, 5% and 10% correspondingly. Source: EViews 10 output. 

 

The results denotes that Aus yield is negatively associated with maximum temperature which implies that one 

unit an increase of average maximum temperature will decrease the yield of Aus rice 9.618339 unit kg 

(kilogram) per acre. The result also exhibits that average minimum temperature and rainfall reveals that positive 

association with the yield of Aus rice significant at the level 1% and 10% respectively. Finally humidity could 

not affect the yield of Aus rice since the coefficient of humidity is insignificant. 

 

4.2.     Regression Results for the Aman Rice Model 

The Aman rice is more or less completely rain-fed crop and is grown in the season of monsoon. The contribution 

of the climate variables (LnmaxT, LnminiT, Lnrain and Lnhumi) on the yield of Aman rice is obtained from 

OLS method and is reported in table 4. 

The results of the table 4 denote that seasonal average total rainfall and humidity are statistically significant at 

1% significance level correspondingly and affect Aman rice yield positively. However, average maximum 

temperature negatively contribute to the yield of Aman rice and statistically significant at 5% level. In contrast, 

minimum temperature is statistically insignificant and has no effect at all on the Aman yield. Moreover, the 

estimated value of adjusted R2 exhibits that about 43.30% of the total variation in the Aman rice yield can be 

interpreted by the climate variables are (i.e., variation) used under study. 

Table 4: Estimated Results of Aman Rice Model (Dependent Variable: LYIELD) 

Variable Coefficient Std. Error t-Statistic Probability 

LMAXT -3.999542 3.132838 -1.276652 0.0986* 

LMINIT 5.020846 3.334129 1.505895 0.1394 

LRAIN 0.568458 0.208680 -2.724071 0.0093*** 

LHUMI 7.225035 2.595143 2.784061 0.0079*** 

C -50.44846 11.14273 -4.527479 0.0000*** 

R-squared 0.481317 Mean dependent var 6.498948 

Adjusted R-squared 0.433067 S.D. dependent var 0.262279 

S.E. of regression 0.197483 Akaike info criterion -0.307998 

Sum squared resid 1.676977 Schwarz criterion -0.113081 

Log likelihood 12.39194 Hannan-Quinn criter. -0.234338 
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F-statistic 9.975551 Durbin-Watson stat 0.957456 

Prob(F-statistic) 0.000008***    

Note: ***, **, and * denotes significance at 1%, 5% and 10% correspondingly. Source: EViews 10 output.  

 

4.3.    The Regression Results for the Boro Rice Model  

The OLS method is employed to determine the climate change effect on Boro rice yield and the findings are 

showed in table 5. 

 

Table 5: Estimated Results of Boro Rice Model (Dependent Variable: LNYIELD) 

Variable Coefficient Std. Error t-Statistic Prob. 

LNMAXT -1.630001 1.430644 -1.139348 0.0995* 

LNMINIT 1.687947 0.285282 5.916765 0.0000*** 

LNRAIN -0.105681 0.080513 -1.312598 0.0963* 

LNHUMI 4.400100 0.761939 5.774876 0.0000*** 

C -21.50634 5.361046 -4.011594 0.0002*** 

R-squared 0.766526 Mean dependent var 7.036433 

Adjusted R-squared 0.744808 S.D. dependent var 0.256022 

S.E. of regression 0.129333 Akaike info criterion -1.154514 

Sum squared resid 0.719266 Schwarz criterion -0.959597 

Log likelihood 32.70834 Hannan-Quinn criter. -1.080855 

F-statistic 35.29375 Durbin-Watson stat 0.908720 

Prob(F-statistic) 0.000000***    

Note: ***, ** and * denotes significance at 1%, 5% and 10% correspondingly. Source: EViews 10 output 

 

The empirical results demonstrated that average maximum temperature and rainfall negatively associated with 

Boro rice yield and highly significant at 10% significance level. This also suggests that rise in maximum 

temperature and rainfall could have an adverse effect on Boro yield. On the other hand, average minimum 

temperature and humidity directly contribute to the yield of Boro rice and statistically significant at 1% 

levelcorrespondingly. Moreover, the value of adjusted R2 denotes that the long-run overall model well fitted as 

the explanatory variables can explain over 74.48% of the total variation in the yield of Boro rice. Findings of the 

study also implies that 1% increase in growing season maximum temperature and rainfall on average will 

decrease the yield of Boro rice by 1.63% and 0.10% kg (kilogram) per acre respectively. In contrast, 1% 

increase in minimum temperature and humidity on average could raise Boro rice yields by 1.68% and 4.04% kg 

(kilogram) per acre respectively. 

 

5.      Conclusion 

The utmost effort of this study is examine the impact of climate change on the yield of three rice crops Aus, 

Aman and Boro in Bangladesh using time series data for the period 1972-2019. The OLS methods are employed 

to satisfy this objective. Overall results show that climate variables have robust effects on the yields of Aus, 

Aman and Boro rice. In the case of Aus rice, average maximum and minimum temperature, and rainfall are 

found to statistically significant and directly associated with Aus yield. For the Aman rice, three climate 

variables (average maximum temperature, rainfall and humidity) are found to statistically significant. 

Averagerainfall and humidity are seen as positively affecting the Aman rice production.Conversely, average 

maximum temperature have an adverse effect on the yield of Aman rice, as we know Aman rice require 

supplementary irrigation during plantation depending on weather. The effect of average maximum temperature 

is also found to be identical for the yield of Boro rice and the relation is inverse. Nevertheless, average 

minimum temperature and humidity reveals positive association with Boro rice yield. The findings further 

exhibits that maximum temperature and rainfall are statistically significant and negatively affect the yield of 

Boro rice. For the R2 and F-values, all three rice models have found statistically significant and the results of 

overall goodness of fit were consistent with the results of Lobell (2010). When temperature exceeds the upper 
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limit or falls below the range or humidity crossed the upper limit, crop production changes drastically. 

Furthermore, excessive rainfall may create water logging condition and flooding that also destroys the crop 

production. Given the high vulnerability of rice yields to climate variations in Bangladesh, different adaptation 

strategies should be adopted to compensate the adverse effects of climate change. Climate change in Bangladesh 

is a serious concern since it adversely affects agriculture which is an important sector in the country. Therefore, 

the concerned authority should take suitable policies to fight against the climate change impact on rice 

production to ensure food security for the ever increasing population of the country through applying sustainable 

agricultural development. Therefore, future research in this field should focus on regional specific data analysis 

to capture the regional variations of climate change and to obtain a more comprehensive scenario of climate 

changes and their impacts on rice yield in Bangladesh. Moreover, researchers of this field may be induced by the 

government to go for further researches on adaptation of temperature-tolerant rice varieties in the specific region 

of Bangladesh.  
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Appendix 

Figure 1: Trend and variation in seasonal average maximum temperature (0c) for 1972-2019 

 

 

 

  

 

 

 

 

 

 

 

Figure 2: Trend and variation in seasonal average minimum temperature (0c) for 1972-2019 

 

 

 

 

 

 

 

 

 

 

Figure 3: Trend and variation in seasonal average total rainfall in(mm) for the period 1972-2019 

 

 

 

 

 

 

 

 



775 

Figure 4: Trend and variation in seasonal average humidity in(%) for the period 1972-2019 

 

 

 

 

 

 

 

 

 

 

Figure 5: Trend and variation in average yield( kg/ acre) of different rice production for 1972-2019 
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Abstract 
 

Economy of Bangladesh is growing rapidly over the last couple of years. On the way to its economic growth, 

industrialization played a formidable role. To meet the thirst of energy for rapid industrialization, 

Bangladesh used to huge fossil fuel. Thus, produce a huge amount of carbon emissions. In this backdrop, this 

paper is to investigate the effects of industrialization, economic growth, and energy consumption on carbon 

emissions in Bangladesh from 1974 to 2019. By using the Auto Regressive Distributive Lag (ARDL) model, 

this study finds that industrialization and consumption of energy are the influential factors for carbon 

emission in Bangladesh. However, this study did not find the detrimental effect of economic growth on carbon 

emission. Being an environmentally vulnerable country, Bangladesh needs to use energy mix for its 

industrialization rather fossil fuel. 

 

1. Introduction 

Every nation in the world aspires for higher economic growth. The apparent desire for higher economic growth 

has contributed to raising the levels of CO2 emissions and other greenhouse gases in the atmosphere (Ahmad et 

al., 2016). The rising trend of economic activities in the world in the past few decades has been reflected 

through industrialization, considerable consumption of energy such as coal, natural gas, and oil for energy and 

transportation. Therefore, reducing CO2 emissions and increasing environmental quality has become a global 

concern in order to ensure sustainable development and mitigate the negative effects of climate change (Begum 

et al., 2015; Raihan & Said, 2022). 

Bangladesh is one of the fastest growing economies in the world (8th Five Year Plan, 2020). Over the last couple 

of years Bangladesh’s economy has been growing on an average 6 percent annually. The rate of GDP growth 

accelerated in Bangladesh since the beginning of the 1990s. The product account of the GDP in Bangladesh is 

usually classified into three broad categories: agriculture, industries and services. The contribution of industry 

sector to GDP is progressively increasing in Bangladesh. According to BBS, the contribution of the industry 

sector to GDP has been reached at 35.5 percent in FY’22 from 14.7 percent in FY’731. The industrial sector in 

Bangladesh makes a huge contribution to the country’s economic growth. Accelerated industrialization 

facilitates the attainment of heightened economic growth in Bangladesh. However, industrialization significantly 

affects environmental quality. Further, economic growth and industrialization necessitate commercial vehicles, 

which run on primary energy and deteriorate the environmental quality in the case of Bangladesh. Industrial 

growth in Bangladesh comes out from high consumption of fossil fuels such as coal, crude oil, natural gas etc. In 

the absence of green energy alternatives, crude and refined petroleum oil, along with natural gas, serve as the 

primary inputs for the transportation sector, electricity generation and manufacturing plants in this country. 

There is a close relation between consumption of such energy inputs and carbon emissions regardless of the 

country (Rahman & Kashem, 2017). Further, low treatment of wastage by the backwardly linked industries of 

rapidly growing Ready Made Garments (RMG) sector is also providing stoke in this process (Rahman & 

Kashem, 2017). 

                                                      
*  Additional Director (Research), Monetary Policy Department, Bangladesh Bank, Head Office, Dhaka. The views expressed here are 

the author’s own and do not necessarily reflect the views of Bangladesh Bank. 
1  Fifty Years of National Accounts of Bangladesh, Bangladesh Bureau of Statistics (BBS), October 2022. 
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The acceleration of rapid industrialization and energy consumption from fossil fuel is carrying rapid 

environmental degradation. Bangladesh has to deal with a lot of environmental problems. These problems come 

from both the crude way that economic growth is guided in the initial phases of development and the larger 

changes in the climate that are caused by more greenhouse gases being put into the air. In accordance with the 

International Energy Agency (IEA) data, in 1990, 2000, 2010 and 2018 Bangladesh was producing almost 11.42, 

20.95, 49.9 and 81.97 million tons of CO2 emission respectively. The emission of CO2 in 2018 was 617.78% 

higher than that of 1990. The high emission of CO2 in Bangladesh during this period was mainly due to on its 

highly dependency on fossil fuels for energy consumption. Figure-1 and Table-1 shows the positive relationship 

among the per capita GDP, per capita industrial growth and energy consumption. 

 

Figure 1: Relationships of per capita GDP, per capita energy use, per capita industrial production  

  

Source: WDI (March 2024) and Our World in data. 

 

Table 1: Trends of variable of interest 

Year GDP per capita 

(constant 2015 

US$) 

Industry value added 

(constant 2015 US$) 

per capita 

Manufacturing 

value added 

(constant 2015 

US$) per capita 

Energy use 

(KWH) per 

capita 

Population, 

total 

(Million) 

1971-1980 411.65 48.53 32.32 327.64 75.69 

1981-1990 462.47 66.91 41.94 564.59 96.87 

1991-2000 569.83 103.50 64.16 893.06 118.96 

2001-2010 795.77 174.93 105.30 1416.06 140.93 

2011-2020 1291.48 355.78 221.18 2280.53 158.83 

  

The data presented in Table-1 and Figure-1 indicates that GDP growth, industrial production, energy usage, and 

carbon dioxide emissions display synchronized patterns over the time period analyzed. According to the World 

Bank2, Bangladesh is facing alarming levels of pollution and environmental health risks, and it 

disproportionately affects the poor, children under five, the elderly and women. Moreover, the report also exerts 

that though Bangladesh recognized as one of the fastest growing economies, however, very little attention paid 

to environmental impact of this rapid growth. Preventing environmental degradation and ensuring climate 

resilience is critical to stay on a strong growth path and for achieving the country's vision of becoming an upper-

middle-income country. 

Several Studies examined the relationship between GDP growth, industrialization and energy use in context of 

Bangladesh. However, these studies suggest no clear consensus on these issues. That’s why this study makes an 

attempt to investigate the relationship between CO2 emissions and economic growth, industrialization and 

energy use. 

The remainder of the paper is structured as follows: Section two provides a literature review, section three 

elaborates on the data, model, and methodology employed, section four presents the results and discussions, and 

section five offers conclusions and outlines policy implications. 

 

2.        Literature Review 

Industrialization, energy use, and GDP growth have significant impacts on carbon dioxide (CO2) emissions. 

Studies have shown that there is a positive relationship between industrialization and CO2 emissions, indicating 

that as industrialization increases, so do CO2 emissions. Similarly, energy use has been found to positively affect 

                                                      
2      The Bangladesh Country Environmental Analysis (CEA), 2023, World Bank. 
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CO2 emissions, suggesting that as energy consumption increases, so does the release of CO2. Additionally, GDP 

growth has been associated with higher CO2 emissions, indicating that as the economy expands, so does the 

production of CO2. 

Over the last few decades, a number of empirical studies examined the relationship between environmental 

degradation and number of economic variables such as globalization, industrialization, economic growth, energy 

use, financial development, urbanization and foreign direct investment for different countries and region. The 

initial influential work was developed by Griffin & Schiffel (1972) which focused on environmental Kuznets 

curve and addressing the nexus between GDP growth and CO2 emissions. Later on, Grossman & Krueger (1991) 

updated the relationship between GDP growth-CO2 emissions.  

Several empirical studies have examined the relationship between economic growth and environmental 

degradation for individual countries. Studies such as Selden & Song (1994);  Galeotti et al. (2009); Saboori et al. 

(2012) ; Fujii & Managi (2013); Wang & Liu (2017); He et al. (2017) provided empirical evidence on the 

validity of EKC hypothesis. On the contrary, studies such as Zou (2018); Mansoor & Sultana (2018); Huang 

(2021); Uddin et al. (2022); Sheikh & Hassan (2023) did not find the relationship between GDP growth and CO2 

emission. 

Other areas within contemporary literature focus on the role that industrialization plays in rising CO2 emission 

both in developed and developing countries. There exist a number of studies which focused on the connection 

between industrialization and environmental degradation. However, the findings are contradictory. For example, 

Mahmood et al. (2020) explored Saudi Arabia, Ullah et al. (2021) researched on Pakistan,  Ayitehgiza (2020) 

explored Ethiopia, Rauf et al. (2020) investigated 65 Belt and Road Initiative countries, and Samreen & Majeed 

(2020) studied 89 countries, among others, and they all discovered industrialization as harmful to the 

environmental quality. However, Chowdhury et al. (2020) analyzed 92 economies, Hong et al. (2019) studied 

South Korea,  Li et al. (2019) investigated China, and Congregado et al. (2016) researched on the United States, 

among others, and they all confirmed industrialization as friendly to the environmental quality. 

Within the empirical literature some other studies emphasis on energy consumption for CO2 emission. Studies 

such as Soytas & Sari (2009); Halicioglu (2009); Zhang & Cheng (2009); Wang et al. (2011); Begum et al. 

(2015); Ahmad et al. (2016); Mirza & Kanwal (2017); Dogan & Aslan (2017); Acheampong (2018) assessed the 

impact of the energy consumption on carbon emissions. The outcomes have reported mixed evidence; the 

relationship varies from region to region.  

Insight from the above-mentioned forging empirical literature suggests that there is no consensus regarding the 

impact of GDP growth, industrialization and energy use on CO2 emissions. In the context of Bangladesh, 

numerous studies have been conducted to explore the effects of GDP growth, industrialization, and energy 

consumption on CO2 emissions. However, there is no clear consensus on this issue. Amin et al. (2012) examined 

the causal relationship among energy use, CO2 emissions and economic growth in Bangladesh. This study did 

not find any causal relationship between economic growth and CO2 emissions in Bangladesh, suggesting that 

industrialization may not necessarily lead to increased CO2 emissions. Murad et al. (2015) studied the 

forecasting carbon emission and industrial production in case of Bangladesh and also found no Granger 

causality between industrial production and CO2 emissions in Bangladesh. Ahad & Khan (2016) examined the 

relationship between globalization, environmental degradation, industrial production, energy consumption, and 

economic growth in Bangladesh from 1972 to 2015. The empirical findings of this study suggested that 

globalization, industrial production, and energy consumption have positive impact on environmental 

degradation, while economic growth has a negative impact on environmental degradation. Alom et al. (2017) 

researched on energy consumption, CO2 emissions, urbanization and financial development in Bangladesh. The 

study found a unidirectional causality from industrial value addition to CO2 emissions in Bangladesh. Islam et 

al. (2017) analyzed the relationship between carbon emission (CO2), GDP, industrial production, and energy 

consumption in Bangladesh. It finds that industrial production and GDP per capita have a significant impact on 

carbon emission. This paper also states that economic growth stimulates energy consumption and consequently 

causes CO2 emissions in Bangladesh. Industrialization also contributes to CO2 emissions.  Sharmin & Tareque 

(2018) examined the effect of economic globalization, energy intensity, urbanization, industrialization and 
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growth on per capita CO2 emissions of Bangladesh. The result of long run and causality test postulates that 

growth stimulates energy consumption and consequently causes CO2 emissions.  The result posits that in the 

long run, energy intensity, urbanization, industrialization and growth contribute more than 60 percent of the CO2 

emission in Bangladesh.  Shahbaz et al. (2014) examined the relationship among Industrialization, electricity 

consumption and CO2 emissions in Bangladesh. The paper finds that economic growth is the cause of CO2 

emissions in Bangladesh. Nomani et al. (2022) studied the industrial development and climate change in case of 

Bangladesh and found that due to unplanned industrialization in Bangladesh has become the main causes of 

environmental pollution, leading to air, water, and soil pollution and negatively impacting the people living near 

industrial areas. Rahman et al. (2021) estimated the Environmental Kuznets Curve (EKC) hypothesis for 

Bangladesh using the Fully Modified Ordinary Least Square (FMOLS) approach and found that energy 

consumption increases with economic growth, leading to an increase in pollution. Non-renewable energy 

consumption was identified as the primary cause of pollution in Bangladesh. Raihan et al. (2022) studied the 

nexus between carbon emissions, economic growth, renewable energy use, urbanization, industrialization, 

technological innovation, and forest area towards achieving environmental sustainability in Bangladesh. This 

study found that economic growth, urbanization, and industrialization contribute to an increase in carbon 

emissions in Bangladesh. Islam et al. (2023) investigates the Environmental Kuznets Curve (EKC) hypothesis in 

Bangladesh using data from 1986 to 2014 and found that in the long run, income has a very modest negative 

effect on the environment and pollution, energy consumption is found to be a significant contributor to carbon 

dioxide emissions in Bangladesh, especially in the short run. 

Insights drawn from the previously mentioned empirical literature suggest a lack of agreement regarding the 

impact of GDP growth, industrialization, and energy consumption on CO2 emissions for Bangladesh. It is 

however apparent that the effect of the interaction between GDP growth, industrialization and energy 

consumption on carbon emission have not been documented in the literature. In order to bridge the gap in the 

literature, this study aims to investigate the interactive effect of GDP growth, industrialization and energy 

consumption on carbon emission in Bangladesh during the period of 19974 to 2019. 

 

3.       Data, Model and Methodology 

3.1     Data 

This study makes use of time series data from 1974 to 2019 on a yearly basis. The relevant data such as 

industrialization (industry value added as % of GDP), GDP (constant 2015 US$) per capita, energy use (KWH) 

per capita and CO2 emissions per capita. Data sets for this paper extracted from the several sources like World 

Development Indicators (WDI) of World Bank, Emission Database for Global Atmospheric Research (EDGAR), 

Our World in data and International Energy Agency (IEA) Statistics. 

 

3.2      Model 

There exist several studies on the impact of industrialization, GDP growth and energy use on caron di oxide for 

different individual country contexts as well as regional and world context. This study employes the following 

model for the purpose. 

Existing literature suggests that carbon emission is a function of industrialization, energy use and GDP growth: 

 

Mathematical form of equation (1) can be written in the following form: 

 

By taking the logarithm for all variables used in the model can be written in the following form: 

                               

ARDL representation suggested by Pesaran et al. (2001) of equation (3) is as follows: 
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Error correction form of equation (4) is as follows: 

 
 

3.3       Methodology 

This study makes use of time series data to investigate the impact of industrialization, energy use and GDP 

growth on carbon emission in Bangladesh. Due to the non-stationary nature of the financial time series data, it is 

mandatory to test the stationarity of the data.  To avoid the spurious regression results, at first, this study tests the 

stationarity of the variables such as log of carbon emission (lnCO2), log of industrialization (lnind), log of energy 

use (lneng), and log of GDP (lngdp) by using the ADF test (Dickey & Fuller, 1979) and PP test (Phillips & 

Perron, 1988). Secondly, following the results of stationarity, this study estimates the model by using Auto 

Regressive Distributive Lag (ARDL) model prescribed by Pesaran et al. (2001). Thirdly, the co-integration was 

checked among the variables by using ARDL bound test approach. 

 

3.4       The ARDL model estimation process 

Step 1, check the stationarity of the variables such as lnCO2, lnind, lneng, and lngdp by using the ADF and PP 

test. 

Step 2, as some of the variables are I(0) and some are I(1) which allows to estimate the ARDL model. 

Step 3, select the optimal lag for the ARDL model. 

Step 4, on the basis of optimal lag the best ARDL model is chosen. 

Step 5, test the cointegration among the variables in the model by using ARDL bound test.  

Step 6, if there exists cointegration among the variables then estimate the short run and long run estimation. 

Step 7, check the diagnostic tests such as Breusch-Pagan-Godfrey test for heteroskedasticity, Breusch-Godfrey 

LM test for serial correlation, J-B test for normality and CUSUM and CUSUM of square test for stability. 

This study makes use of ARDL model because of several advantages. First of all, this approach is the most 

appropriate method when the variables are mixed order of integration at the order of I(0) or I(1). Moreover, in 

the case of small samples this methos is useful and gives the more precise estimation. Furthermore, in the 

presence of endogeneity, the lag specification in the ARDL model gives fair estimations of the long run and 

effective t-statistic value even.  

 

4.        Results and Discussions 

4.1      Graphical representation of the Data 

The first step in any time series data is to inspect the graphical presentation of the data in order to understand the 

features of the data such as forms of trend, direction of trend, structural breaks and stationarity. The graphical 

presentation of the data in the natural log form for the variables such as lnind, lngdp, lnco2 and lneng are given 

in Figure-2. It is evident from Figure-2 that each of the variables has intercept and deterministic trend. 
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Figure 2: Graphical representation of the data 

 

4.2      Unit root test results 

The unit root test results of ADF are shown in Table-2. It is shown that the variables such as carbon emissions 

and energy use are I(0) which signifies these variables are stationary at level while industrialization and GDP 

variables are I(I) implies that these variables are stationary at their first difference. 

Similarly, the unit root test results of PP test are shown in Table-3 and the results of PP test also exhibit the same 

specification as ADF test. The variables carbon emission and energy use are stationary at their levels while the 

industrialization and GDP variables are stationary at their first difference.  
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Table 2: Augmented Dicky-Fuller Unit root test results 

 

 

 

 

 

 

 

 

 

Table 3: Phillips-Perron Unit root test results 

Variables Model Level First Difference Integration 

lnCO2 intercept & trend -5.379* … I(0) 

  

[0.00] 

  lnind intercept & trend -1.633 31.209* I(1) 

  

[0.764] [0.00] 

 lneng intercept & trend 4.771* …. I(0) 

  

[0.00] 

  lngdp intercept & trend 1.123 12.623* I(1) 

    [0.99] [0.00]   

*=significance at 1% level, P values are in the parenthesis.   

 

It is evident from the unit root test results of Table-2 and Table-3 that the variables employed in equation 3 are 

mixed order of integration. That’s why the ARDL model can be applied for checking the short and long run 

association among the study variables.  

 

4.3     ARDL Bound Test Results 

The ARDL bound test results are shown in Table-4. The F-Bound test results show that the value of F-statistic is 

greater than the upper bounds values. The results of F-Bound test results implies that there exists a long-run 

relationship among the variables in the model.  

 

Table 4: The ARDL Bounds Test Results 

F-Bounds Test Null Hypothesis: No levels relationship 

Test Statistic Value Significance I(0) I(1) 

F-statistic  39.38984 10%   2.37 3.2 

k 3 5%   2.79 3.67 

  2.5%   3.15 4.08 

    1%   3.65 4.66 

 

 

 

Variables Model    Level First Difference Integration 

lnCO2 intercept & trend -5.391* … I(0) 

  

[0.00] 

  lnind intercept & trend -1.998 -4.816* I(1) 

  

[0.587] [0.00] 

 lneng intercept & trend 4.930* …. I(0) 

  

[0.00] 

  lngdp intercept & trend 0.426 -13.463* I(1) 

  

[0.99] [0.00] 

 *=significance at 1% level, P values are in the parenthesis.  
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4.4     Long run results 

The long-run results are represented in Table-5. The results imply that the relationship between industrialization 

and carbon emissions are positive, and the coefficient is 0.19 which implies that a 1% percent increase in 

industrialization may increase the carbon emission 0.19%. 

 

Table 5: Long-run results 

Dependent Variable: lnCO2 

Independent 

Variables 
Coefficient Std. Error t-Statistic Prob.    

lnind 0.198* 0.097 2.048 0.047 

lneng 0.688* 0.100 6.875 0.000 

lngdp                 0.088 0.080 1.103 0.276 

C -8.839* 0.228 -38.779 0.000 

* = significance at 1% level  

 

Moreover, the results also affirm the positive long run relationship between energy consumption and carbon 

emissions. The calculated coefficient for energy consumption underscores the pivotal role of energy sources in 

shaping environmental outcomes, revealing that a 1% increase in energy consumption corresponds to a 0.68% 

increase in carbon emissions. Furthermore, the relationship between economic growth and carbon emissions is 

positive which indicates that economic growth may increase the carbon dioxide emissions, however, the result is 

statistically insignificant. 

 

4.5     Short-run results 

The short run results are represented in Table-6. According to the estimation of the ARDL (1,1,0,0) is finally 

selected as the best model to discuss. Regarding the estimation results, shows the relationship of 

industrialization, energy consumption and economic growth on carbon emissions in the case of Bangladesh, we 

have the result in short run in the following Table-6. 

 

Table 6: Short Run Results 

Independent Variables Coefficient 
Dependent Variable: 

lnCO2Std. Error 
t-Statistic Prob. 

C -9.145 0.925 -9.887 0.000 

lnind(-1) 0.205 0.105 1.963 0.057 

lneng 0.712 0.121 5.898 0.000 

lngdp 0.091 0.082 1.115 0.271 

ECMt-1 -1.035 0.070 -14.719 0.000 

ECM = lnCO2 - (0.20*lnind + 0.69*lneng + 0.09*lngdp  -8.84 ) 

 

It is evident from the Table-6 that in the short run, the impact of industrialization of carbon emission in 

Bangladesh are positive and significant. Moreover, the relationship between energy use and carbon emission is 

also positive and significant. Additionally, though the relationship between economic growth and carbon 

emission is positive but the result is not statistically significant at all. 

 

4.6     Diagnostic test results 

Table-7 presents the results of diagnostic tests employed to assess the validity of the model under scrutiny. 

Among these diagnostic tests is the heteroscedasticity test which aims to evaluate the variance of the error 
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component in the model remains constant across the data set. The results of the heteroscedasticity test indicate 

that the error in the model exhibits no significant fluctuation and the results of the heteroscedasticity test 

indicate the presence of homoscedasticity in the model. The Breusch-Godfrey LM test is employed to assess the 

presence of serial correlation in the model. The result of LM test indicates that there is no autocorrelation among 

the variables in the model.  

   

Table 7: Diagnostic Test Results 

Diagnostic Tests 

          Coefficients  Prob 

Heteroskedasticity Test 

(Breusch-Pagan-Godfrey) 0.345 0.882 

Serial Correlation LM Test 

(Breusch-Godfrey) 

 

0.426 0.656 

Normality Test 

(J-B) 

   

0.216 0.897 

Cusum test 

    

Stable 

 Cusum of square test       Stable   

 

The stability of the model over time is assessed using the CUSUM and CUSUM of square test and the results 

show that both are stable. It is evident from Figure-3 and Figure-4 that at a 5% significance level, the blue line 

representing residual values remains within the red lines denoting confidence levels. This alignment implies that 

the model is stable because the residuals do not significantly deviate from the expected values over time. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.7     Discussions 

It is evident from the that the short run and long run coefficient of industrialization is positive and significant at 

1% level remaining other factors constant. The empirical findings of this study show that industrialization has a 
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significant positive impact on environmental quality. In the long run, a 1 percent increase in industrial output 

enhances the emissions by the carbon emission 0.5 percent in Bangladesh during the period under consideration. 

The reason is that over the last three decades massive industrialization has happened in the country without 

consideration of environmental degradation. Industrialization raises CO2 emissions owing to the extensive use of 

fossil fuel combustion for industrial production. With industrial growth, the number of energy combustion plants 

increases at the cost of environmental quality. Further, heavy industries pollute the environment by emitting 

potential hazardous pollutants in the atmosphere. This finding is consistent with by Zhou et al. (2013), Al-Mulali 

& Ozturk (2015)  and Liu & Bae (2018).  

Moreover, rise in energy consumption leads to higher CO2. The coefficients of energy consumption indicate that 

a one percent increase in energy consumption CO2 emissions raise by 0.71 percent. These results supported the 

fact that relying heavily on extensive energy use from various unclean resources degraded environmental 

quality. Economic activities in Bangladesh cause environmental degradation because of using non-renewable 

energy resources for industrial and other economic activities that boost CO2 emissions in society. Concerning 

the environmental impact of economic growth, economic growth has a positive and statistically non-significant 

effect on environmental degradation. These findings highlight the need for sustainable development strategies 

that consider the environmental impact of industrialization, energy use, and economic growth. By implementing 

measures to reduce CO2 emissions, such as promoting clean energy sources and improving energy efficiency, 

countries can mitigate the negative effects of industrialization and energy use on the environment. 

 

5.      Conclusion and Policy Recommendations 

This paper investigates the impact of industrialization, energy use and economic growth on carbon emission in 

Bangladesh between the period of 1974 2019. The empirical reveals that in the short run, there is a directional 

relationship running from industrialization and energy use to carbon dioxide emissions, especially the strong impact 

of energy consumption on carbon dioxide emissions. Moreover, results even show that there is a co-integration 

among variables in the long run, with positive impact of energy consumption and industrialization on carbon dioxide 

emissions. However, in the long run, economic growth has no impact on carbon dioxide emissions. Some policy 

implications for Bangladesh government may be raised, such as reduction of the dependence on fossil fuel energy by 

exploiting renewable energy sources such as wind, solar or hydropower. Furthermore, energy system in Bangladesh 

should be reformed to reduce government spending and improve the efficiency of the energy system. For instance, in 

Bangladesh, energy subsidies may facilitate wasteful consumption because it increases government spending and 

pushes prices below true costs. A sustainable eco-friendly development model is required to ensure an energy mix and 

more sustainable environment. Lastly, regional cooperation and integration should be encouraged to ensure energy 

security and economic development. 
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Abstract 
The aim of this study is to explore the dynamics of inflation in Bangladesh. To do that, this study applies a 

multiple regression model using monthly time series data on selected economic variables from July 2010 to 

June 2023. By using the Auto Regressive Distributed Lag (ARDL) model this study finds that inflation has a 

strong positive association with the amount of money supply in the economy of Bangladesh in the long run. 

Besides, the study also finds that the exchange rate positively affects the inflation level of Bangladesh in the 

short run as well in the long run. In this study we also incorporate the Covid-19 dummy to understand the 

impact of the COVID-19 pandemic on the inflation dynamics of the country. Thus, the empirical findings of 

the study enable us not only to determine the relationship between money supply and inflation but also to 

understand the impacts of the exchange rate and the COVID-19 pandemic on the inflation dynamics of 

Bangladesh. Moreover, the nature of the relationship between the Industrial Production Index and the 

inflation level is also addressed for the given period. Consequently, the findings of the study have significant 

implications for the policymakers of the country. The strong positive association between money supply and 

inflation in the long run implies that policymakers need to consider the long-term impacts of the amount of 

money supply. Besides, the strong positive association between the exchange rate in both the short and long 

term implies that the exchange rate is one of the most effective tools to control the inflation of Bangladesh and 

stabilize the economy. 

 

Introduction 

It is widely believed that the amount of money supply in a country plays a critical role in determining the level 

of inflation. The case for Bangladesh is no exception in this regard. With the expectation from the central bank 

authority to make judicious adjustments to the policy instruments in stabilizing the economy, the determination 

of the exact relationship between money supply and inflation becomes critical. Besides, the changing nature of 

the economy requires that researchers conduct studies periodically so that the present scenario is reflected in the 

policy decisions. 

The economy of Bangladesh has seen tremendous growth over the last two decades, especially in the 2010s. The 

inflation rate has been relatively under check indicating the policymaker's inept ability to make appropriate 

decisions. The role of money supply, policy rate, and exchange rate are immensely important in determining the 

level of inflation and stabilizing the economy. Researchers have conducted numerous studies to understand the 

intricate relationship between these variables. Some have found the relationship to unidirectional in that money 

supply positively impacts the inflation level whereas some researchers have found no causality between these 

two variables. Nonetheless, the need to determine the nature of relationships has always been referred to as 

important. 

The recent dynamics of Bangladesh’s economy has seen some major changes mostly due to the emergence of 

the pandemic. Most of the studies done on determining the inflation dynamics of Bangladesh have incorporated 

annual data. Besides, the focus has specifically been solely on the relationship between money supply and 

                                                      
*  Additional Director (Research), Monetary Policy Department, Bangladesh Bank, Head Office, Dhaka, Bangladesh. 
**  MBA Student, Department of Organization Strategy and Leadership, Faculty of Business Studies, University of Dhaka, Dhaka, 

Bangladesh. 

The views expressed here are authors' own and do not necessarily reflect those of the Bangladesh Bank and University of Dhaka. 



789 

inflation. However, there are a set of economic variables that contribute to the changes in inflation and overall 

stability of the economy. Additionally, very few studies have incorporated the consideration of the pandemic on 

the inflation level of Bangladesh. A number of studies focused on the immediate effect of the pandemic on the 

inflation dynamics of the country. This study has specifically considered the existence of the impacts of the 

pandemic and by incorporating data up to June 2023, the relative long-term impacts of the pandemic can be 

understood. Besides, the monthly nature of the data has allowed us to draw insights that are more representative 

of the true scenario of the economy. The policy implications drawn from this study, hence, are more credible and 

reliable. 

 

1.2     Objectives of the Study 

The primary objective of this study is to explore the intricate relationship between the money supply and the 

inflation dynamics of Bangladesh, with a specific focus on the pre- and post-COVID-19 periods. Besides, other 

objectives of the study include: 

 Evaluating the general impact of monetary policy instruments on the country’s inflation, especially before 

the onset of the pandemic. 

 Determining the direct relationship between Broad Money Supply and Inflation. 

 Figuring the impact of the COVID-19 pandemic on the inflation dynamics of Bangladesh. 

 Exploring the impacts of other variables such as the Exchange Rate and Industrial Production Index on the 

level of inflation. 

 Assisting the policymakers of the country with practical research outcomes so that they can make informed 

decisions toward the economic stabilization of Bangladesh. 

 

Literature Review 

Over the past few decades, extensive studies have been conducted by researchers to understand the role of 

money supply in determining the inflation level of countries. Various methodological approaches undertaken by 

the researchers have uncovered interesting insights into the complex dynamics of inflation and money supply. 

For instance, Amassoma et al. (2018) found no causality between money supply and inflation or vice versa for 

Nigeria using data from 1970 to 2016. Uddin et al. (2019) investigated the short as well as the long-term 

relationships between money supply and inflation using monthly data. Applying a co-integration analysis, the 

authors found a statistically significant positive association between money supply and inflation in the long run. 

Yousfat (2015) identified a momentous positive affiliation between money supply and inflation rate using annual 

time series data from 1970 to 2013 for GCC countries. Chaudhry et al. (2015) found money supply to be prime 

for inflation by utilizing annual time series data from 1973 to 2013 for the Pakistani economy. Gocmen (2016) 

discovered a significantly strong causal connection between money supply and inflation. The author discovered 

such causality in both the bivariate and multivariate models. Using Pooled Mean Group (PMG) and Generalized 

Method of Moments (GMM), Nguyen (2015) estimated the impact of deficit financing and broad money on the 

inflation level of nine Asian countries. The outputs of the PMG estimate suggested that broad money supply 

positively affects the inflation level of countries. Tékam (2018)  sought to determine the connection between the 

country’s monetary policy and inflation utilizing data from 1980 to 2016 for Cameroon’s. The author found no 

significance of interest rates in influencing the country’s inflation level. However, the study found that inflation 

is positively and significantly associated with money supply. On the other hand, Diermeier and Goecke (2016) 

found no connection between the growth of monetary aggregates and the inflation level of a few countries in the 

Euro Zone. Another study was conducted by Berger and Österholm (2011) on the countries of the Euro Zone 

utilizing data from 1970 to 2006. The authors found that the capacity of money supply in forecasting inflation 

for the present period was considerably lower compared to the earlier periods such as the 70s or the 80s. 

In context of Bangladesh there exists very study regarding the relationship between money supply and inflation.  

Kamal (2016) revealed a unidirectional causality of money supply to the price level. The author utilized the 

Granger causality test to figure out such a relationship. Another study that utilized the Granger Causality, as well 

as Error Correction Modelling, found a similar relationship between broad money and inflation in Bangladesh. 



790 

In that study, Hossain (2011) found that a broad money supply causes inflation to rise in both the long as well as 

short run but not vice-versa. 

Chaudhry et al. (2015) utilized quarterly data from 1974 to 1992 to analyse the impact of money supply on inflation 

in Bangladesh. The authors found no statistically significant causal relationship between money supply and inflation 

in Bangladesh. In the same vein, Murshed et al. (2018), applying the Granger causality and Vector Error Correction 

Model (VECM), found no such causal relationship between money supply to inflation in Bangladesh. The study 

involved annual time series data from 1980 to 2014. Islam et al. (2022) investigated the inflation dynamic of 

Bangladesh to figure out the macroeconomic variables that influenced inflation. Based on the analysis of data ranging 

from 1981 to 2020, the study figured that broad money supply, along with export, import, and GDP strongly influence 

the inflation level of the country. 

Another empirical analysis of the inflation dynamics of Bangladesh by Biswas (2023) found no cointegration among 

inflation, GDP, broad money supply, and the exchange rate in Bangladesh. A cointegration test involving three 

economic variables including CPI, M2, and Industrial Production Index reveals that there is one cointegrating 

relationship among the variables (Khan, 2019). The study rejects the neutrality of money in the country’s economy 

based on the Granger Causality test indicating the significant impact of money multiplier on the economic growth of 

Bangladesh. Sultana et al. (2018), in their effort to determine the causal relationship between the supply of money and 

the level of inflation in Bangladesh, found that the money supply does not necessarily influence the level of inflation 

in the short run. 

It is observable that many studies have been conducted to understand the relationship between money supply 

and inflation level of countries. The outcomes of the studies indicate a mixed situation where some researchers 

suggested a strong influence of money supply on inflation while some did not find any causal relationship 

between the two variables. Sometimes, the nature of the relationship is observed to be different in different 

periods. Thus, given such complex dynamics and the strong probable impact of money supply on the inflation 

level of countries, this topic has become an area of immense interest for researchers. On top of all these, 

economic disruptions cause the inflation dynamics of countries to go through major adjustments which 

oftentimes alter the impacts of certain variables. For instance, the emergence of the COVID-19 pandemic caused 

major upheaval in the economies of countries all over the world. Researchers have responded swiftly by 

conducting in-depth research to determine the impact of the pandemic on the inflation dynamics of countries. 

The role of the money supply in stabilizing the rising inflation level during the pandemic is one to be researched 

as the government of Bangladesh provided a large amount of stimulus packages during the pandemic. 

However, a limited number of studies have been conducted to determine the impact of the pandemic on the 

inflation level of Bangladesh, especially the role of money supply in this plot. The goal of this research is to 

address this gap in the existing literature and conduct an in-depth analysis to determine the role of the money 

supply in determining the inflation level of Bangladesh. Most of the studies in this domain have focused on 

analyzing annual time series data. The incorporation of monthly time series data increases the rigor of the 

outcomes generated through this study. Besides, a specific focus on the pre- and post-pandemic period while 

understanding the inflation dynamics of the country in response to money supply adds a new dimension to the 

study. 

 

Data and Methodology 

3.1      Data 

This study makes use of the monthly data from July 2010 to June 2023. Monthly CPI, Broad Money, and 

Exchange Rate were collected from Monthly Economic Trends of the Bangladesh Bank (BB) and Industrial 

Production Index monthly data was collected from the Monthly Statistical Bulletin by the Bangladesh Bureau of 

Statistics (BBS). As CPI data are different bases that’s why we converted to the base year 2021-22. Also, the 

Industrial Production Index data were converted into the base year 2015-16. Specific variables were log-

transformed to enhance the interpretability of the analyses. 
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3.2      Model Specification 

The analysis will be conducted using a multiple regression model with Consumer Price Index (CPI) as the 

dependent variable and real money supply, exchange rate, Industrial Production Index, is used a proxy for GDP 

as monthly GDP is not calculated by the Bangladesh Bureau of Statistics and COVID-19 Dummy as 

independent variables. The model is specified as follows: 

CPIt = β0  + β1 RMSt + β2 ERt + β3 IPIt + β4 Dt + εt…………………………(i) 

where CPI = Consumer Price Index,  RMS = Real Money Supply, ER = Exchange Rate,  IPI = Industrial 

Production Index, and D = COVID-19 Dummy. 

Among the independent variables, Real Money Supply represents the core monetary policy instrument. 

Exchange Rate and Industrial Production are considered as control variables whereas COVID-19 serves as a 

dummy variable. Except for the dummy, all the other variables have been log-transformed for the convenience 

of the study. The log-transformed form of the model is as follows: 

ln CPIt = β0  + β1 ln RMSt + β2 ln ERt + β3 ln IPIt + β4 Dt + εt…………………………(ii) 

The study considers the pre-COVID period to span from July 2010 to February 2020 and the post-COVID 

period from March 2020 to June 2023 to understand the impacts of the pandemic on the inflation dynamics of 

Bangladesh in association with the supply of broad money in the economy. 

 

3.3      Methodology 

3.3.1   Test for Stationarity 

The stationarity of the variables has been checked through unit root tests. Both the Augmented Dickey-Fuller 

(ADF) and Phillips-Perron (PP) tests have been conducted on each variable to test for stationarity at level as 

well as first difference. The lag length for the ADF test has been selected automatically by EViews based on the 

Schwarz Info Criterion (SIC) with a maximum lag length of 10. The statistical significance of the p-values of 

the unit root tests was determined by employing a significance level of 5%. Therefore, a p-value of less than 

0.05 has been considered to be statistically significant in rejecting the null hypothesis which assumes that the 

variables have unit roots. The rejection of the null hypothesis, therefore, indicated the stationarity of the 

variables. 

 

3.3.2   Auto Regressive Distributed Lag (ARDL) Model 

The mixed order of integration among the variables and the existence of cointegration indicated the applicability 

of the ARDL Model. The ARDL model explores both the long-run as well as the short-run relationship between 

CPI and monetary policy variables. In configuring the model, a maximum of 4 lags have been considered for 

both the dependent variable and the regressors. The constant and trend were unrestricted. The model selection 

criterion is the Akaike Info Criterion (AIC). The ARDL Specification of equation (ii) is as follows: 

ΔCPIt = α0 + + + +  

+  + β6ΔlnCPIt-1 + β7RMSt-1 + β8ERt-1 + β9IPIt-1 + β10Dt-1 + εt…………………………(iii) 

Here, Δ indicates the first differences. 

The specification of the ARDL Error Correction Model of equation (iii) can be defined as follows: 

ΔCPIt = α0 +   +  +  +  +  + 

γecmt-1 + εt …………………………(iv) 

4.        Empirical Findings 

4.1     Descriptive Statistics 

The descriptive statistics of the variables are presented in the following table. The skewness and kurtosis for 

each variable along with their mean, median, maximum, minimum, and standard deviation are included. As 
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observable, most of the variables, except the exchange rate, have skewness close to zero indicating a asymmetric 

distribution of the variables. The probability values associated with the Jarque-Bera test statistic indicate 

statistical significance at a 1% level of significance. 

Table 1: Descriptive Statistics 

  ln_CPI ln_RMS ln_ER ln_IPI D 

Mean 4.311396 9.404082 4.403344 4.707015 0.256410 

Median 4.329197 9.436171 4.401997 4.721654 0.000000 

Maximum 4.722598 9.727990 4.663439 5.420623 1.000000 

Minimum 3.821142 8.984819 4.239999 3.901305 0.000000 

Std. Dev. 0.239502 0.219800 0.078212 0.407442 0.438057 

Skewness -0.235856 -0.230021 0.924331 -0.055638 1.115718 

Kurtosis 2.116582 1.810159 4.803902 1.762494 2.244828 

Jarque-Bera 6.519113 10.57784 43.36549 10.03472 36.07237 

Probability 0.038405 0.005047 0.000000 0.006622 0.000000 

Sum 672.5777 1467.037 686.9217 734.2944 40.0000 

Sum Sq. Dev. 8.890967 7.488356 0.948156 25.73145 29.74359 

Observations 156 156 156 156 156 

4.2     Test for Stationarity 

The outcomes of the unit root tests reveal a mixed order of integration among the variables, with some 

exhibiting stationarity at the level and others at the first difference. The following tables present the results of 

both the Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) tests for each variable. Each table includes 

statistical values and corresponding probabilities (p-values). 

 

4.2.1    Augmented Dickey-Fuller Unit Root Test 

 

Table 2: ADF Unit Root Test 

Variables Level First Difference Decision 

Intercept Intercept and Trend Intercept Intercept and Trend 

ln_CPI -3.015093 

(0.0358) 

-3.977424 

(0.0114) 

-9.540119 

(0.0000) 

-10.07578 

(0.0000) 

I (0) 

ln_RMS -3.457564 

(0.0105) 

1.638223 

(1.0000) 

-8.372413 

(0.0000) 

-9.463348 

(0.0000) 

I (0) 

ln_ER 0.554699 

(0.9880) 

-0.782141 

(0.9642) 

-4.660241 

(0.0002) 

-4.784928 

(0.0008) 

I (1) 

ln_IPI -0.799614 

(0.8160) 

-9.047819 

(0.0000) 

-10.14297 

(0.0000) 

-10.12003 

(0.0000) 

I (0) 

D -0.578580 

(0.8707) 

-1.859940 

(0.6704) 

-12.40967 

(0.0000) 

-12.42711 

(0.0000) 

I (1) 

Source: EViews 12, Based on Monthly Time Series Data (Jul 10 - Jun 23). 

Note: P-values are in ( ) 
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Lag Length: Automatic Selection - Based on Schwarz Info Criterion (SIC), Maxi Lag Length 10. 

The ADF test results indicate that the variables ln_CPI, ln_RMS, and ln_IPI are stationary at level whereas the 

variables ln_ER and D are stationary at first difference. 

 

4.2.2   Phillips-Perron Unit Root Test 

 

Table 3: PP Unit Root Test 

Variables Level First Difference Decision 

Intercept Intercept and Trend Intercept Intercept and Trend 

ln_CPI -1.958425 

(0.3050) 

-3.034057 

(0.1264) 

-10.10356 

(0.0000) 

-13.58676 

(0.0000) 

I (1) 

ln_RMS -2.958703 

(0.0412) 

-3.150185 

(0.0986) 

-16.74277 

(0.0000) 

-26.95369 

(0.0000) 

I (0) 

ln_ER 0.705328 

(0.9920) 

-0.379143 

(0.9876) 

-8.705482 

(0.0000) 

-8.767041 

(0.0000) 

I (1) 

ln_IPI -1.031303 

(0.7413) 

-9.118897 

(0.0000) 

-48.80099 

(0.0001) 

-49.01108 

(0.0001) 

I (0) 

D -0.578580 

(0.8707) 

-1.866038 

(0.6673) 

-12.40967 

(0.0000) 

-12.42728 

(0.0000) 

I (1) 

Source: EViews 12, Based on Monthly Time Series Data (Jul 10 - Jun 23). Note: P-values are in ( ) 

The PP test results indicate that the variables ln_RMS and ln_IPI are stationary at level whereas the variables 

ln_CPI, ln_ER, and D are stationary at first difference. 

  

4.3     F-Bounds Test 

 Table 4: F-Bounds Test 

F-Bounds Test Null Hypothesis: No Levels Relationship 

Test Statistic Value Significance I(0) I(1) 

F-Statistics 4.41 10% 2.2 3.09 

k 4 5% 2.56 3.49 

  2.5% 2.88 3.87 

  1% 3.29 4.37 

 

The F-Statistic value of ARDL bound test is 4.41 which surpass the upper bound critical value at a 1% level of 

significance. The bound test results suggest that there exists a co-integration relationship among the variables in 

the model. 
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4.4       Long Run Form 

Table 5: Long Run Form 

Long Run Coefficients 

Dependent Variable: LN_CPI 

Variable Coefficient Std. Error t-Statistic Prob. 

LN_RMS 0.879880* 0.132363 6.647485 0.0000 

LN_ER 0.631308* 0.136831 4.613769 0.0000 

LN_IPI -0.002657 0.071721 -0.037048 0.9705 

D -0.006158 0.019662 -0.313188 0.7546 

* denotes significance at a 1% significance level 

EC = LN_CPI - (0.8799 * LNRMS + 0.6313 * LNER - 0.0027 * LNIPI - 0.0062 * D) 

 

Table-6 illustrates the long-run results. The long-run results suggest that both real money supply and exchange 

rate have a positive association with inflation for Bangladesh in the long run and the relationship is statistically 

significant at a 1% level of significance. The coefficient value associated with real money supply is 0.88 which 

suggests that holding all the other variables constant, a 1 percent increase in real money supply would increase 

the country’s inflation by about 0.88 percent. Similarly, a 1 percent increase in exchange rate that depreciation of 

exchange rate would increase the inflation level by about 0.63 percent while holding the effect of all the other 

variables constant. On the other hand, the Industrial Production Index and COVID-19 dummy are observed to 

negatively affect Bangladesh's inflation in the long run. However, the coefficient values are statistically 

insignificant. Therefore, it can be concluded that although these variables are observed to be negatively 

associated with inflation, such a relationship lacks statistical significance. 

 

4.5     Short Run Form 

Table 6: Short-Run Form 

Dependent Variable: D(LNCPI) 

Selected Model: ARDL(4, 4, 0, 0, 0) 

Variable Coefficient Prob. 

D(LN_CPI(-3)) -0.001320 0.9915 

D(LN_RMS(-3)) -0.049673 0.4579 

LNEX 0.050212 0.0002 

LNIPI -0.000211 0.9705 

D -0.000490 0.7575 

CointEq(-1)* -0.079536 0.0000 

R-Squared 0.999508  

F-Statistic 23538.41  

Prob (F-Statistic) 0.000000  

Durbin-Watson Statistic 2.031179  

The Short-Run Error Correction Model (ECM) assesses the relationship between the model's dependent 

variable, CPI, and other independent variables in the short run. Besides, the coefficients of the Short Run Model 

reaffirm the reliability of the long-run coefficients as well. The ECM coefficient of -0.079 indicates a negative 

relationship that is statistically significant at a 1% significance level. A negative coefficient with the value of 

0.079 suggests a swift adjustment of the current period deviations of the long-run relationship in the next period. 

A monthly adjustment of about 7.95 percent indicates that a notable portion of errors from the preceding period 

is adjusted annually. 
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The outcomes show that real money supply, Industrial Production Index, and COVID-19 Dummy are negatively 

linked with inflation. The coefficients for these variables, however, are statistically insignificant. On the other 

hand, the exchange rate is observed to have a positive association with inflation that is statistically significant 

implying that an increase in exchange rate is likely to cause a rise in the inflation level of the country. The R-

squared value for the short-run model is 0.99. This implies that about 99% of the total variations in the 

dependent variable can be explained by the variations in the independent variables. Besides, it can be stated that 

the model has a relatively low level of autocorrelation based on the Durbin-Watson statistic of 2.03. 

 

4.6     Residual Diagnostics 

This study employed a number of diagnostic tests such as serial correlation LM test, Jarque –Bera Normality test 

and CUSUM and CUSUM of square test for stability. In this study we assume that errors are homoscedastic.  

Table 7: Residual Diagnostics 

Type of Test Probability Remarks 

Serial Correlation LM Test 

(Breusch-Godfrey) 

0.187 There is no serial correlation among the variables. 

Normality Test 

(Jarque-Bera) 

0.151 The residuals of the variables are normally distributed. 

CUSUM Test  Stable 

CUSUM of Squares Test  Relatively Stable 

 

The remarks are made based on a significance level of 0.05 for each test. 

The probability value of serial correlation LM is 0.187 suggests that no serial correlation is exits among the 

variables in the model. The outcome of the normality test indicates that the variables under study are normally 

distributed. The outcomes of CUSUM and CUSUM of square tests indicate that the model is stable (Appendix). 

All in all, the outcomes of the diagnostics tests indicate that the model satisfies several desirable properties 

making the outputs of the model reliable. 

 

Conclusion and Policy Recommendations 

The aim of this study was to investigate the determinants of inflation in Bangladesh during the period of July 

2010 to June 2023. The study found a strong positive correlation between the money supply and inflation during 

the period under investigation. Such a finding underpins the pivotal role of the amount of money supplied in the 

economy in determining inflation. This study also found a statistically significant positive relationship between 

the exchange rate and inflation in both the long and short run. Other variables such as industrial production 

index and Covid-19 dummy variables were not to be found statistically significant results. 

The findings of the study have some interesting implications for the policymakers of Bangladesh. As there exists 

a strong positive correlation between money supply and inflation, policymakers should be cautious in 

determining the amount of money supplied in the economy. Given the empirical significance of money supply 

as an effective tool for managing Bangladesh’s inflation, judicious adjustments must be made to stabilize the 

economy. Moreover, there is a strong positive correlation between the exchange rate and inflation in both the 

long as well as short run, policymakers should also be careful in determining the exchange rate. The short-run 

association emphasizes the critical role the BB needed to play by minimizing the exchange rate volatility to 

tackle the economic disruptions caused from exchange rate volatility. Policymakers should be aware of and 

implement necessary measures to minimize the exchange rate volatility. While the Industrial Production Index 

and COVID-19 Dummy are not found to be significantly correlated with the inflation dynamics of Bangladesh, 

continuous monitoring and reevaluation of these instruments remain essential. Further studies should be done 

periodically to ensure that any changes in these variables do not drastically affect the stability of the economy. 

Besides, they should also be aware of the potential shifts in industrial output and their impacts on the inflation 

dynamics of the country.  
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Abstract 

This study aimed to learn and evaluate how financial institutions deal with FinTech's implementations and 

adoption. Additionally, based on evidence from global FinTech inclusion perspectives, the research attempted 

to develop a conceptual framework that could guide Bangladeshi financial institutions toward successfully 

adopting and applying FinTech. A qualitative research method was chosen for the study to accomplish these 

aims. The information was gathered from secondary sources, including published interviews, industry 

observation, documents, journals, and documentaries posted in FinTech. The study findings suggested that 

numerous aspects, including process Innovation and Creativity, Business Strategies, Socializing Consumers, 

Understanding Consumers, Tech-Savvy HR, Managing Changes, and Could Affect Financial services, will 

guide the financial institutions on the way of their FinTech's implementation and adoption success. The study 

is unique from the standpoint of Bangladeshi financial institutions, the economy, and FinTech. 

Keywords: Fintech ‧ Bangladeshi Financial Institutions ‧ Conceptual Model ‧ Global Economy 

 

1.    Introduction 

In an era of rapid technological advancement, the financial landscape has witnessed a transformative wave 

driven by the emergence of Financial Technology (FinTech). FinTech encompasses various technological 

innovations that have revolutionized how financial services are accessed, delivered, and managed (Rahman & 

Rahman, 2023). From peer-to-peer lending platforms to blockchain-based cryptocurrencies, the FinTech 

revolution has disrupted traditional financial models and created opportunities for financial institutions to adapt 

and thrive in this dynamic environment (Hassan et al., 2022). Bangladesh, an emerging South Asian economy, 

has not remained untouched by the global FinTech wave. With a burgeoning population and a growing middle 

class, the demand for efficient and accessible financial services has never been greater (Khan et al., 2022). 

Traditional financial institutions in Bangladesh, including banks and microfinance institutions, are now faced 

with the imperative of navigating this FinTech landscape. This research investigates how Bangladeshi financial 

institutions respond to the challenges and opportunities posed by FinTech (Hossain et al., 2028). The unique 

socio-economic context of Bangladesh, characterized by a diverse range of financial needs and a developing 

technological infrastructure, presents a compelling case for a comprehensive examination of the strategies, 

frameworks, and practices adopted by these institutions (Khan et al., 2015; Khan et al., 2024). Based on the 

above discussion, the following research questions arise. 

RQ1. What are the regulatory challenges the financial institutions face in adopting FinTech solutions, and how 

do they navigate them? 

RQ2. To what extent does the integration of FinTech influence financial inclusion and accessibility? 

RQ3. How have the financial institutions integrated FinTech into their existing business models? 
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**  Lecturer, Department of Business Administration City University, Dhaka, Bangladesh 
***  Professor and Research Scholar, Independent Perception & Research Hub, Dhaka, Bangladesh 
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To address the above research questions, the study explores how traditional financial institutions have 

incorporated FinTech solutions, such as mobile banking, digital payments, and blockchain technology, into their 

operational frameworks. To investigate the regulatory hurdles financial institutions face and their strategies to 

ensure compliance while harnessing the benefits of FinTech innovations. To evaluate the significance of 

incorporating FinTech into financial inclusion and accessibility, particular attention will be given to sectors such 

as rural areas, small and medium-sized companies (SMEs), and individuals who do not have access to banking 

services or have limited access. Analyse how financial institutions manage the FinTech landscape compared to 

their competitors in other economies. This research seeks to provide a comprehensive conceptual framework 

that not only elucidates the strategies employed by financial institutions in dealing with FinTech but also offers 

valuable insights for policymakers, industry practitioners, and stakeholders in the local and global financial 

ecosystem. By contextualizing the Bangladeshi experience within the broader global economy perspective, this 

study aspires to contribute to the ongoing discourse on the evolution of FinTech and its implications for 

emerging economies. The upcoming section explains the related literature. Then, section 3 presents the 

methodology of the research. Sections 4 and 5 consecutively explain the analysis and findings along with 

limitations, future directions, and conclusion of the study.  

 

2.     Literature Review 

2.1.     The Evolution of FinTech 

The evolution of FinTech has been a transformative force in the global financial landscape. Traditional financial 

institutions worldwide have faced increasing pressure to adapt to the rapid advancements in technology-driven 

financial services. FinTech, a portmanteau of "financial technology," encompasses a broad spectrum of 

innovations, including blockchain technology, mobile payments, robo-advisors, and peer-to-peer lending 

platforms (Gai, Qiu, & Sun, 2018; Lee & Shin, 2018). FinTech has not only expanded the accessibility and 

efficiency of financial services but has also revolutionized the customer experience. The emergence of digital 

banking platforms, for instance, has provided customers with convenient, 24/7 access to their accounts, reducing 

reliance on brick-and-mortar branches (Dwivedi et al., 2019). In addition, technologies like blockchain have 

introduced decentralized and transparent ledger systems, potentially revolutionizing areas like cross-border 

payments and supply chain finance (Mougayar, 2016; Nakamoto, 2008). 

 

2.2.     Global Trends in FinTech Adoption 

Around the world, financial institutions have grappled with the challenges and opportunities presented by 

FinTech. In established economies like the United States and Europe, FinTech startups have disrupted 

traditional banking models, leading to collaborations between incumbents and startups, as well as regulatory 

adjustments to accommodate these new players (Catalini & Gans, 2016; Claessens, Kodres, & van Steenis, 

2018). These experiences have led to developing regulatory sandboxes and innovation hubs, designed to foster 

experimentation and growth within the FinTech sector (Zohar, 2015). In Asia, particularly in countries like 

China and India, the FinTech landscape has experienced explosive growth. Digital payment platforms and peer-

to-peer lending have gained substantial traction, driven by large populations with limited access to traditional 

banking services (Allen, Qiu, & Zhang, 2018; Ma, Sun, & Tang, 2019). Moreover, the regulatory environment 

has adapted to accommodate the burgeoning FinTech sector, balancing innovation with consumer protection and 

financial stability (Rajan, 2019). 

 

2.3.      FinTech Landscape in Bangladesh 

In Bangladesh, a unique set of economic and demographic factors shapes the adoption and integration of 

FinTech solutions. The country's predominantly young population, coupled with increasing smartphone 

penetration, provides a fertile ground for the proliferation of digital financial services (Ahmed, 2019). However, 

challenges such as limited access to formal banking channels in rural areas, low financial literacy, and 

regulatory constraints necessitate a nuanced approach to FinTech adoption (Raihan, Alam, & Gow, 2018). 

Furthermore, the Bangladeshi government and regulatory authorities have proactively fostered an environment 

conducive to FinTech innovation. Initiatives such as the Digital Bangladesh Vision 2021 and the National 
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FinTech Policy aim to harness technology for financial inclusion and economic growth (Bangladesh Bank, 

2018; ICT Division, Government of Bangladesh, 2018). 

 

2.4.      Challenges and Opportunities for Bangladeshi Financial Institutions  

For Bangladeshi financial institutions, the integration of FinTech presents a dual-edged sword. On the one hand, 

embracing FinTech can enhance operational efficiency, expand customer reach, and facilitate financial inclusion 

(Bappi & Rana, 2020). On the other hand, navigating the regulatory landscape, ensuring data security, and 

managing technological investments pose significant challenges (Hossain, 2020). As Bangladeshi financial 

institutions stand at the precipice of FinTech integration, it is imperative to consider the country's global best 

practices and unique socio-economic context. This study aims to provide a conceptual framework synthesizing 

these elements, offering actionable insights for policymakers, industry practitioners, and stakeholders in 

Bangladesh's financial ecosystem. 

 

3.       Methodology 

This study was developed using a qualitative case-based research technique (Khan, Roy, & Pervin, 2022; Khan 

& Arif, 2023). This case study employs an unstructured observation research approach. Observational measures 

are commonly employed when observers or researchers explore the outcome of risk-related variables, 

investigative action, testing, or any other relevant intervention without unsettling changes that are either 

unexposed or not exposed (Khan & Sharma, 2020; Khan & Pevin, 2022). Furthermore, unstructured research 

necessitates a researcher's monitoring of all linked abnormalities while not providing precise information 

(Malhotra, 2015). The observational study exhibits cohort, case studies, and cross-sectional inspection (Khan, 

2021). The methodologies and application of the observational research method vary depending on the research 

paradigm of the specific study, including the task (from which point of view the investigators analyze the 

scenario or respondents) (Khan, 2019). The observation method has been most commonly employed in the 

social sciences, particularly in anthropological investigations. The main goal of this technique is to disclose 

hidden occurrences or inconveniences that may be significant in rising economies (Khan & Sharma, 2020).  

The data for this study was gathered from secondary sources that provide information about how financial 

institutions deal with FinTech. Malhotra (2015) offered two strategies for explaining qualitative research 

findings. First, identify the research gaps and well-matched questions for that specific study. Then, arrange the 

facts and particular solutions or responses from the investigated events. Second, evaluate the answers of 

participants or materials gathered under theme design and restore that thematic design to a background that 

encourages contemplation and elucidates the components of the narrative. All the basic processes were followed 

in this case study. The study grounded ten (n=10) published interviews of financial institutions' CEOs, forty-

seven (n=47) journal articles, and eight (n=8) blogs related to FinTech to unearth this study. The coding, theme, 

and proposed model development process relied on NVivo (V, 11) and the researchers' judgments (Khan & Arif, 

2023).  

 

4.     Analysis and Discussions 

The analysis and discussion section is divided into two distinct segments. Firstly, the authors analyze the word 

frequency based on the collected data to gain insights into the code and theme. Secondly, the study proceeds to 

create a proposed model. 

 

4.1.      Word Frequency Analysis 

The collected data is consolidated into a Word file and imported into NVivo (V, 11), a software for qualitative 

data analysis. This software analyzes word frequency and generates word clouds, which aid in organizing and 

labeling the data. The study examined word frequency by selecting words with a minimum length of 6 alphabets 

and identifying the top 50 similar words. The results of this analysis are presented in Table 1. 
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Table 1: Overview of Word Frequency Results 

Word Length Count Weighted 

Percentage (%) 

Similar Words 

Ability 7 2 0.54 Ability, Powerful 

Access 6 3 0.82 Access, Accessible 

Accounts 8 3 0.68 Accounts, Answering, Report 

Advances 8 3 0.50 Advances, Raised, Rising 

Affects 7 3 0.82 Affects, Impacts 

Affordable 10 1 0.27 Affordable 

Agents 6 1 0.27 Agents 

America 7 1 0.27 America 

Answering 9 3 0.68 Answering, Responsibly, Solutions 

Around 6 1 0.27 Around 

Automate 8 1 0.27 Automate 

Banking 7 2 0.41 Banking, Deposit 

Behavior 8 1 0.27 Behavior 

Believe 7 3 0.82 Believe, Probably, Thinking 

Better 6 4 0.91 Advances, Better 

Capital 7 4 1.09 Capital 

Coming 6 2 0.34 Coming, Getting 

Companies 9 5 1.36 Companies 

Consumers 9 8 1.77 Consumer, Consumers, Taking 

Convergence 11 2 0.54 Convergence 

Create 6 2 0.34 Create, Making 

Creative 8 2 0.36 Creative, Originations 

Credit 6 3 0.82 Credit 

Customers 9 3 0.82 Customers, Traditional 

Deposit 7 3 0.54 Deposit, Positioned, Sticking 

Different 9 3 0.82 Different 

Differentiate 13 3 0.82 Differentiate, Markedly 

Engine 6 2 0.54 Engine, Technology 

Financial 9 2 0.54 Financial 

FinTech 7 5 1.36 FinTech, FinTechs 

Flexport 8 2 0.54 Flexport 

Future 6 2 0.54 Future 

Generation 10 4 0.61 Generation, Getting, Multiple, Sources 

Innovation 10 9 2.08 Advances, Design, Innovate, Innovation, 

Originations 

Interviewer 11 6 1.63 Interviewer 

Lending 7 5 1.36 Lending 

Looking 7 10 2.31 Looking, Seeing 

Making 6 2 0.34 Making, Working 

Managed 7 2 0.54 Managed, Management 

Market 6 2 0.54 Market, Merchant 

Monetize 8 2 0.54 Monetize 

Originations 12 3 0.36 Originations, Rising, Sources 
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People 6 3 0.82 People 

Product 7 9 2.31 Generation, Product, Products 

Really 6 4 1.09 Really 

Seeing 6 4 0.54 Learning, Seeing 

Similar 7 2 0.54 Similar 

Taking 6 7 0.95 Adoption, Getting, Learning, Making, Taking 

Tighten 7 2 0.54 Tighten, Tightening 

Together 8 2 0.54 Together 

  Source: Authors 

 

The word cloud assessment additionally selected words with a minimum length of six characters for all terms. 

Figure 1 provides a summary of the overall outcomes of the word cloud.   

Figure 1: Overview of Word Cloud Analysis 

 
Source: NVivo (V, 11) output 

Instead of depending on 'intuition' and 'impression' as suggested by specific qualitative approaches (Stake, 

1995), researchers may utilize NVivo for a more meticulous evaluation of the logical states of comparable 

sequences of characters. As an illustration, the term "cloud" (refer to Figure 1) proved to be the most helpful 

attribute in visually displaying the relative significance of several factors to evaluate the importance of 

incorporating FinTech into financial inclusion and accessibility (Cole & Rioufreyt, 2021). 

 

4.2.     Model Development  

Based on the above 'world frequency' and 'word cloud; output outcomes of the study. The research found that 

eight key themes (Process Innovation and Creativity, Business Strategies, Socializing Consumers, 

Understanding Consumers, Tech-Savvy HR, Managing Changes, and Cloud Effect on Financial Service) may 

affect FinTech adaptability in Bangladeshi financial institutions. The proposed FinTech adaptability toward 

success is presented in Figure 2.  

 

Process Innovation and Creativity 

The theme 'Process Innovation and Creativity' was highlighted based on the interview information and all the 

related documentaries. To adopt FinTech in financial institutions, practitioners and policymakers urged a 

separate innovation process in line with mainstream financial services for consumers. Creativity in the financial 

service process, technology, management, and related issues is very much required (Bange, 2022). For instance, 

one of the CEOs explained that, 

 
"I personally believe that most lending products are a commodity. As much as banks 

want to differentiate, the three-year loan that Bank of America has is very similar to 

the one that Wells Fargo or even SoFi has. For FinTechs they are looking for 

innovation. They are looking to differentiate. Companies like Novo and Flexport don't 

want to offer the same lending product that everyone else has, so they are looking for a 

flexible rules engine to create and innovate different policies to service their 

customers." 
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Therefore, the authors believe financial institutions should cautiously consider the theme 'Process Innovation 

and Creativity,' especially in an emerging economy like Bangladesh.  

 

Business Strategies 

Adopting FinTech in financial institutions necessitates process innovation, creativity, and an array of strategic 

competencies. Approaches facilitate the creation of cutting-edge FinTech strategies that allow financial 

institutions to produce revenue while preserving their economic sustainability (Hendriyani & Raharja, 2019). 

Consequently, various transformative approaches can be pursued, such as enhancing consumer insights, 

improving the quality of financial services and outcomes, and venturing into profitable new financial services. 

Therefore, the theme 'Business Strategies' was identified based on the interview data and the observations of the 

relevant documents. Hence, the authors claim that financial institutions should exercise prudence when 

contemplating the issue of 'Business Strategies,' particularly in a developing country like Bangladesh. 

 

Socializing Consumers 

Financial socialization is a crucial process that involves the development of individuals' financial values, 

attitudes, knowledge, and actions, which ultimately contribute to their economic well-being and capacity 

(Nurazi et al., 2023). This theme prompts a thorough assessment of consumers' financial education and 

upbringing. Based on an analysis of FinTech adoption documents and interview data, the researchers have 

identified socializing financial customers as an essential hurdle. Therefore, the authors argue that financial 

institutions should use a socialized approach like consumers when evaluating the integration of FinTech in 

financial services. 

 

Figure 2: FinTech Adaptability Toward Financial Service Success 

Process Innovation and 

Creativity 
    

     

Business Strategies     

     

Socializing Consumers     

   

FinTech Adaptability in 

Bangladeshi Financial 

Institutions 

  

Way to Success  Understanding Consumers   

   

Tech-Savvy HR     

     

Managing Changes     

     

Cloud Effect on Financial 

Service 

    

Source: Authors' Development 

Understanding Consumers 

Financial customers own distinct tastes. The level of financial understanding and responsiveness to technology 

ranges across different countries. Users are presented with various service options, encompassing both physical 

and online financial services. They possess a multitude of customs and preferences, ranging from cultural to 
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mainstream commerce (Chan et al., 2022). Consumers significantly influence the daily adoption of FinTech in 

the financial services industry. One of the interviewees provided an insight, stating that,  

"Many people will focus less and less on traditional data sources. Things like cash 

flow underwriting, consumer behavior outside their credit report, and what consumers 

can bring and offer themselves will be much more powerful." 

Hence, the authors urge financial institutions to consider 'Understanding Consumers' while implementing 

several FinTech features in their financial services. 

 

Tech-Savvy HR 

The HR department is vital to the functioning and success of FinTech adoption in financial services. The HR 

department manages all aspects of employee recruitment, payroll administration, conflict resolution, and 

enhancing organizational culture. Given the large number of crucial responsibilities entrusted to HR, a 

conventional structure needs to be revised in financial institutions (Wu & Kao, 2022). Therefore, 'Tech-Savvy 

HR' is a very central theme in FinTech adoption and implementation in financial institutions.  

 

Managing Changes 

Managing changes is a methodical way to address the shift or alteration of a business's goals, procedures, or 

technology. This method aims to develop tactics that facilitate the change process, exert control over change, 

and assist individuals in adjusting to change (Roy et al., 2023). To meaningfully influence the adoption of 

FinTech, the change management strategy must carefully analyze the effects that making adjustments or 

replacements will have on financial institutions' processes, networks, and individuals. A systematic approach is 

necessary for preparing, assessing, communicating, scheduling, implementing, documenting, and 

evaluating change. Documentation is an essential element of change management. It has two important 

purposes: first, to create a record of changes made, which can be useful in case a pushback is needed, and 

second, to guarantee that the organization follows internal and external norms, including compliance with laws 

and regulations (Ashta & Biot‐Paquerot, 2018). Therefore, based on the interview data and the observations of 

the relevant documents, the authors argue that financial institutions should manage changes when evaluating the 

integration of FinTech in financial services. 

 

Cloud Effect on Financial Services 

The advent of cloud computing has significantly transformed data preservation and processing. It has gained 

immense popularity and, in certain instances, has become indispensable for organizations. Specifically, cloud 

technology is considerably impacting the finance industry (Awotunde et al., 2021). Financial institutions have 

faced persistent challenges related to data security, outdated and complex legacy systems, and restrictions 

on scalability. Cloud technology offers advanced security measures, facilitates smooth modernization, and 

delivers exceptional scalability, successfully addressing these long-standing difficulties (Gupta & Tham, 2018). 

Hence, considering the interview data and observations of pertinent documents, the authors state that the 

consequences of cloud technology on financial institutions should be considered when adopting FinTech in 

financial services.  

Finally, based on the generated themes and discussion, the study developed a process model of FinTech 

adaptability toward financial service success (See Figure 2). 

 

5.     Conclusion, Limitations, and Future Direction  

In this study, researchers from Bangladesh attempted to construct a process model for handling FinTech based 

on evidence from financial institutions. This is possibly an updated attempt from the earlier related research 

works. The study included published interviews, industry observation, and relevant published papers. The 

limitations of this study are comparable to those of the previous research. The primary limitation was the 

collection of data. The data was derived from secondary sources. The outcomes would be enhanced if the 

researchers could get data from primary sources. The informants refrained from sharing information regarding 
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administrative policy-related issues out of privacy concerns. The approach of the research is another crucial 

problem. The model was constructed based on qualitative data. 

Nevertheless, it is widely acknowledged that empirical data must validate the resulting theory to gain 

acceptance. Subsequently, the research places significant emphasis on the inclusion and adoption of FinTech in 

financial institutions. Subsequent research might be undertaken to empirically validate the proposed model by 

employing quantitative data. The study's optimistic finding suggests that the inclusion and acceptance of 

FinTech in financial institutions will bring substantial advantages in developing financial services from both a 

global and Bangladeshi standpoint. 
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mvims‡¶c evsjv‡`k eZ©gvb we‡k¦ A_©‰bwZK Dbœq‡b GKwU †ivj g‡Wj wn‡m‡e we‡ewPZ| G K_v mZ¨ †h, eZ©gvb miKv‡ii 

Avg‡j evsjv‡`k †`‡ki A_©‰bwZK Dbœq‡b Cl©bxq mvdj¨ AR©b K‡i‡Q| A_©‰bwZK w`K w`‡q GB Afvebxq mvdj¨ evsjv‡`k‡K 

2041 mv‡ji g‡a¨ GKwU DbœZ I ¯§vU© †`‡k iæcvšÍ‡ii ¯̂cœ †`Lv‡”Q Ges †mB j¶¨ wb‡qB miKv‡ii wewfbœ ms ’̄v KvR K‡i hv‡”Q| 

Z‡e Ab¨ GK ev Í̄eZv GB †h, A_©‰bwZK w`K w`‡q DbœwZ n‡jI †`‡ki gvby‡li g~j¨‡eva A‡bKvs‡k †jvc †c‡q‡Q, gvby‡li g‡a¨ 

`yb©xwZ I Aciva cÖeYZv A‡bK †e‡o‡Q Ges Zv µgea©gvb| g~jZ (1) G †`‡ki wkw¶Z †kÖwYi gvby‡li ¯̂v_©ciZv I 

AvZ¥‡Kw› ª̀KZv, (2) gvby‡li G‡K Ac‡ii cÖwZ Av ’̄vnxbZv Ges (3) ci¯ú‡ii cÖwZ cÖwZwnsmvcivqYZv- Gi g~‡j KvR Ki‡Q| 

Avi, GB 3 (wZb) wU †gŠwjK Kvi‡Yi g~‡j i‡q‡Q mgv‡R gvby‡li g‡a¨ ag© I ˆbwZKZv‡eva KvR bv Kiv, wg_¨vK_v ejv Ges 

A‡b¨i ¶wZ Kivi cÖeYZv- hv †`‡ki †UKmB A_©‰bwZK DbœwZi c‡_ AšÍivq| Giƒc †¶‡Î 2012 mv‡j miKvi cÖewZ©Z ï×vPvi 

†KŠk‡ji Av‡jv‡K †`‡ki cÖv_wgK wk¶v ch©v‡q mycwiKwíZfv‡e Òï×vPvi Abykxjb cÖwZ‡hvwMZvÓ Kg©m~wP ev Í̄evqb Kiv n‡j `xN© 

†gqv‡` GB wZbwU †gŠwjK mgm¨v wbimb Kiv m¤¢e| G Kg©m~wP ev Í̄evq‡b miKv‡ii D‡jøL‡hvM¨ cwigvY Avw_©K eivÏ QvovB 2041 

mv‡ji g‡a¨ evsjv‡`k‡K GKwU DbœZ I ¯§vU© †`‡k iæcvšÍ‡ii cvkvcvwk GKB mg‡qi g‡a¨ †`k‡K GKwU Av`k© DbœZ iv‡óª iæcvšÍi 

Kiv m¤¢e| 

evsjv‡`k eZ©gvb we‡k¦ A_©‰bwZK Dbœq‡b GKwU †ivj g‡Wj wn‡m‡e we‡ewPZ| G K_v mZ¨ †h, eZ©gvb miKv‡ii Avg‡j 

evsjv‡`k †`‡ki A_©‰bwZK Dbq‡b Cl©Yxq mvdj¨ AR©b K‡i‡Q| A_©‰bwZK w`K w`‡q GB Afvebxq mvdj¨ evsjv‡`k‡K 2041 

mv‡ji g‡a¨ GKwU DbœZ I ¯§vU© †`‡k iæcvšÍ‡ii ¯̂cœ †`Lv‡”Q Ges †mB j¶¨ wb‡qB miKv‡ii wewfbœ ms ’̄v KvR Ki‡Q| Z‡e Ab¨ 

GK KwVb ev Í̄eZv GB †h, A_©bxwZK w`K w`‡q DbœwZ n‡jI †`‡ki gvby‡li g~j¨‡eva A‡bKvs‡k †jvc †c‡q‡Q, gvby‡li g‡a¨ 

`yb©xwZ I Aciva cÖeYZv A‡bK †e‡o‡Q Ges Zv µgea©gvb| miKvi KZ©…K ỳb©xwZi weiæ‡× ÔwR‡iv Ujv‡iÝ bxwZÕ AbymiY Kiv 

n‡jI Zvi ev Í̄e cÖwZdjb †gv‡UI Drmvne¨vÄK bq| `vßwiK Kv‡R Nyl MÖnY, Lv‡`¨ †fRvj, gRy``vwi, Kv‡jvevRvwi, 

gvbecvPvi, we‡`‡k A_© cvPvi, gv`Kvmw³, cÖZviYv BZ¨vw` mvgvwRK Aciva GLb wbZ¨‰bwgwËK e¨vcvi| G Qvov A‡b¨i cÖwZ 

cÖwZwnsmvi Kvi‡Y cÖwZeQi †KvwU †KvwU UvKvi m¤ú` Av¸‡b cy‡o, welcÖ‡qvM ev Ab¨vb¨ wewea Kvi‡Y webó nq| j¶¨ Ki‡j †`Lv 

hv‡e †h, DwjøwLZ cÖvq mKj cÖKvi mvgvwRK I A_©bxwZK Aciv‡ai g~‡j 3wU †gŠwjK KviY KvR K‡i| 

 

(1)    wkw¶Z †kÖwYi gvby‡li ¯^v_©ciZv I AvZ¥‡Kw›`ªKZv 

Avgv‡`i †`‡ki wkw¶Z †kÖwYi gvby‡li ¯^v_©ciZv I AvZ¥‡Kw›`ªKZv c~‡e©I wQj; eZ©gv‡b Zv AviI †e‡o‡Q| wb‡Ri DbœwZ PvIqv Kv‡iv 

Rb¨ †`v‡li wKQy bq| wKš‘ A‡b‡KB Av‡Qb, hviv wb‡Ri DbœwZ Ki‡Z wM‡q, A‡b¨i ¶wZ Ki‡ZI wØav‡eva K‡ib bv| whwb PvKwi 

K‡ib, wZwb Zvi AvZ¥‡Kw›`ªK ¯^v_© wPšÍvi Kvi‡YB A‰bwZKfv‡e Nyl MÖnY ev Ab¨ †Kv‡bv cš’vq A_© DcvR©‡bi †Póv Ki‡Qb| Zvi 

A‰bwZK cš’v MÖn‡Yi Kvi‡Y †`‡ki ev †`‡ki gvby‡li †Kv‡bv ¶wZ n‡”Q wK bv—Gme wb‡q Zvi †Kv‡bv gv_ve¨_v †bB| whwb e¨emvqx, 

wZwb gybvdv AR©‡bi Rb¨ c‡Y¨ †fRvj †`Iqv ev Ab¨ †Kv‡bv A‰bwZK cš’vq Zvi e¨emv cwiPvjbv Ki‡Qb| Zvi G ai‡Yi Kg©Kv‡Ð 

Rb¯^v‡¯’¨i †Kv‡bv ¶wZ n‡”Q wKbv, ev Ab¨ †Kv‡bvfv‡e †`k ev †`‡ki gvby‡li †Kv‡bv ¶wZ n‡”Q wK bv - Zv wb‡q Zvi †Kv‡bv 

gv_ve¨v_v †bB| e¨wZµg †¶Î e¨ZxZ GKRb wkw¶Z gvby‡li wb‡Ri ¯^v_©ciZv I AvZ¥‡Kw›`ªK wPšÍvi Kvi‡YB we‡`‡k A_© cvPvi Ges 

†mLv‡b ¯’vqxfv‡e emev‡mi cÖeYZvI evo‡Q| gvby‡li g‡a¨ †`k‡cÖ‡gi Afve, wg_¨vPvi, bxwZ-‰bwZKZv I ag©xq g~j¨‡eva bó nIqv- 

Gm‡ei D‡jøL‡hvM¨ KviY| wb‡R fv‡jv _vKvi Rb¨ ev wbR¯^ ¯^v_© D×v‡ii Rb¨ Nyl MÖnY, `yb©xwZ, we‡`‡k A_© cvPvi, Lv‡`¨ †fRvj 

†`Iqv ev K…wÎgfv‡e `ªe¨g~j¨ e„w×i g‡Zv wewfbœ Acivag~jK KvR GLb Avgv‡`i wkw¶Z †kÖwYi gvbyl Aejxjvq Ki‡Qb, hv †`‡ki 

†UKmB A_©‰bwZK DbœwZi c‡_ AšÍivq| wkw¶Z †kÖwYi gvby‡li ¯^v_©ciZv I AvZ¥‡Kw›`ªK DbœwZi wPšÍv †_‡KB mgv‡R gvby‡li g‡a¨ 

wewfbœ cÖKvi Aciva cÖeYZv †e‡o P‡j‡Q| 

                                                      
*      mwPe (Ae.),  41 B¯‹vUb Mv‡W©b †ivW, igbv XvKv-1000| B-†gBj: rashadul1962@gmail.com 
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 (2)     G‡K Ac‡ii cÖwZ Av¯’vnxbZv 

eZ©gvb mgv‡R gvby‡li G‡K Ac‡ii cÖwZ Av¯’vnxbZvi cwigvY †e‡o‡Q| eZ©gv‡b Avgiv †KD KvD‡K wek¦vm Kwi‡b| †mw`b GKRb gv 

mšÍv‡bi AZ¨vPv‡i AwZô n‡q, GKwU _vbvq gvgjv Ki‡Z hvb| _vbv gv‡qi K_v wek¦vm K‡iwb| ZvB gv‡qi Awf‡hv‡M gvgjv MÖnY 

Ki‡Z _vbvi cÖej AvcwË| mgv‡R gvby‡li g‡a¨ cÖZviYv I wg_¨vK_v ejvi cÖeYZv †Kv‡bv ch©v‡q †M‡j wb‡Ri wcZv nZ¨vi gvgjv 

Ki‡Z †M‡jI,‡Kvb †Kv‡bv †¶‡Î †Q‡j‡K †MÖdZvi nIqvi g‡Zv Ae¯’vq co‡Z n‡”Q| wKš‘ Gm‡ei Avi GK ev¯ÍeZv GB †h, gvby‡li 

G‡K Ac‡ii cÖwZ Av¯’vnxb mgvR myôy weKv‡ki c‡_ AšÍivq Ges Zv †`‡ki †UKmB A_©‰bwZK DbœwZi †¶‡Î eo evav wn‡m‡e KvR 

K‡i| 

 

(3)     gvby‡li ci¯ú‡ii cÖwZ cÖwZwnsmvcivqYZv 

Avgv‡`i mgv‡R gvby‡li cÖwZ gvby‡li cÖwZwnsmvcivqYZv A‡bK †e‡o‡Q| G ai‡Yi Aciva cÖeYZv c~‡e©I wQj| wKš‘ eZ©gv‡b AviI 

†e‡o‡Q Ges Zv µgea©gvb| A‡b¨i m¤ú` `Lj Kiv, m¤¢e bv n‡j Zv‡Z Av¸b †`Iqv, wel cÖ‡qv‡M gvQ, gyiMx I Mevw` cïi Rxeb 

bvk Kiv, Rwgi dmj bó Kiv, wg_¨v gvgjv iæR~ Kiv- GLb AwZ mvaviY NUbv| mgv‡R kvwšÍ‡Z emevmiZ GKRb gvby‡li g‡Zv Ab¨ 

GKRb gvbylI †h cwievi cwiRb wb‡q my‡L kvwšÍ‡Z evm Ki‡Z Pvb ev †mfv‡e evm Kivi bvMwiK AwaKvi ZviI Av‡Q- †m K_v 

wb‡Riv kvwšÍ‡Z _vKv gvby‡li A‡b‡KB we‡ePbv Ki‡Z Pvb bv|  

Dc‡i ewY©Z 3 (wZb) wU †gŠwjK Kvi‡Yi g~‡j mgv‡R gvby‡li g‡a¨ wg_¨vPvi, ag© I ˆbwZKZv‡eva KvR bv Kiv, gvby‡li g‡a¨ 

†`k‡cÖg, cvi¯úvwiK kÖ×v fvjevmvi Afve Ges A‡b¨i ¶wZ Kivi cÖeYZv D‡jøL‡hvM¨ wbqvgK wn‡m‡e KvR K‡i| eZ©gv‡b Pjgvb 

mvgvwRK I A_©‰bwZK †h‡Kv‡bv Aciv‡ai mv‡_ Dc‡ii 3wU KviY †Kv‡bv bv †Kv‡bvfv‡e m¤úwK©Z| mgv‡Ri Pjgvb mgm¨v A‡bKUv 

eøvW K¨vÝv‡ii g‡Zv iƒc wb‡q‡Q| eøvW K¨vÝvi wbivg‡qi Rb¨ †hgb GKRb K¨vÝvi AvµvšÍ †ivMxi †MvUv kix‡ii i³ e`j Ki‡Z nq; 

†Zgwb GKB fv‡e Avgv‡`i mgv‡Ri Pjgvb mvgvwRK mgm¨v wbimb Ki‡Z n‡j †MvUv mgv‡Ri gvby‡li gb-gvbwmKZvi cwieZ©b 

`iKvi, `„wófw½i cwieZ©b `iKvi- hv ¯^í‡gqv‡` m¤¢e bq| G‡¶‡Î G‡`‡ki mšÍvb‡`i wkïKvj †_‡KB mycwiKwíZfv‡e ï×vPvi 

Abykxj‡bi wk¶v †`Iqv n‡j Kvg¨ mydj cvIqv †h‡Z cv‡i|  

 

2.0     ï×vPvi Kx?  

A_©‰bwZK Dbœq‡bi cvkvcvwk †`‡ki mykvmb wbwðZ Kivi j‡¶¨ eZ©gvb miKvi e½eÜyi ¯^‡cœi †mvbvi evsjv Movi cÖZ¨‡q 2012 mv‡j 

RvZxq ï×vPvi †KŠkj Aby‡gv`b K‡i| GB †KŠk‡ji AvIZvq cÖRvZ‡š¿i Kg©KZ©v - Kg©Pvwi‡`i RvZxqfv‡e ï×vPvi PP©vq Drmvn 

cÖ`v‡bi Rb¨ cÖ‡Yv`bv I cvwi‡ZvwlK cÖ`v‡bi e¨e¯’v †bIqv nq Ges Ôï×vPvi cyi®‹vi cÖ`vb bxwZgvjv -2017Õ ejeZ Kiv nq| 

bxwZgvjvwU AviI Kvh©Ki I hy‡Mvc‡hvMx Kivi j‡¶¨ cieZ©x‡Z Òï×vPvi cyi®‹vi cÖ`vb (ms‡kvab) bxwZgvjv -2021Ó Rvwi Kiv 

n‡q‡Q| GLv‡b cÖ¯ÍvweZ ï×vPvi avibvwU g~jZ eZ©gvb miKvi cÖewZ©Z ï×vPvi †KŠk‡ji Av‡jv‡KB †bIqv n‡q‡Q| Z‡e gvby‡li 

ï×vPvi ev m`vPvi‡bi welqwU g‡bvRvMwZK| G Kvi‡Y GKRb gvby‡li †Q‡j‡ejv †_‡KB ï×vPvi Abykxjb ïiæ Kiv n‡j Zv AwaKZi 

djcÖm~ n‡Z cv‡i|  

cÖv_wgK wk¶v Awa`ß‡ii evwl©K cÖwZ‡e`b 2022-2023 Abyhvqx 2022 cwÄKv e‡l© Avgv‡`i †`‡ki cÖvK-cÖv_wgKmn cÖv_wgK 

we`¨vjq¸‡jv‡Z †gvU wk¶v_x© msL¨v wQj 2 †KvwU 5 j¶ 46 nvRvi 91| G mKj wkïwK‡kvi wk¶v_x©‡`i mycwiKwíZ Dcv‡q cÖ¯ÍvweZ 

ï×vPvi Abykxj‡bi AvIZvq Avbv Am¤¢e wKQy bq|  

cÖK…Zc‡¶ gvbyl GKwU mnRvZ wePvieyw×m¤úbœ cÖvYx| ÔmnRvZ wePvieyw×Õ gvbyl‡K Ab¨vb¨ cÖvYx †_‡K Avjv`v K‡i‡Q| ÔmnRvZ 

wePvieyw×Õ w`‡qB GKRb gvbyl my›`i fwel¨‡Zi Rb¨ `xN©‡gqv`x cwiKíbv Ki‡Z cv‡i Ges ¯^xq †gav I †hvM¨Zve‡j †mB j¶¨ AR©b 

Ki‡Z cv‡i| cÖvYx RM‡Zi Ab¨ †Kv‡bv cÖvYx GgbwU cv‡ibv| Ôï×vPvi Abykxjb cÖwZ‡hvwMZvq wk¶v_x©‡`i GB mnRvZ wePvieyw× 

cÖ‡qv‡Mi Abykxj‡bi Dci ¸iæZ¡ †`Iqv n‡q‡Q| Ac©Y-`c©Y ¯§…wZ dvD‡Ûkb bvgK GKwU †emiKvwi cÖwZôvb GB aviYvi Dci wfwË 

K‡i Ôï×vPvi Abykxjb cÖwZ‡hvwMZvÕ mxwgZ cwim‡i cwiPvjbv Ki‡Q, hv wbgœiƒc:  

 

3.0  †hŠw³KZv I D‡Ïk¨ 

cÖv_wgK wk¶v ch©v‡q ï×vPvi Abykxjb cÖwZ‡hvwMZv Kg©m~wP ev¯Íevq‡bi gva¨‡g †`‡ki fwel¨r mgv‡Ri gvby‡li `yb©xwZ I 

cÖwZwnsmvcivqYZvmn mKj cÖKvi Acivag~jK Kg©Kv‡Ûi DrmgyL eÜ Kiv m¤¢e- hv `xN© †gqv‡` evsjv‡`‡k mwZ¨Kvi GKwU 

†`k‡cÖwgK I `yb©xwZgy³ mybvMwiK mgvR MV‡b mnvqK| cÖv_wgK wk¶v ch©v‡q ï×vPvi Abykxjb cÖwZ‡hvwMZv ïiæ Kiv n‡j fwel¨‡Z 
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DwjøwLZ mgm¨v Ges Aciva msMVb †_‡K mgvR ax‡i ax‡i i¶v †c‡Z cv‡i| Zvr¶wYK wPšÍvq welqwU Aev¯Íe g‡b n‡jI, Gi ev¯Íevqb 

Am¤¢e wKQy bq| c„w_exi A‡bK †`‡ki gvbyl mgv‡R mZ¨ K_v e‡j Ges ci¯ú‡ii cÖwZ m`vPvib K‡i| GLv‡b Rvcv‡bi K_v D‡jøL 

Kiv †h‡Z cv‡i| fyUv‡bi gvbylI wg_¨vK_v e‡j bv| Avgv‡`i †`‡ki ¶y`ª b„‡Mvôx †kÖwYi GKwU eo Ask wg_¨vK_v e‡j bv Ges Zviv 

m`vPvwi| BD‡ivc, Av‡gwiKvmn A‡bK †`‡ki gvbyl wg_¨vK_v e‡j bv| GmKj †`‡ki gvbyl ci¯ú‡ii cÖwZ kÖ×vkxj| Avgv‡`i 

†`‡ki gvby‡li g‡Zv gvby‡li cÖwZ gvby‡li Av¯’vnxbZvi m¼U †mLv‡b †bB ej‡jB P‡j| cÖK…Zc‡¶ mZ¨K_v ejv Ges A‡b¨i cÖwZ 

mnbkxj nIqv, m`vPvix nIqv ev Ac‡ii Rb¨ fv‡jv KvR Kiv mvgvwRK Abykxj‡bi welq| Avgv‡`i †`‡k †m ai‡Yi mvgvwRK 

Abykxjb KL‡bv mycwiKwíZ Dcv‡q ïiæ Kiv nqwb| c~‡e© hv Kiv nqwb, eZ©gv‡bI †h Zv Kiv hv‡e bv- Zv bq| G e¨e¯’vq ¯^í †gqv‡` 

†Zgb †Kv‡bv mydj cvIqv bv †M‡jI, `xN© †gqv‡` Kvh©Ki mydj cvIqv m¤¢e| cÖv_wgK wk¶v ch©v‡q G ai‡Yi Abykxjb ïiæ Kiv n‡j, 

Zv GK bZyb w`M‡šÍi m~Pbv Ki‡e-hv Øviv RvwZ ag© eY© †f‡` G‡K Ac‡ii cÖwZ kÖ×vkxj GKwU RvwZ M‡o †Zvjvi cvkvcvwk 2041 

mv‡ji g‡a¨ evsjv‡`‡k‡K GKwU Av`k© DbœZ I ¯§vU© †`‡k iæcvšÍi Kiv m¤¢e n‡e| G cÖwZ‡hvwMZvi g~j D‡Ïk¨¸‡jv wbgœiƒc:  

1. evj¨Kvj †_‡KB wk¶v_x©‡`i g‡a¨ mZ¨K_v ejv I A‡b¨i Rb¨ fv‡jv KvR Kivi Af¨vm M‡o †Zvjv,  

2. wk¶v_x©‡`i g‡a¨ AvZ¥‡Kw›`ªK wPšÍvi cwie‡Z© A‡b¨i cÖwZ mnvbyf‚wZkxj K‡i M‡o †Zvjv,  

3.  ag© I ˆbwZKZv‡ev‡a DØy× K‡i wk¶v_x©‡`i ga¨ †_‡K †jvf I cÖwZwnsmvcivqYZv `~i Kiv,  

4.   wk¶v_©x‡`i wb‡Ri †`k I †`‡ki gvby‡li cÖwZ mnvbyf‚wZkxj Kiv,  

5.  wk¶v_©x‡`i †`k‡cÖwgK I `vwqZ¡kxj mybvMwiK wn‡m‡e M‡o †Zvjv,  

6.  e½eÜyi ¯^‡cœi Ôevsjvi `ytLx gvby‡li gy‡L nvwm †dvUv‡bvÕi g‡Zv †mvbvi evsjv M‡o †Zvjvi Kv‡R miKvi‡K mvnvh¨ Kiv| 

  

4.0     ev¯Íevqb †KŠkj ev c×wZ 

Ôï×vPvi Abykxjb cÖwZ‡hvwMZvÕ ev Í̄evq‡bi j‡¶¨ cÖ_‡g †Rjv/ Dc‡Rjv ch©v‡q Aew ’̄Z myweavRbK msL¨K (GK ev GKvwaK)  cÖv_wgK wk¶v 

cÖwZôvb wbe©vPb Kiv n‡e| wk¶v cÖwZôvb wbe©vP‡bi ci wbe©vwPZ wk¶v cÖwZôv‡bi wk¶K I AwffveK‡`i mgš̂‡q GKwU Kg©kvjvi Av‡qvRb 

Kiv n‡e| G‡¶‡Î Kg©kvjv Av‡qvRb A‡bK ¸iæZ¡c~Y© GB Kvi‡Y †h, wk¶v_x© g~j¨vq‡bi Rb¨ †h †bvUeyK ev wk¶v_x© g~j¨vqb mxU cÖYqb Kiv 

n‡q‡Q, Zv h_vh_fv‡e c~iY Kivi Dci ï×vPvi Abykxjb cÖwZ‡hvwMZvi djvdj wbf©i K‡i| †bvUey‡K †h cÖkœ¸‡jv mwbœ‡ewkZ n‡q‡Q, †Kb 

†m me cÖkœ ivLv n‡q‡Q, Zv mswkøó wk¶K Ges AwffveK‡`i cy‡ivcywi Abyaveb Ki‡Z n‡e| g~jZ Ôï×vPvi Abykxjb cÖwZ‡hvwMZvÕ 

wk¶v_x©‡`i g‡bvRMZ‡K cwiï× Kivi GKwU mycwiKwíZ cÖqvm| GKgvÎ mswkøó wk¶K Ges AwffveK‡`i AvšÍwiK mn‡hvwMZvq GB 

cÖwZ‡hvwMZvi Kvh©Ki ev Í̄veqb m¤¢e|  

cÖkœ n‡Z cv‡i, wk¶v_x©‡`i m`vPvib, mZ¨ K_v ejv Ges fv‡jv Kv‡Ri g~j¨vqb Kxfv‡e m¤¢e ?  

 cÖK…Zc‡¶ Ôï×vPvi Abykxjb cÖwZ‡hvwMZvq AskMÖnYKvix wk¶v_x©‡`i Kg©KvÐ g~j¨vq‡bi Rb¨ GKwU AwfÁ g~j¨vqb KwgwU MVb Kiv 

nq| g~j¨vqb KwgwU cÖwZ‡hvMx wk¶v_x©‡`i e¨eüZ †bvUeyK (c~Y©gvb 50) Ges †kÖwY-wk¶‡Ki g~j¨vqb kxU (c~Y©gvb 50) ch©v‡jvPbv 

K‡i cÖwZ‡hvwMZvi djvdj cÖ¯‘Z Ki‡e| 
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Abstract 

Sukuk have recently been recognized as one of the potential financial products among Islamic 

financial institutions and are also one of the world's fastest-growing sectors. Furthermore, Sukuk 

plays a crucial and influential role in multiple aspects of economic and financial services and also 

holds a privileged position in financial markets and international money. Bangladesh's path to 

Sukuk was fraught with difficulties. Bangladesh started its journey towards sukuk with bags of 

challenges. The paper empirically investigate those kind of challenges related to Sukuk market 

development in Bangladesh. Descriptive statistics were used to identify the existence and 

dimension of challenges facing Islamic financial organizations' sukuk in Bangladesh. The study 

discovered that the selected challenges had an impact on the development of sukuk in Bangladesh. 

Finally, the paper proposed some policy for dealing with Bangladesh's sukuk bond challenges.  

Keyword: Sukuk bond ‧ Financial markets ‧ Development ‧ Challenges 

JEL Classification: E44 ‧ G12 ‧ O16  

 

1.0      Introduction  

An Islamic financial certificate known as a "Sukuk" that is based on the Shariah is used to reflect a share of 

ownership in a portfolio of active or admissible assets in Islamic nations. Sukuk is an alternative financing 

mechanism based on Islamic Shari'ah principles that symbolizes undivided ownership of an underlying asset, 

specialized project, or investment activity. It gives the investor evidence of ownership in an underlying asset as 

well as other financial responsibilities when performing trade and other commercial operations. The term 

"investment sukuk" is defined in Shariah Standard No. 17 of the "Accounting and Auditing Organization of 

Islamic Finance Institutions (AAOIFI)". Because Islamic law prohibits the lending of money with interest 

payments, it forbids the use of normal bonds for financial transactions. A Sukuk is not a debt obligation because 

the profits from the certificate are used to purchase an asset in which the investor has a partial ownership share. 

A variety of Bangladeshi investors now have access to Sukuk, also known as Islamic Bonds. Sukuk offers a 

diversifying investment opportunity for long-term funding in crucial areas such as Bangladesh's infrastructure 

development initiative. As some nations struggle to secure long-term funding sources, sukuk appears to be a 

potential alternative for expanding the money available to finance investments and promote growth in 

Bangladesh. The absence of a solid issuance framework from regulatory institutions is one of the most 

significant hurdles in structuring a corporate Sukuk issue in Bangladesh. 

 

                                                      
*  Corresponding Author, Assistant Director, Research Department, Bangladesh Bank. E-mail: saiful.arefin@bb.org.bd 
**  Assistant Director, Research Department, Bangladesh Bank 
***  Assistant Director, Research Department, Bangladesh Bank.  
****  Assistant Director, Research Department, Bangladesh Bank.  

—  The viewpoints expressed in the study are the authors' own and don’t represent views of Bangladesh Bank. 



811 

    

 

 

 

 

 

 

 

 

 

 

 

Source: The International Financial Standards Board (IFSB) 

 

2.0      Objectives of the studies 

In Bangladesh, sukuk bond issuance is an alternative financial solution for Islamic banks' excess liquidity, which 

may then be utilized to invest in long-term development projects compared to relying particularly on interest-

bearing financial products. In addition, the issuance of Islamic Sukuk will result in tangible assets that will 

contribute to economic growth. As an outcome, the purpose of our research is to examine the definition, 

historical context, and characteristics of SUKUK bonds. (ii) The current situation of Sukuk bonds in 

Bangladesh; (iii) The role of Sukuk bonds in Bangladesh's economic growth; (iv) Bangladesh's Sukuk Bond 

growth Challenges; and (v) Policy Recommendations for overcoming the barriers to Sukuk bond development in 

Bangladesh.  

 

3.0     Data Source & Preliminary Analysis  

The study is a descriptive research effort in nature. It is based on empirical data and existing literature extracted 

from multiple sources. Secondary data from the Bangladesh Bank and annual reports from a range of local and 

foreign financial institutions are analyzed. The resources for this study were compiled and consulted from 

scholarly journals, research reports, and working papers. Since this is a new experience for us, we used a 

descriptive approach in this study to highlight the significance of the Islamic bond, Sukuk, as an alternative 

investment instrument based on Islamic law to aid Bangladesh's economic growth. We mention why a Sukuk 

bond was necessary in Bangladesh, the global Sukuk market scenery, possible challenges in developing the 

Sukuk market, and the potential future of the Sukuk bond in Bangladesh.  

 

4.0      Literature review 

Sukuk, in contrast to conventional bonds, gives governments and enterprises access to the vast and rising 

Islamic liquidity pool. Bangladesh has made significant progress in the Islamic banking system, introducing 

sukuk through a variety of financial ventures. Sukuk issues are the subject of an increasing number of studies 

around the world.  

M. N. Hoque (2014) outlines several key topics and challenges. He empathized in capital guarantees, Shariah 

issues, a scarcity of qualified experts, economic issues, and contractual frameworks in all of their forms. The 

paper also examines Shariah rule harmonization as well as the challenges faced in identifying the governing law 

for sukuk issuance in the Bangladesh capital market.  

W. S. Alowaiyesh, M. T. Mohamad, and M. S. M. Noh (2020) evaluate the legal and regulatory structure for 

sukuk in the country of Kuwait. The most major issues and concerns, according to the report, are connected to 



812 

the benchmark yield curve, public understanding, and sukuk rating. The research study concludes with an 

agenda of proposed solutions, all of which require further coordination among government agencies and 

connected stakeholders.  

Cakir and Raei (2007) assess the impact of sukuk on the expense and risk basis of investment portfolios using 

the Value-at-Risk (VaR) approach. The article looks at whether the issuer's Eurobonds and sukuk secondary 

market behavior differs enough to give a diversification benefit. The authors created two hypothetical portfolios 

for their research: one with only Eurobonds and the other with both Eurobonds and sukuk. The authors find that 

the sukuk lowers the second portfolio's VaR. 

Abdullah, Abdul Aziz, et al., (2014) discuss the issues related to issuing sukuk to fund infrastructure projects. 

According to the authors, sukuk issuance has become a popular funding option to traditional bonds for 

infrastructure projects. However, they point out that supporting infrastructure projects carries certain challenges. 

When rising funding for projects, the paper finds a common risk in both Islamic and conventional capital 

markets. Among these are legal and regulatory risk, liquidity risk, market risk, credit and counterparty hazards, 

operational risk, organizational and capital risk, currency risk, and other challenges. 

M. A. B. Al-Amine (2008) depicts a number of critical sukuk issues and barriers. The authors specifically 

examine capital guarantee, contractual frameworks, price, and asset replacement in the context of ijarah sukuk, 

musharakah sukuk, and their many variants. It also discusses issues like sukuk rating, harmonizing Shariah law, 

and the difficulties in drafting laws that would regulate the issuing of sukuk.  

Kamil, K. H., Abdullah, M., Shahimi, S., and A. G. Ismail (2010) examine Islamic securitization through the use 

of sukuk structures. The authors examine risk-sharing behavior in Islamic financing using several forms of 

mudharabah and musharakah sukuk formed through asset securitization. They do this using descriptive, 

analytical, and comparative methodologies. The research asserts that sukuk structures based on partnership 

principles are also seen as risk-sharing arrangements as opposed to risk-shifting arrangements. The study has 

important ramifications for risk management strategies, particularly with regard to sukuk architecture. As they 

are focused on risk-sharing ideas that may lead to a higher mobilization of savings and investment, originators 

and special-purpose vehicles (SPV) may pay closer attention to more sukuk based on partnership principles.  

 

5.0       Sukuk and Islamic finance principles 

Islamic religious law in the context of Islamic finance is founded on religious and moral ideas, conceptions, and 

laws created over the course of Islamic history, principally based on the Qur'an and Sunnah. Fiqh (also referred 

to as Islamic jurisprudence) is the study and application of the Shari'ah's practical regulations and rules based on 

the sources. Islamic currency, including sukuk, has its origins in and is built upon the Islamic Shari'ah. Islamic 

financial rules also make sure that lenders and borrowers maintain a mutually beneficial balance and contractual 

clarity. Any financial transaction conducted according to Islamic law entails direct participation in asset 

performance (referred to as the "asset layer") and assigns specific rights and obligations to financiers in 

exchange for which they are eligible for a corresponding return in the form of state-contingent payments. 

Shari'ah law prohibits the exchange and purchase of debt contracts for the purpose of earning an interest gain 

(riba), profit taking without engaging in legitimate economic activity, asset transfer, and the existence of any 

conflict about the legitimacy of commitments. Only interest-free methods of financing connected to activities 

that do not involve pork, alcohol, guns, adult entertainment, or gambling are permitted in Islamic finance. 

However, if the lender and borrower share the investment risk and gains are produced in accordance with 

Shari'ah laws, Shari'ah does not prohibit profit-taking or payment for asset usage. Profits cannot be promised in 

advance and will only be realized if the investment is profitable. Debt trading is permissible in some countries 

under the Bai al-Dayn concept.  

 

6.0       Classificaion of Sukuk  

The three forms of sukuks that are offered are asset-backed sukuks, asset-based sukuks, and hybrid sukuks. An 

asset-backed sukuk's credit risk is completely based on the performance and creditworthiness of the underlying 

asset. The asset in an asset-based sukuk is there to meet Shariah rather than to generate revenue or cash. Hybrid 
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sukuks, which permit the use of shariah-compliant financial contracts for refinancing reasons, have been 

introduced to the market to aid in money mobilization. According to Shariah Contracts, Safari et al. (2014) 

classified Sukuk into the following main categories:  

(i)Musharakah Sukuk; A musharakah contract is a partnership arrangement between two (or more) persons in 

which the musharaka partners split the musharaka's earnings according to predefined ratios and divide the 

musharaka's losses based on their initial capital commitment.  

(ii) Murabahah Sukuk; Murabahah is a sort of selling transaction in which both the cost of products and the 

profit on the sale are disclosed to both parties in advance. The purchase price, selling price, and profit margin 

are all explicitly disclosed at the time of the transaction.  

(iii) Ijarah Sukuk; Ijarah Sukuks are based on the Islamic leasing basis. "Fixed payout" securities are another 

name for them. The repayment share and growth rate are agreed upon from the outset, just as the borrower 

receives Ijarah payments, and holders get monthly rental payments for ownership of the principal assets.  

(iv) Mudarabah Sukuk; In a mudarabah, one party contributes capital while the other contributes labor and 

expertise. The latter does this by investing the funds in a planned business and assigning a share of the earnings 

to each investor based on the criteria established at the time of investment. Because just one party provides the 

capital, that party also bears all of the risk of loss.  

(v) Istisna Sukuk; An Istisna sale contract directs a manufacturer to make a certain item for the customer. The 

Istisna Sukuk funds are utilized for manufacturing purposes, such as commodities or construction. Payments to 

the holder are made in pre-agreed amounts in installments. Payments to the possessor are made in pre-agreed 

amounts in installments.  

 

    

 

 

 

 

 

 

 

Source: International Investment Financial Market (IIFM) Study on SUKUK, 2021   

   

vi) Salam Sukuk; In such agreements, the financial institution pays a down payment to acquire assets that must 

be delivered on a specific date by the seller. In exchange for advance payment, the contractual parties agree on a 

future date for the delivery of items of a specific amount and quality. 

In addition, many forms of Sukuk exist in light of modern information technology and environmental situations. 

These are the ones: e-Sukuk: An e-Sukuk is a Sukuk that is issued and traded using an electronic digital 

platform. In September 2020, the Malaysian government introduced the first digital sukuk, which was available 

on digital banking networks and was open to both institutional and individual investors. The participation of 

retail individuals, as well as corporate and sophisticated investors, contributed to the extraordinary success of 

this sukuk offering (International Investment Financial Market (IIFM) Study on SUKUK, 2021).  

Green Sukuk: Green Sukuks are Shariah-compliant investments in renewable energy and other environmentally 

beneficial assets. Malaysia's first green sukuk was issued on June 27, 2021. The identification of green resources 

and projects is a big barrier to green sukuk. A Green Sukuk can be used to support reforestation, disaster relief, 



814 

agriculture, sustainable land use, forests and natural resources, pollution prevention and control, and other 

projects. It may also be used to support resilient infrastructure, cleaner transportation, energy efficiency, waste 

management, and other projects (Source: World Bank report).  

 

7.0      Development of Sukuk Market in Bangladesh 

Bangladesh possesses one of Asia's most rapidly expanding economies and the world's highest proportion of 

Muslims. As Bangladesh's economy grows, infrastructure construction is accelerating. Bangladesh launched its 

first sovereign investment sukuk (Ijarah Sukuk) on December 28, 2020, to seek funding for a project titled "Safe 

Water Supply for the Whole Country". The first sukuk was over four times oversubscribed, indicating that 

investing in such sukuk offers a new potential channel for Bangladesh's financial markets. The large 

oversubscription of this inaugural sukuk demonstrated investors' interest in Islamic financial instruments of the 

capital market and expanding proportion of Islamic banking in Bangladesh. Moreover, the issue of such sukuks 

enables the Bangladesh government to study funding possibilities for Shariah-compliant ventures. On October 8, 

2020, the government issued the 'Bangladesh Government Investment Sukuk Guideline (BGIS), 2020' to issue 

and administer sukuk under Shariah-based investment agreements (Source: Debt Management Department, 

Bangladesh Bank). Due to the enormous demand for Shariah-compliant securities, the offering was over four 

times oversubscribed, and Sukuk has been hailed as a game-changer.  

 

Table 1: Bangladesh Government Investment Sukuk (Ijarah Sukuk) 

Sukuk’s Title and Auction Date Investor Category Type Allotment Amount 

Bangladesh Government 

Investment Sukuk ( 05 years 

Sukuk) 

 

Auction Date: 09.06.21 

Shariah Based Islamic Bank, FI & Insurance 28,000,000,000.00 

Islamic Branch and Windows of Conventional 

Banks and Insurance Companies 

4,000,000,000.00 

 

Conventional Banks, other FI & Insurance 

Companies 

6,000,000,000.00 

 

Individual Investor and Others 2,000,000,000.00 

Total 40,000,000,000.00 

Bangladesh Government 

Investment Sukuk (Ijarah Sukuk) 

 

Auction Date: 29.12.21 

Shariah Based Islamic Banks, Financial 

Institutions and Insurance Companies 36,840,190,000.00 

Islamic Branches and Windows of 

Conventional Banks and Insurance Companies 5,262,880,000.00 

Conventional Banks, Financial Institutions and 

Insurance Companies 7,894,330,000.00 

Individual Investors and Others 2,600,000.00 

Total 50,000,000,000.00 

Bangladesh Government 

Investment Sukuk (Social 

Impact Sukuk) 

 

Auction Date: 19.04.22 

Shariah Based Islamic Banks, Financial 

Institutions and Insurance Companies 

47,439,600,000.00 

 

Islamic Branches and Windows of 

Conventional Banks and Insurance Companies 

2,500,000,000.00 

 

Individual Investors, Provident Fund, Deposit 

Insurance Fund and Others 

60,400,000.00 

 

Total 50,000,000,000.00 

Source: Debt Management Department, Bangladesh Bank. 

Table:1 describes the last three auction allotment data of BGIS. Sukuk certificates are mostly allotted among 

Shariah Based Islamic Bank, FI & Insurance Islamic Branch and Windows of Conventional Banks and 

Insurance Companies. To get it more popular among the individual investors and conventional banks is a 
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challenge lying ahead in developing the Sukuk Markets in Bangladesh. Deshbandhu Group (DGL) announced 

the country's first corporate Sukuk in March 2021, with a value of US$250 million and a maturity date of 2028. 

Beximco Limited has announced Green-Sukuk, Bangladesh's first asset-backed security (al Istisna) issued by a 

private sector enterprise, which will begin trading on the Dhaka Stock Exchange (DSE) and Chittagong Stock 

Exchange (CSE) on January 13, 2022. The nation's first green  

Sukuk bond is used to fund the 230 MW worth of huge, Chinese-backed solar PV projects run by Beximco 

Group. The green Sukuk has a five-year or 60-month term from the date of issuance (Source: 

www.bexgreensukuk.com).  

The government of Bangladesh issued Tk5,000 crore in Islamic Sukuk bonds to fund a rural infrastructure 

development project. Bangladesh Bank hosted an auction to offer Istisna Sukuk bonds to qualifying banks, 

NBFIs, insurance firms, and individuals. The central bank accomplished the necessary preparations for the third 

batch of Shariah-based bonds as a special-purpose vehicle for the issuing of government securities (Source: 

BSEC/Bangladesh Bank). 

 

8.0      The Corporate and Institutional Development of International Sukuk Market 

Sukuk financing reduces the need for financial institution funding since the asset pool is available to investors 

without the need for financial intermediaries. This type of financing allows enterprises and institutions that are 

unable to receive cost-effective funding due to their credit ratings access to the capital markets. Despite the 

apparent benefits of sukuk to the corporate/institutional sector, it is worth noting that this sector has not taken 

use of the sukuk market to the level that was anticipated. Despite the sluggish entry of the corporate/institutional 

market, the few corporate and institutional sukuk that have been issued thus far have represented a diverse range 

of business activity. The inaugural issue of the Islamic Development Bank (IDB) was very impressive, and it 

drew a lot of attention in the market. The Middle East accounted for seventy percent of worldwide investors, 

Asia-Pacific accounted for sixteen percent, and European institutions accounted for the remaining fourteen 

percent. According to sources, the IDB is considering a second sukuk offering. The first corporate sukuk from 

Saudi Arabia (excluding IDB) refers to a combination of asset classes with the goal of issuing acceptable 

securities, such as Sukuk Al Ijara (MEED Magazine, August 1, 2003). Meanwhile, Freddie Mac's (the US 

Federal Home Loan Mortgage Corporation) offering was historic since it was the first Islamic mortgage 

securitization in the US. Although the sukuk market is still relatively new, it is clearly deepening, as evidenced 

by the quantity, size, and diversity of issues observed over the last two years. Sukuk, a byproduct of the rapidly 

expanding Islamic finance industry, has demonstrated its feasibility as an instrument for mobilizing long-term 

savings and investment from a broad investor base ready to participate in Islamic Shariah-compliant structures. 
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The sukuk market's rise can also be related to its ability to manage liquidity, which is one of the essential aspects 

identified as necessary for the Islamic banking and finance industry's future development (Adam, N. J. 2005, 

November). Unfortunately, most Islamic nations will continue to rely on external resources in the absence of 

robust internal markets. The absence of established legal and regulatory frameworks for most nations' capital 

markets will be a challenge, particularly for private future foreign investments.   

 

9.0     Challenges of developing a Sukuk bond in Bangladesh  

According to analysts, there are several opportunities for sukuk bonds in the Bangladesh Capital market. 

However, there are a number of challenges, including the absence of a financial market and financial 

infrastructure, a formal legal foundation, central bank attention, an Islamic capital market, and knowledge of 

Shariah law. Growth of sukuk in Bangladesh can be accelerated by overcoming a number of challenges and 

constraints. Some of them are discussed below: 

 

1.      Structural Complexity Challenge 

The complicated structure of the sukuk market is a key impediment to its expansion (Micheal Bennet & Zamil 

Iqbar, 2012). Financial products with highly complicated structured are particularly difficult to appraise as well 

as unwind in the case of default. During the financial crisis, several complicated products suffered major 

downgrades and defaults, and they are also the market leader in sukuk structuring. As a result, many investors 

and issuers who have had bad experiences with structured securities may continue to be turned off by the 

intricacy of sukuk arrangements. Sukuk bonds are stiff in this situation since they don't engage in any interest-

based activities. The aforesaid restrictive environment in Bangladesh's capital market has severely limited 

investment prospects for the development of Sukuk bonds, and hence avenues for lawful earning. 

 

2.      The challenge of establishing a legal framework 

The long-term viability of the Sukuk bond is greatly dependent on the legal and Shariah-based structure. It 

assures the enforceability of Islamic financial contracts, offers enough protection for users of Islamic finance, 

and has a strong legal redress system. While it is simply unrealistic for parties to include all applicable Islamic 

laws in their contracts, many of the regulations that are left out are frequently just as essential as the outcomes of 

Islamic principles, such as the prohibition on interest (riba) and undue risk and uncertainty (gharar). Therefore, 

even if losing side argues that the contract is unlawful under Islamic law, the government's national legislation 

may enforce clauses that do so, such the payment of interest. At the same time, if the parties have agreed on 

terms that are forbidden in Islamic law, they may not be valid under local law.  Amendments to existing 

regulations and the enactment of new legislation that promote the efficient operation of the Islamic capital 

market are a sine qua non for its continued expansion. Countries that introduce Sukuk bonds should amend 

current laws and regulations to provide an enabling environment for the Islamic financial system. Iran's and 

Malaysia's Islamic capital markets have legal backing. 

 

3.      Regulatory Challenge 

In Bangladesh, the Sukuk market is not yet absolutely regulated, and there is no standardized and recorded 

Sukuk transaction structure. For example, in the event of default, Shariah law is not well-regularized when it 

comes to Sukuk transactions. Lack of unified legislation governing Islamic finance, especially Sukuk, is a key 

hindrance to the market's continuing expansion. AAOIFI2 and IFSB3 are two international organizations that 

were formed to produce standards and guidelines. Its aims are to create accounting, auditing, and regulatory 

standards to guarantee that international financial institutions run smoothly. In November 2002, the worldwide 

Financial Standards Board (IFSB) was established in Kuala Lumpur, Malaysia, with the objective of defining 

globally prudential and supervisory standards for financial institutions worldwide.  

 

4.       Shariah compliance Challenges 

Islamic finance principles and Shariah law control sukuk structures. Shariah compliance should always be 

guaranteed throughout the whole Sukuk structure, from issue to maturity. A Shariah board should approve each 

Sukuk issue to guarantee that it complies with Islamic law. Given the current Shariah Scholar criticism of the 
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non-Islamic character of the majority of contemporary Sukuk, this kind of danger becomes even greater 

importance. It may be extremely damaging to an issuer's image to release financial products that are not 

Shariah-compliant, and it could take a while to win back investor trust (Obaidullah, M., 2009). Shariah law is 

based on the Quran and the Sunnah, but as these sources do not address every circumstance, certain Fatwas are 

based on Ijtihad, or subjective judgment. As a result, a lot of the researchers' findings are predicated on their 

capacity to extrapolate from the data and make judgments. The decisions made by each Shariah board as a 

consequence vary substantially. 

 

5.      Challenge from Diversified market players on supply and demand sides 

Investors who can strike a balance between social duty and profit maximization are in short supply. Retail 

investors aren't participating. There is a scarcity of long-term sukuk offerings to meet the requirements of long-

term investors such retirement fund funds, insurance companies, and takaful firms. Lack of investor 

diversification; banking institutions dominate, with NBFIs providing little intermediation. Long-term issues that 

fund infrastructure projects to meet the interests of long-term investors are either non-existent or inadequate. 

There aren't enough institutional investors to make a difference. Financial inclusion issues and a tiny proportion 

of the working population compared to the entire population of the country. The federal and state governments 

have not issued any benchmark for sovereign sukuks. There is a scarcity of long-term sukuk offerings that cater 

to long-term investors' needs, such as pension funds. (COMEC, 2018). 

 

6.       Liquidity Challenges 

Liquidity risk is crucial in Islamic finance in general, and in Sukuk in particular. International financial 

institutions have less resources to manage their liquidity as a result of Shariah prohibitions on the trading of debt 

and other commodities. Islamic banks are unable to get "last resort" credit from the central bank or short-term 

interbank loans since Riba is illegal. The traditional bond market is less liquid than the stocks market, although 

being more liquid than the Sukuk market. Bond trading is primarily done "over-the-counter," or OTC, rather 

than on recognized exchanges. Traditional financial institutions, on the other hand, have access to a wide range 

of ways for managing their liquidity. As a result, the formation of a healthy secondary market is more important 

for Sukuk than for ordinary bonds. The expansion of the primary market, on the other hand, has a considerable 

influence on how the secondary market progresses. Sufficient supply should be available to meet the increasing 

demand for Sukuk. According to (Tag El-Din, 2007), governments should be more active in issuing Sukuk of 

various maturity and risk-bearing types in order to develop a liquid secondary market.  

 

7.       Challenges of default (Credit risk) 

The possibility that the counterparty will not fulfill its obligations to pay principle or interest on its debts is 

known as credit risk or default risk. The investment's entire cash flow and earnings are dispersed to Sukuk 

holders based on their portion and the structure of the Sukuk. The volume of Sukuk generated, however, are not 

actually asset-backed in reality. Asset performance, for instance, is no longer a concern for holders of Ijarah 

Sukuk. At maturity, the borrower consents to buy back the asset for the remaining Sukuk's face value. Sukuk 

holders are interested in collecting coupon payments when their securities mature. Due to this, the borrower runs 

the risk of missing a payment on either the coupon or the Sukuk's face value when it matures. Sukuk will be 

completely backed by assets if they are rigorously issued in line with Shariah, hence there will be no credit risk 

(Junaid and Azhar, 2010, p.41). Due to Shariah's restriction on debt trading, any debt rescheduling for greater 

profit is prohibited under Sukuk. Because Sukuk issuers are more likely to default than traditional bond issuers, 

the risk of default is higher for Sukuk (Tariq, 2007, p. 32). 

 

8.       Market Challenges 

Sukuk have concerns about market risk, such as interest rate and currency rate risk.   

i) Rate of return risk (interest rate risk): The unpredictable nature of interest rates on loans and savings 

accounts over time is referred to as interest rate volatility. Because a large portion of current Sukuk offerings 

have a specified payment, the rate of return risk is comparable to the fixed-rate risk in conventional bonds. As a 

result, a Sukuk loses value when the market interest rate increases. If Sukuk are designed as legitimate Shariah 
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instruments, with rewards based on actual revenues from the underlying asset, this sort of risk can be 

substantially minimized or even barred. 

ii) Foreign exchange rate risk: Both Sukuk certificates issued in another nation and Sukuk with an underlying 

asset denominated in that country's currency are subject to foreign exchange rate risk. Exchange rate volatility, 

as defined by I. Ozturk (2006), is the risk associated with unexpected exchange rate movements. According to 

Tariq (2007), in this case, currency rate oscillates could outcome in a loss for the investor or issuer. This kind of 

risk is hard to prevent since that Sukuk is a global financial asset. Sukuk can be used by overseas investors as a 

hedging instrument to lower exchange rate risk and allow Islamic institutions to diversify their investment 

portfolios when issued in the local currency.  

 

9.      Asset related Challenges  

All Sukuk offers must be backed by physical assets, but selecting the right one might be difficult. The asset must 

be able to produce appealing returns and be compatible with Shariah. In non-Muslim countries, the 

differentiation between halal (activities allowed by Shariah regulations) and haram (activities forbidden by 

Shariah regulations) is frequently misleading and more complicated than in nations where Shariah principles are 

well-established (Nanaeva, 2010). For the most recent Ijarah Sukuk issuance, certain inventive structures were 

developed to address this problem. The originator, who is the owner of an asset, has the right to substitute all or 

a portion of the pool of investments with a product of identical worth under these frameworks. By selling 

alternative assets and using the proceeds for the project's next phase, he will be able to remove asset-related risk 

and produce extra resources. 

 

10.     Other Sukuk related challenges 

In the field of Islamic finance, there is a critical shortage of experts. Because Sukuk trade on traditional markets, 

such experts should be well-versed in both traditional instruments and basic Shariah judgments.  Lack of 

research, a lack of empirical studies, and a lack of historical data on Sukuk performance are the biggest 

obstacles to Sukuk development. The lack of openness and the reluctance of international Islamic organisations 

to provide enough information are other obstacles. Sukuk cannot escape double taxation since, unlike regular 

bonds, they do not have the "tax shield" of interest payments. The initial expenses of the offering may be higher 

than those related to regular bonds due to specific Shariah criteria for Sukuk financing and a lack of 

harmonization (Al-Sayed, O.; 2013).   

 

10.    Policy Initiatives and Recommendations:  

Bangladesh Bank recently issued some instructions to diversify investments, including risk reduction by 

increasing investable products in the capital market and allowing private entrepreneurs to invest in asset-backed 

green Sukuk. To encourage investment, the government has decided to exempt individual Sukuk bonds from 

income tax beginning in fiscal year FY22. These Sukuk-related judgements are encouraging for the development 

of the Sukuk bond in Bangladesh. Apart from that, several initiatives are suggested for the growth of the Sukuk 

market and the economic development of Bangladesh:  

(i) Establishment of a sukuk market for Bangladesh that promotes the United Nations' Sustainable Development 

Goals (SDGs), thereby increasing its attractiveness and positioning in mainstream financial markets. 

(ii) Adoption of a distinct legislation for Islamic capital markets, as well as amendments to associated acts, rules, 

and regulations to allow sukuk bonds to be included in the financial system.  

(iii) Development of a comprehensive framework for using sukuk issuance to fund various short and long-term 

projects. 

(iv) The establishment of a centralized Shariah authority to supervise the standardization of legal texts, sukuk 

forms, and Shariah judgments; and the adoption of a Shariah-based legal, regulatory, and oversight framework 

for Sukuk. 

(v) Sukuk bond issuance to a wide range of investors, both private and institutional, such as insurance 

businesses and retirement funds, requires long-term investments as well as secondary market listing and trading.   



819 

(vi) Expansion of the Islamic money market and increase secondary trading liquidity. Efforts should be 

undertaken to strengthen macroeconomic stability at the government and monetary policy levels. 

(vii) Infrastructure and institutional capacity building for the sukuk market. 

 

11.      Conclusions 

The Islamic finance business in Bangladesh has experienced immense growth and development. There is a need 

for increased infrastructure development investment, according to some of the most major development 

activities broadly widespread in the ongoing mega projects. Bangladesh will require substantial investments in 

infrastructure to accomplish its Sustainable Development Goals (SDGs) goal of attaining a nation with an upper 

middle income by 2031, and Sukuk could obviously assist overcome that gap. However, in Bangladesh, this 

system has several difficulties. Despite having a flourishing sector (apart from for banking regulations), 

Bangladesh is still trying to build a comprehensive regulatory and legal system for the Islamic bond market. In 

the dearth of a comprehensive set of guidelines for specialized organizations such as sukuk, amendments to 

fundamental laws such as the Companies Act, Income-Tax Ordinance, Registering Act, Bankruptcy Act, Trust 

Act, and Securities rules and regulations might serve as an entry point. Official acknowledgment of sukuk 

(legally and financially) is required for its established track record in infrastructure project finance. This also 

points to a momentous possibility for the local market to execute sophisticated financial products such as sukuk 

in a well-planned manner, boosting infrastructure development. The challenges and opportunities confronting 

Bangladesh's Islamic finance sector, the possibility for diversifying Islamic products, and the facilitation of 

Shariah-compliant investment flows are all significant topics that the government must tackle in order to have an 

influence on Bangladesh's Islamic capital market. The government must also strengthen the bond market's 

qualitative attributes, including macroeconomic conditions, institutional strength, stock market performance, 

financial sector accountability, and corporate governance. 
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c`¥v †mZz Ges evsjv‡`‡ki Af¨šÍixY I AvšÍR©vwZK 

Kv‡bKwUwfwU: GKwU ch©v‡jvPbv 

Padma Bridge & Transnational Connectivity of Bangladesh: A Review 
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*

 

Md. Sazzad Hossain 

 

mvims‡ÿc c`¥v †mZ n‡”Q evsjv‡`‡k c`¥v b`xi Dci wbwg©Z GKwU eûgyLx moK I †ij †mZz| c`¥v †mZz XvKvmn evsjv‡`‡ki 

DËi-c~e© AÂ‡ji mv‡_ †`‡ki `wÿY Rbc‡`i ms‡hvM cÖwZôv K‡i‡Q| c`¥v †mZz cÖK‡íi Ae ’̄vb XvKv †_‡K `wÿY-cwð‡g †`‡ki 

gywÝMÄ, kixqZcyi I gv`vixcyi †Rjvq| c`¥v †mZzi DËi cÖv‡šÍ gvIqv, †jŠnRs Ges gywÝMGbÔR| ZvQvov, c`¥v †mZzi `wÿY cÖv‡šÍ 

RvwRiv, kixqZcyi, wkePi I gv`vixcyi| c`¥v †mZzi ỳB cÖv‡šÍ RvwRiv I gvIqv‡Z 14 wK‡jvwgUvi ms‡hvM moK i‡q‡Q| 

mvgwMÖKfv‡e, c`¥v‡mZz evsjv‡`‡ki `wÿY –cwðg AÂ‡ji cÖvq 22wU †Rjv‡K †`‡ki g~j f‚L‡Ûi mv‡_ mshy³ K‡i‡Q| A_©vr c`¥v 

†mZz evsjv‡`‡ki g‡a¨ Zvrch©c~Y© Af¨šÍixY Kv‡bKwUwfwU m¤úbœ K‡i‡Q| Ab¨w`‡K, c`¥v †mZzi AvšÍR©vwZK Kv‡bKwUwfwUi 

†ÿ‡ÎI ¸iæZ¦c~Y© Ae ’̄vbMZ f‚wgKv i‡q‡Q| GB M‡elbv cÖe‡Ü c`¥v †mZz Ges evsjv‡`‡ki Af¨šÍixY I AvšÍR©vwZK 

Kv‡bKwUwfwU‡Z c`¥v †mZzi Ae ’̄vbMZ f‚wgKv I ¸iæZ¦ ch©v‡jvPbv Kiv n‡q‡Q| c`¥v †mZzi Kvi‡Y ivRavbx XvKvi m‡½ 

evsjv‡`‡ki `wÿY-`wÿY cwðgvÂ‡ji †Rjv¸‡jvi Rbmvavi‡Yi hvZvqvZ I cY¨ cwienb mnRZi I mgq mvkÖqx n‡q‡Q e‡j 

cÖZxqgvb n‡q‡Q| Z ỳcwi, c`¥v‡mZz evsjv‡`‡ki †fZi w`‡q fviZ I wgqvbgv‡i mv‡_ AvšÍR©vwZK Kv‡bKwUwfwU‡Z f‚wgKv ivLvi  

my‡hvM ˆZix K‡i‡Q| m‡e©vcwi, evsjv‡`‡ki Af¨šÍixY I AvšÍR©vwZK Kv‡bKwUwfwU‡Z c`¥v †mZzi AZ¨šÍ ¸iæZ¦c~Y© f‚wgKv i‡q‡Q| 

g~j kãt c`¥v †mZz, evsjv‡`k, Kv‡bKwUwfwU| 

 

1.  f‚wgKv  

evsjv‡`‡ki me‡P‡q Li‡¯ªvZv b`x c`¥v b`xi Dci wbwg©Z c`¥v‡mZz GKwU eûgyLx †mZz| c`¥ †mZzi wewfbè ai‡bi Dc‡hvwMZv I 

cÖ‡qvRbxqZv i‡q‡Q| we‡kl K‡i c`¥v‡mZzi †fŠ‡MvwjK Ae¯’vbMZ Kvi‡Y GB †mZzi AvÂwjK Kv‡bKwUwfwU msµvšÍ wewkó Dc‡hvwMZv 

i‡q‡Q| evsjv‡`‡ki Af¨šÍixY I AvšÍR©vwZK Kv‡bKwUwfwU Dfq †cÖwÿ‡Z c`¥v †mZzi wewkó f‚wgKv i‡q‡Q| evsjv‡`‡ki Af¨šÍ‡i c`¥v 

†mZz ivRavbx XvKv I  †`‡ki DËi-c~‡e©i g~j f‚L‡Ûi mv‡_ †`kwUi `wÿY-cwðg AÂ‡ji cÖvq 22wU †Rjv‡K mivmwi moK c‡_ I 

†ij c‡_ mshy³ K‡i‡Q (The Daily Star, 28 August, 2022)| 

evsjv‡`‡ki Af¨šÍixY Kv‡bKwUwfwU‡Z c`¥v †mZzi me‡P‡q `…k¨gvb I ZvrÿwbK ¸iæZ¦c~Y© f‚wgKv i‡q‡Q| c`¥v †mZz e…nËi ewikvj I 

Lyjbv  wefv‡Mi †Rjv¸‡jv‡Z mivmwi moK c‡_ I †ij c‡_ ivRavbxi XvKvmn †`kwUi DËi-c~e© AÂ‡ji 6wU wefv‡Mi Aewkó 42wU 

†Rjvi mv‡_ mshy³ K‡i‡Q| c`¥v †mZz ˆZix nIqvi Av‡M †`kwUi `wÿY-cwðg AÂ‡ji gvbyl‡`i cÖavb fimv wQj c`¥v b`x wfwËK 

Rjc_- b`xc_| evsjv‡`‡ki Af¨šÍixY Kv‡bKwUwfwU‡Z c`¥v †mZz K‡qK cÖKvi Dc‡hvwMZv cÖ`vb K‡i‡Q (Suma,2022)| cÖ_gZ, 

†`kwUi `wÿY-cwðg AÂ‡ji cÖvq 22wU †Rjvi mv‡_ ivRavbx XvKvi Kv‡bKwUwfwU cÖwZôv K‡i‡Q| wØZxqZ, c`¥v b`xi GB-cvo Ges 

IB-cvo A_©vr Dfq cv‡oi †Rjv ¸‡jvi g‡a¨ mivmwi moK c‡_ I †ij c‡_ Kv‡bKwUwfwU cÖwZôv K‡i‡Q c`¥v †mZz|  

c`¥v †mZz evsjv‡`‡ki AvšÍR©vwZK Kv‡bKwUwfwUi my‡hvM A‡bK cÖk¯Í K‡i‡Q| c`¥v †mZzi Ae¯’vbMZ Kvi‡Y cÖwZ‡ekx ivóª fviZ I 

wgqvbgv‡ii mv‡_ evsjv‡`‡ki Kv‡bKwUwfwU cÖwZôvi my‡hvM A‡bK e…w× †c‡q‡Q (KjKvZv 24 x 7, 25 Ryb, 2022)| c`¥v †mZz 

ˆZix nIqvi d‡j GKw`‡K evsjv‡`k †_‡K fvi‡Zi ga¨ w`‡q ga¨ Gwkqv n‡q BD‡ivc ch©šÍ moK I †ij †hvMv‡hv‡Mi my‡hvM ˆZix 

n‡q‡Q| Ab¨w`‡K, evsjv‡`k †_‡K wgqvbgvi n‡q Pxb  I c~e©  Gwkqv Ges Avwmqvbfz³ †`k¸‡jv ch©šÍ moK I †ij c‡_ †hvMv‡hv‡Mi 

my‡hvM ˆZix n‡q‡Q|   

c`¥v †mZz cÖK‡íi gva¨‡g c`¥v‡mZz ‰Zix Kivi d‡j evsjv‡`k eûfv‡e jvfevb n‡e| Gi g‡a¨ Ab¨Zg n‡”Q evsjv‡`‡ki Af¨šÍixY I 

AvšÍR©vwZK Kv‡bKwUwfwUi my‡hvM e…w×| Li‡¯ªvZv c`¥v b`x evsjv‡`‡ki g~j f‚LÛ‡K c`¥v b`xi GB-cvo I c`¥v b`xi IB-cv‡o `yB 

                                                      
*      mn‡hvMx Aa¨vcK, AvšÍR©vwZK m¤úK© wefvM, XvKv wek¦we`¨vjq| B-†gBj: sazzad.ir.du@gmail.com 
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e…nËi AvÂwjK web¨v‡m wef³ K‡iwQj| eû cÖwZÿxZ c`¥v †mZz wbg©vb m¤úbœ nIqvi d‡j c`¥v b`xi `yB cv‡oi we‡f` Ny‡P GK 

behvÎvi m~Pbv n‡q‡Q| †hLv‡b Af¨šÍixY, AvÂwjK I AvšÍR©vwZK Kv‡bKwUwfwU eûwea my‡hvM I m¤¢vebvi Øvi Db¥y³ K‡i‡Q| 

GgZve¯’vq c`¥v †mZz Ges evsjv‡`‡ki Af¨šÍixY I AvšÍR©vwZK Kv‡bKwUwfwU ch©v‡jvPbv I Aa¨qb AZ¨šÍ ¸iæZ¦en I A_©c~Y© welq|  

 

2.       M‡elYvi †hŠw³KZv 

c`¥v †mZz Ges Gi Dc‡hvwMZv wb‡q A‡bK M‡elK †`‡k-we‡`‡k A‡bK M‡elYv cÖeÜ wj‡L‡Qb| †m¸‡jvi †ewki fvM Bs‡iwR fvlvq 

Ges Aí wKQz evsjv fvlvq wjwLZ| wKš‘ c`¥v †mZz Ges evsjv‡`‡ki Af¨šÍixY I AvšÍR©vwZK Kv‡bKwUwfwU wb‡q we‡kl K‡i evsjv 

fvlvq †Zgb †Kvb M‡elYv Kg© †bB| A_P c`¥v †mZzi †fŠ‡MvwjK Ae¯’vbMZ ¸iæ‡Z¦i Kvi‡Y c`¥v †mZz Ges evsjv‡`‡ki Af¨šÍixY I 

AvšÍR©vwZK Kv‡bKwUwfwU wb‡q M‡elYv nIqv cÖ‡qvRb| ZvB GB M‡elYv cÖe‡Ü c`¥v †mZz Gesevsjv‡`‡ki Af¨šÍixY I AvšÍR©vwZK 

Kv‡bKwUwfwU wb‡q GKwU we‡kølagx© ch©v‡jvPbv Kiv n‡q‡Q| d‡j evsjv fvlvq iwPZ GB M‡elYv cÖeÜwU c`¥v †mZzi Ae¯’vbMZ Kvi‡Y 

Kv‡bKwUwfwU‡Z f‚wgKv ivLv wb‡q GKwU bZzb M‡elYv Kg©  wn‡m‡e hy³ n‡e| G‡Z  we‡kølK, M‡elK I mvaviY gvby‡li wKQzUv n‡jI 

DcKvi n‡e| KviY c`¥v †mZz Ges evsjv‡`‡ki Af¨šÍixY I AvšÍR©vwZK Kv‡bKwUwfwU wb‡q h_vm¤¢e mnR fvlvq GKwU we‡kølYg~jK 

ch©v‡jvPbv GB M‡elYv cÖe‡Ü Dc¯’vb Kiv n‡q‡Q| 

 

3.      M‡elYvi D‡Ïk¨ 

c`¥v †mZz evsjv‡`‡ki RvZxq m¦v_© I fveg~wZ©i Rb¨ AZ¨šÍ ¸iæZ¦c~©Y©| cvkvcvwk, Af¨šÍixY I AvšÍR©vwZK Kv‡bKwUwfwU‡Z c`¥v †mZzi 

Zvrch©c~Y© Ae¯’vbMZ f‚wgKv i‡q‡Q| Gme Kvi‡Y c`¥v †mZzi Af¨šÍixY I AvšÍR©vwZK Kv‡bKwUwfwU wel‡q mg¨K aviYv jv‡fi Rb¨ 

GB M‡elYvi cÖavb D‡Ïk¨mg~n wb¤œiƒc t 

 c`¥v †mZzi evmÍevqb I Ae¯’vbMZ f‚wgKv Aa¨qb Kiv| 

 c`¥v †mZz Ges evsjv‡`‡ki Af¨šÍixY Kv‡bKwUwfwU wb‡q we‡kølb I ch©v‡jvPbv Kiv| 

 c`¥v †mZz Ges evsjv‡`‡ki AvšÍR©vwZK Kv‡bKwUwfwU wb‡q we‡kølb I ch©v‡jvPbv Kiv| 

 

4.      M‡elYv c×wZ 

GB M‡elYvKg©wU‡Z cÖ_‡g we‡kølbg~jK eY©bv Dc¯’vcb Kiv n‡q‡Q| cÖK…wZi w`K †_‡K eZ©gvb M‡elYvKg©wU ch©v‡jvPbvg~jK| GB 

M‡elYvq cÖavbZ c`¥v †mZzi Kvi‡Y evsjv‡`‡ki Af¨šÍixY I AvšÍR©vwZK Kv‡bKwUwfwU wb‡q we‡kølY I ch©v‡jvPbv Kiv n‡q‡Q| GB 

M‡elYv cÖe‡Üi Rb¨ wewfbœ ‰ØZxwqK Drm n‡Z cÖ‡qvRbxq Z_¨-DcvË msMÖn Kiv n‡q‡Q| wewfbè M‡elYv wbeÜ, wi‡cvU©, msev` 

we‡kølY BZ¨vw` n‡Z cÖ‡qvRbxqZ_¨-DcvË MÖnY K‡i GB cÖe‡Ü mwbœ‡ek Kiv n‡q‡Q| cwi‡k‡l, cÖvmw½K Drm I Z_¨-Dcv‡Ëi 

mn‡hvwMZvq GB M‡elYv cÖeÜwU‡Z c`¥v †mZz Ges evsjv‡`‡ki Af¨šÍixY I AvšÍR©vwZK Kv‡bKwUwfwU wb‡q we‡kølY I ch©v‡jvPbv 

Dc¯’vcb Kiv n‡q‡Q| 

 

5.      c`¥v †mZz 

c`¥v eûgyLx †mZz cÖKíwU evmÍevqb K‡i‡Q evsjv‡`k †mZz KZ…©cÿ| evsjv‡`k †mZz KZ…©c‡ÿi Z_¨g‡Z 6.15 wK‡jvwgUvi jg¦v c`¥v 

†mZz evsjv‡`‡ki `xN©Zg †mZz (evsjv‡`k †mZz KZ…©cÿ)| GB †mZzwUi G‡cÖvP mo‡Ki ˆ`N©¨ 12.117 wK‡jvwgUvi| c`¥v †mZz‡Z moK 

I †ij †mZz i‡q‡Q| †mZzwU evsjv‡`‡ki `wÿY-cwðg AÂj Ges DËi-c~e© AÂ‡ji g‡a¨ Af¨šÍixY Kv‡bKwUwfwU ˆZix K‡i‡Q| GB 

†mZz wbg©v‡bi Rb¨ gvIqv cÖv‡šÍ 1.6 wK‡jvwgUvi b`x kvmb Ki‡Z n‡q‡Q| ZvQvov RvwRiv cÖv‡šÍ 12.4 wK‡jvwgUvi b`x kvmb Ki‡Z 

n‡q‡Q|c`¥v †mZz cÖKí evmÍevq‡bi Rb¨ 1 nvRvi 471 †n±i Rwg AwaMÖnY Ki‡Z n‡q‡Q (‡WBwj ÷vi, 25 Ryb, 2022, GK bR‡i 

c`¥v †mZz)| c`¥v †mZz cÖK‡í †gvU 30 nvRvi 193 †KvwU 39 jvL UvKv LiP Kiv n‡q‡Q (‡WBwj ÷vi, 25 Ryb, 2022, GK bR‡i 

c`¥v †mZz)| Z‡e c`¥v‡mZzi cÖKí ev Í̄evqb Lye gm…Y wQj bv| cÖ_gw`‡K wek¦e¨vsK I AvšÍR©vwZK `vZv‡Mvôx c`¥v †mZz wbg©v‡bi Rb¨ 

evsjv‡`k‡K FY w`‡Z m¤§wZ w`‡qwQj| wKš‘ 2012 wLª÷v‡ãi Ryb gv‡m wek¦e¨vsK c`¥v †mZz cÖK‡íi Z_vKw_Z `ybx©wZi Awf‡hvM K‡i 

c`¥v †mZzi ev¯Íevq‡b A_©vqb †_‡K weiZ _v‡K| Aek¨ †kl Aewa c`¥v †mZz cÖK‡í `ybx©wZi Awf‡hvM cÖgvY nqwb| GK ch©v‡q 2012 

wLª÷v‡ãi RyjvB gv‡m evsjv‡`k m¤ú~Y© wbRm¦ A_©vq‡b c`¥v †mZz ˆZixi mvnmx wm×všÍ MÖnY K‡i| 2014 wLª÷v‡ã c`¥v †mZzi wbgvb© 

KvR ïiæ nq| 2022 wLª÷v‡ã c`¥v †mZzi wbg©vb KvR m¤úbœ nq| 2022 wLª÷v‡ãi 25 Ryb c`¥v †mZzi D‡Øvab Kiv nq| Gici c`¥v 

†mZz‡Z  hvbevnb PjvPj ïiæ nq| 2022 wLª÷v‡ã cÖwZw`b c`¥v †mZzi Dci w`‡q AvbygvwbK 24 nvRvi hvbevnb PjvPj Ki‡e e‡j 
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cÖv°jb Kiv nq| Ab¨w`‡K, 2050 wLª÷v‡ã cÖwZw`b c`¥v †mZzi Dci w`‡q AvbygvwbK 67 nvRvi hvbevnb PjvPj Ki‡e e‡j cÖv°jb 

Kiv n‡q‡Q (‡WBwj ÷vi, 25 Ryb, 2022, GK bR‡i c`¥v †mZz)| 

evsjv‡`‡ki BwZnv‡m wewfbè †gMv cÖ‡R± ev¯Íevq‡bi †ÿ‡Î c`¥v †mZzi wbg©vb cÖKí wQj G hver Kv‡ji g‡a¨ me‡P‡q P¨v‡jwÄs| 

cÖ_gZ, c`¥v †mZzi wbg©v‡b A_©vqb wb‡q Z_vKw_Z `ybx©wZi weZK© c`¥v‡mZzi ev¯Íevqb AwbðqZvi g‡a¨ †d‡j w`‡qwQj| wØZxqZ, 

c`¥vi gZ AZ¨šÍ Li‡¯ªvZv b`x‡Z 6.15 wK‡jvwgUvi `xN© wØZj †mZz wbg©vb Lye KwVb e¨vcvi| evsjv‡`k miKvi cÖÁvi mv‡_ m¤ú~Y© 

wbRm¦ A_©vq‡b c`¥v †mZz wbg©v‡bi wm×všÍ MÖnY Ki‡j c`¥v †mZzi ev¯Íevqb wb‡q m…ó AwbðqZv †K‡U hvq| A`¨w`‡K evsjv‡`k †mZz 

KZ…©cÿ I Pvqbv †gRi weªR BwÄwbqvwis Kb÷ªvKkb †Kv¤úvwb AZ¨šÍ `ÿZvi mv‡_ `yB ¯Íi wewkó c`¥v †mZz wbg©vb m¤cbœ K‡i| †hLv‡b 

†mZzwUi Dc‡ii  ¯Í‡i Pvi †j‡bi moK c_ Ges bx‡Pi ¯Í‡i GKwU GKK †ij c_ ˆZix Kiv n‡q‡Q (evsjv‡`k †mZz KZ…©cÿ, 

bba.gov.bd)|  

 

Kv‡bKwUwfwU 

GKvwaK AÂj, Rbc` A_ev iv‡óªi g‡a¨ ms‡hvM cÖwZôv nj Kv‡bKwUwfwU (Aris, 2016)| Kv‡bKwUwfwUi †ek K‡qKwU evsjv 

cÖwZkã Kiv hvq| †hgb,ms‡hvM, mshy³Kib, hy³KiY cÖf…wZ| Z‡e GB M‡elYv cÖe‡Ü Kv‡bKwUwfwU kãwUB mPivPi e¨envi Kiv  

n‡q‡Q| KviY mgmvgwqK we‡k¦ Px‡bi Iqvb †eë Iqvb †ivW avibv †_‡K ninv‡gkv Kv‡bKwUwfwU kãwUB †ewk e¨eüZ n‡”Q| hvB 

†nvK, Kv‡bKwUwfwU ej‡Z GKwU m¦vaxb iv‡óªi Af¨šÍixY Kv‡bKwUwfwU †hgb n‡Z cv‡i †Zgwb m¦vaxb ivóªmg~‡ni g‡a¨ AvšÍR©vwZK 

Kv‡bKwUwfwUI n‡Z cv‡i (Aris, 2016)|      

  

6.      c`¥v †mZz I evsjv‡`‡ki Avf¨šÍixY Kv‡bKwUwfwU 

c`¥v b`x AZ¨šÍ Li‡¯ªvZv I `xN© nIqvq evsjv‡`‡ki †fZi w`‡q GB b`xwU e‡q Pjvi c‡_ †`kwU‡Z K‡qKwU AÂ‡j wef³ K‡i‡Q| 

c`¥v b`xi Dci eûgyLx c`¥v †mZz wbg©v‡bi d‡j  evsjv‡`‡ki †fZ‡i eûgvwÎK Af¨šÍixY Kv‡bKwUwfwU ˆZix n‡q‡Q| cÖ_gZ, c`¥v 

†mZz ivRavbx XvKv I †`kwUi `wÿY-cwðg AÂ‡ji g‡a¨ Kv‡bKwUwfwU ˆZix  K‡i‡Q| wØZxqZ, c`¥v †mZz evsjv‡`‡ki DËi-c~e© 

AÂ‡ji †Rjv ¸‡jvi mv‡_ †`kwUi `wÿY-cwðg AÂ‡ji †Rjv ¸‡jvi Kv‡bKwUwfwU ˆZix K‡i‡Q| Z…ZxqZ, c`¥v †mZz evsjv‡`‡ki 

e…nËg mgy`ª e›`i PUªMÖvg e›`i Ges †`kwUi Ab¨Zg ỳBwU †bŠe›`i †gvsjv e›`i I cvqiv e›`‡ii g‡a¨ Kv‡bKwUwfwU ˆZix K‡i‡Q| 

Z`ycwi, evsjv‡`‡ki e…nËg ¯’je›`i †ebv‡cvj ¯’j e›`‡ii mv‡_ †`kwUi DËi-c~e© AÂ‡ji mv‡_ mivmwi moK c‡_ I †ij c‡_ 

Kv‡bKwUwfwU ˆZix K‡i‡Q| 

evsjv‡`‡ki ivRavbx XvKv I †`kwUi `wÿY-cwðg AÂ‡ji  †Rjv¸‡jvi Rbc`mg~‡ni g‡a¨ c`¥v‡mZz mivmwi moKc‡_ I †ij c‡_ 

Kv‡bKwUwfwU ˆZix K‡i‡Q| c`¥v †mZz wbg©v‡bi  Av‡M evsjv‡`‡ki `wÿY-cwðg AÂ‡ji †Rjv¸‡jvi mv‡_ ivRavbx XvKvi mivmwi 

†Kvb ms‡hvM Abycw¯’Z wQj| wKš‘ c`¥v †mZz wbwg©Z nIqvi d‡j evsjv‡`‡ki `wÿY-cwðg AÂ‡ji cÖvq 22wU †Rjv ivRavbx XvKvi 

mv‡_ mivmwi ms‡hv‡Mi DcKvi †fvM Ki‡Q (Daily Star, 28 August, 2022, How to better connect Padma bridge with 

South, South Western Bangladesh)| d‡j evsjv‡`‡ki `wÿY-cwðg AÂj †_‡K ivRavbx XvKvq AwfMgb, hvZvqvZ I cwienb 

mnRZi I mgqmvkÖqx n‡q‡Q| G‡Z evsjv‡`‡ki `wÿY-cwðg AÂ‡ji gvby‡li c‡ÿ XvKvq cÖwZwôZ me AZ¨vaywbK myweav MÖnY 

mnRZi n‡q‡Q hv cÖKvivšÍ‡i `wÿY-cwðg AÂ‡ji bvMwiK‡`i Rxebgvb e…w× K‡i‡Q| D`vniYm¦iæc  m¦v¯’¨ †mev I D”P wkÿvi K_v 

ejv hvq| c`¥v †mZz wbg©v‡bi d‡j evsjv‡`‡ki `wÿY-cwðg AÂ‡ji gvbyl‡`i ivRavbx XvKvi mv‡_ mswkøó Rxebgvb DbœxZ nIqvi 

my‡hvM cÖk¯Í n‡q‡Q| 

c`¥v‡mZz wbwg©Z nIqvi gva¨‡g evsjv‡`‡ki DËi-c~e© AÂ‡ji †Rjv¸‡jvi mv‡_ †`kwUi `wÿY-cwðg AÂ‡ji †Rjv ¸‡jvi Af‚Zc~e© 

Kv‡bKwUwfwU ˆZix n‡q‡Q| evsjv‡`‡ki `wÿY cwðg AÂ‡j, ewikvj wefv‡M 6wU †Rjv I Lyjbv wefv‡M 10wU †Rjv A_©vr †gvU 16wU 

†Rjv i‡q‡Q| evsjv‡`‡ki †gvU 64wU †Rjvi g‡a¨ Aewkó  48wU †Rjv †`kwUi DËi-c~e© AÂj I XvKv wefv‡M Aew¯’Z| 

†fŠMwjKfv‡e c`¥v †mZz evsjv‡`‡ki DËi-c~e© AÂ‡ji g~j f‚L‡Ûi †Rjv¸‡jvi mv‡_ `wÿY-cwðg AÂ‡ji †Rjv¸‡jvi Kv‡bKwUwfwU 

cÖwZôv K‡i‡Q| ¯úóZ evsjv‡`‡ki DËi-c~e© AÂj Ges `wÿY-cwðg AÂ‡ji g‡a¨ eû KvswLZ †gjeÜb cÖwZôv K‡i‡Q c`¥v †mZz| 

G‡Z mgMÖ‡`‡ki wRwWwci Dci BwZevPK cÖfve cwijwÿZ nq| c`¥v †mZzi Kvi‡Y evsjv‡`‡ki RvZxq cÖe…w× 1.2 kZvsk ch©šÍ e…w× 

cv‡e e‡j cÖv°jb Kiv n‡q‡Q (evsjv‡`k †mZz KZ…©cÿ, bba.gov.bd)| d‡j c`¥v †mZz wbg©v‡bi mydj cÖK…Zc‡ÿ mgMÖ evsjv‡`‡ki 

gvbyl Dc‡fvM Ki‡e| c`¥v †mZzi Kvi‡Y evsjvQ‡`‡ki Af¨šÍ‡i mew`‡K †`kwUi GK cÖvšÍ †_‡K Ab¨ cÖvšÍ ch©šÍ mivmwi moK c‡_ I 
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†ij c‡_ AwfMgb, hvZvqviZ I cwien‡bi my‡hvM ˆZix n‡q‡Q| G‡Z mgMÖ evsjv‡`‡ki e¨emv evwYR¨, wkívqb I ch©Ub wk‡í MwZ 

mÂvwiZ n‡e hv †`kwUi bvMwiK‡`i Rxebgvb Dbœq‡b ¸iæZ¦c~Y© f‚wgKv ivL‡e|  

c`¥v †mZz evsjv‡`‡ki `wÿY-cwðgvÂ‡j Aew¯’Z †bŠe›`i I ¯’j e›`i ¸‡jvi mv‡_ †`kwUi DËi-c~e© AÂ‡j Aew¯’Z †bŠe›`i I ¯’j 

e›`i ¸‡jvi g‡a¨ AmvaviY Kv‡bKwUwfwU ˆZix K‡i‡Q| evsjv‡`‡ki  DËi-c~e© AÂ‡j †`kwUi me‡P‡q eo mgy`ª e›`i PUªMÖvg †bŠ 

e›`i Ges Zvgvwej ¯’j e›`i I AvLvDov ¯’j e›`i BZ¨vw` Aew¯’Z| Ab¨w`‡K, †`kwUi `wÿY-cwðg AÂ‡ji †gvsjv †bŠ e›`i  I 

cvqiv †bŠ e›`i Ges me‡P‡q eo ¯’j e›`i †ebv‡cvj ¯’j e›`i Aew¯’Z| †fŠ‡MvwjKfv‡e c`¥v †mZz Dc‡i DwjøwLZ PUªMÖvg †bŠ e›`i, 

†gvsjv †bŠ e›`i,cvqiv †bŠ e›`i, Zvgvwej ¯’j e›`i, AvLvDov ¯’j e›`i Ges †ebv‡cvj ¯’j e›`‡ii g‡a¨ evavnxb moK c_ I †ij 

c_ Kv‡bKwUwfwU cÖwZôv K‡i‡Q| djm¦iƒc evsjv‡`‡ki wewfbè †bŠe›`i I ¯’j e›`i †Kw›`ªK evwYR¨, Avg`vbx-idZvbx BZ¨vw` `ªæZ 

e…w× cv‡e| ZvQvov †`‡ki †h‡Kvb AÂ‡j Drcvw`Z cY¨ I †mev AwZ mn‡R I AwZ Aí mg‡q †`‡ki  †h †Kvb cÖv‡šÍ †cŠ‡Q †`Iqvi 

my‡hvM ˆZix n‡q‡Q| G‡Z evsjv‡`‡ki †bŠ e›`i Mz‡jv Ges ¯’j e›`i ¸‡jvi Kvh©ÿgZv I Kvh©KvwiZ A‡bK e…w× cv‡e| d‡j †`‡ki 

mvgwóK A_©bxwZ jvfevb n‡e| cvkvcvwk, †bŠe›`i I ¯’j e›`i †Kw›`ªK Kg©ms¯’vb A‡bK e…w× cv‡e| 

 

7.      c`¥v †mZz I evsjv‡`‡ki AvšÍR©vwZK Kv‡bKwUwfwU  

c`¥v †mZz evsjv‡`‡ki †fZi w`‡q fviZ I wgqvbgv‡ii mv‡_ AvšÍR©vwZK Kv‡bKwUwfwU ˆZix K‡i‡Q| evsjv‡`‡ki c~e©, DËi I cwðg 

w`K N‡i fvi‡Zi Ae¯’vb| Ab¨w`‡K evsjv‡`‡ki c~e©-`wÿ‡Y wgqvbgv‡ii mv‡_ mivmwi mxgvšÍ i‡q‡Q| c`¥v‡mZz wbwg©Z nIqvi d‡j 

evsjv‡`‡ki †fZi w`‡q Gwkqvb nvBI‡q, UªvÝ Gwkqvb †ij †bUIqvK© Ges evsjv‡`k-Pvqbv-BwÛqv-wgqvbgvi (wewmAvBGg) Kwi‡Wvi 

Gi moK c_ I †ij c_ m¤úªmvi‡bi my‡hvM ˆZix n‡q‡Q (Suma, 2022)|  

evsjv‡`‡ki wZb w`K wN‡i fvi‡Zi mv‡_ my`xN© ¯’j mxgvšÍ i‡q‡Q| weªwUk Avg‡jI fviZ †_‡K evsjv‡`‡k mivmwi †ijc_ ms‡hvM 

wQj| c`¥v‡mZz ˆZix nIqvi d‡j evsjv‡`k -fviZ wbiwew”Qbœ moK c_ I †ij c_ cÖwZôvi my‡hvM G‡m‡Q| G‡Z c`¥v †mZzi Kvi‡Y 

evsjv‡`k †_‡K fvi‡Z hvZvqv‡Z Av‡Mi †P‡q mgq A‡bK Kg jvM‡e| GKB fv‡e evsjv‡`k  I wgqvbgv‡ii g‡a¨ mivmwi moK c‡_ 

I †ijc‡_ †hvMv‡hvM cÖwZôvi my‡hvM ˆZix n‡q‡Q| c`¥v †mZzi Kvi‡Y evsjv‡`‡ki †h †Kvb cÖvšÍ †_‡K moK I †ij c‡_ fviZ I 

wgqvbgv‡ii mv‡_ mgq mvkÖqx wbiwew”Qbœ  †hvMv‡hvM e¨e ’̄v ‰Zix Kiv m¤¢e n‡e| 

c`¥v †mZz  ˆZixi d‡j evsjv‡`‡ki †h‡Kvb cÖvšÍ †_‡K fviZ I wgqvbgvi ch©šÍ cÖ¯ÍvweZ Gwkqvb nvBI‡q, UªvÝ Gwkqvb †ij †bUIqvK© 

Ges wewmAvBGg Kwi‡Wvi Gi ms‡hvM cÖwZôvi Øvi Db¥y³ n‡q‡Q| c`¥v †mZzi  Kvi‡Y evsjv‡`‡ki †fZi w`‡q mivmwi wbiwew”Qbœ 

moK I †ij †bUIqvK© ˆZix K‡i fvi‡Zi ga¨ w`‡q †bcvj, fzUvb ch©šÍ †hvMv‡hvM e¨e ’̄v m¤úªmviY Kiv m¤¢e| ZvQvov evsjv‡`k n‡Z 

fvi‡Zi ga¨ w`‡q cvwK¯Ívb I ga¨ Gwkqv n‡q  BD‡ivc ch©šÍ hvZvqvZ I cwienb m¤¢e| Ab¨w`‡K c`¥v †mZzi Kvi‡Y evsjv‡`k Gi 

me cÖvšÍ †_‡K wgqvbgvi n‡q Pxb I Avwmqvbfz³ †`k ¸‡jv ch©šÍ hvZvqvZ I cwienb m¤¢e  (Suma,2022)|  

Gwkqvb nvBI‡qi cÖ¯ÍvweZ wZbwU iæU h_vµ‡g GGBP-1, GGBP-2 Ges GGBP-41 evsjv‡`‡ki †fZi w`‡q hvIqvi K_v| H wZbwU 

iæU h_vµ‡g evsjv‡`‡ki Zvgvwej, evsjvevÜv Ges †ebv‡cvj ¯’j e›`i n‡q fvi‡Z cÖ‡ek Kivi K_v| †m‡ÿ‡Î c`¥v‡mZz DwjøwLZ 

wZbwU iæ‡U Gwkqvb nvBI‡qi Rb¨ wbwe©Nœ I wbiwew”Qbœ †hvMv‡hv‡Mi my‡hvM wbwðZ K‡i‡Q| GKBfv‡e, UªvÝ Gwkqvb †ij †bU Iqv‡K©i 

Rb¨ I c`¥v‡mZz evsjv‡`‡ki †fZi w`‡q  fvZi I wgqvbgv‡ii g‡a¨ w`‡q e…nËi AvÂwjK cwim‡i †hvMv‡hv‡Mi wbðqZv cÖwZôv 

K‡i‡Q| †Kbbv c`¥v †mZz‡Z AvšÍR©vwZK gv‡bi †ij c_I i‡q‡Q (Suma,2022)|  

GQvov, c`¥v †mZz wewmAvBGg Kwi‡Wvi‡K ev¯Íevqb Ki‡Z Abb¨ f‚wgKv ivL‡Z cv‡i| wewmAvBGg Kwi‡Wvi Gi gva¨‡g Pxb †_‡K 

wgqvbgvi n‡q evsjv‡`‡ki †fZi w`‡q AviZ ch©šÍ †hvMv‡hvM I cwienb e¨e¯’v cÖwZôv Kivi K_v| c`¥v †mZz wbwg©Z nIqvi Av‡M 

evsjv‡`‡ki ga¨ w`‡q wgqvbgvi †_‡K fviZ ch©šÍ wbiwew”Qbœ †hvMv‡hvM e¨e ’̄vi NvUwZ wQj| wKš‘ c`¥v †mZz ˆZixi d‡j evsjv‡`‡ki 

ga¨ w`‡q  wgqvbgvi †_‡K fviZ ch©šÍ wbwðZ †hvMv‡hvM e¨e ’̄vi my‡hvM G‡m‡Q| djm¦iƒc wewmAvBGg Kwi‡Wvi cÖwZôv Kiv I Kvh©Ki 

Kivi Af‚Zc~e© my‡hvM ˆZix n‡q‡Q| Z`ycwi, †h‡nZz wewmAvBGg Kwi‡Wvi Px‡bi cÖL¨vZ Iqvb †eë Iqvb †iv‡Wi GKwU ¸iæZ¦c~Y© 

Kwi‡Wvi, †m‡nZz c`¥v †mZz Iqvb †eë Iqvb †ivW ev¯Íevq‡bI Kv‡bKwUwfwU ˆZix K‡i‡Q| 

 

Dcmsnvi 

c`¥v †mZz evsjv‡`‡ki Af¨šÍixY I AvšÍR©vwZK Kv‡bKwUwfwU A‡bK cÖk¯Í K‡i‡Q| c`¥v †mZz evsjv‡`‡ki ivRavbx XvKv I †`kwUi 

`wÿY-cwðg AÂ‡ji †Rjv ¸‡jvi g‡a¨ eûKvswLZ Kv‡bKwUwfwU cÖwZôv K‡i‡Q| c`¥v †mZz evsjv‡`‡ki `wÿY-cwðg AÂ‡ji †Rjv 
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¸‡jvi mv‡_ †`kwUi DËi-c~e©  AÂ‡ji †Rjv¸‡jvi Kv‡bKwUwfwU ˆZix K‡i‡Q| ZvQvov, c`¥v †mZz evsjv‡`‡ki †bŠ e›`i ¸‡jv I ’̄j 

e›`i ¸‡jvi g‡a¨  Af‚Zc~e© Kv‡bKwUwfwU ˆZix K‡i‡Q| Ab¨w`‡K, c`¥v †mZz evsjv‡`‡ki †fZi w`‡q fviZ I wgqvbgvi Dfq 

†`‡ki mv‡_ AvšÍR©vwZK Kv‡bKwUwfwU cÖwZôv K‡i‡Q| c`¥v‡mZzi Kvi‡Y evsjv‡`k †_‡K  fviZ n‡q ga¨ Gwkqv ch©šÍ ev¯Íevqb‡hvM¨  

Kv‡bKwUwfwUi my‡hvM G‡m‡Q hv GgbwK BD‡ivc ch©šÍ m¤úªmviY Kiv m¤¢e| GQvov, c`¥v †mZz evsjv‡`k †_‡K wgqvbgvi n‡q c~e© 

w`‡K Pxb I Avwmqvb †RvUfz³ †`k¸‡jv ch©šÍ Kv‡bKwUwfwUi myeY© my‡hvM G‡b w`‡q‡Q| m‡e©vcwi, c`¥v †mZz evsjv‡`‡ki †fZi w`‡q 

wgqvbgvi I fviZ‡K hy³ Kivi gva¨‡g Af‚Zc~e© Kv‡bKwUwfwU ˆZix K‡i‡Q| d‡j c`¥v‡mZzi Kvi‡Y evsjv‡`‡ki †fZi w`‡q 

wewmAvBGg Kwi‡Wvi, Gwkqvb nvBI‡q Ges UªvÝGwkqvb †ij †bUIqvK© Gi moK c_ I †ij c_ mg~n mivmwi jvfevb n‡e| mvgwMÖK 

ch©v‡jvPbv †_‡K GUv ¯úó †h c`¥v †mZz wbtm‡›`‡n evsjv‡`‡ki Rb¨ eûgvwÎK Af¨šÍixY I AvšÍR©vwZK Kv‡bKwUwfwU ˆZix K‡i‡Q|  
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The Role and Effect of Merger & Acquisition of Banks and  

Financial Institutions in the Economy of Bangladesh 
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Abstract 

There has been a historical overview of banking in Bangladesh, highlighting major developments since the 

establishment of Hindustan Bank in 1700 to the present day. In Bangladesh, banks & financial institutions play 

a pivotal role in the economy by collecting deposits from customers, providing loans to borrowers, rendering 

financial services to businessmen and facilitating their business. These financial institutions, whether public or 

private, are regulated by the central bank of the country. The role of Bangladesh Bank, the central bank of the 

country, in regulating the banking sector is undoubtedly significant and vital. Considering the current high 

volume of non-performing loans (NPLs) in the banking sector of Bangladesh and the initiatives taken by 

regulators are also very much relevant in ongoing merger process, such as the central bank's roadmap and draft 

guidelines for bank mergers and amalgamations. 

Bank mergers occur when two banks combine their assets and liabilities to form a single entity. The primary 

objectives of these mergers are to reduce lending and operational costs, improve risk management practices, 

provide improved services, improve efficiency and enhance financial inclusion. Larger banks resulting from 

mergers are better equipped to compete in the global market. Merger also may take place for stabilizing weaker 

banks, increasing liquidity, providing sophisticated and digital services through new technology, and responding 

to market forces or systemic banking crises. Mergers and acquisitions are often seen as more efficient 

alternatives to bankruptcy or liquidation. It is also observed that various incentives provided by authorities, such 

as tax exemptions and financial support, encourage bank mergers. 

Despite having various advantages, there are also post-merger challenges, such as managing bad loans, meeting 

additional capital requirements, employee management issues, changes in loan terms and conditions, branch 

closures, and reduction in number of employees.  

According to recently published draft guideline by Bangladesh Bank, the process of submitting a draft scheme 

for merger/amalgamation to Bangladesh Bank involves the examination of various factors, including capital, 

asset valuation, consideration, impact on profitability, branch integration, IT restructuring, employee 

management, and market share. After approval by Bangladesh Bank, the scheme is filed before the High Court 

and becomes binding upon completion of formalities. 

Worthwhile to mention that there are several merger experiences in Bangladesh. Soon after independence of the 

country Sonali Bank, Janata Bank, Agrani Bank and Rupali Banks were constituted by merging various banks 

of Pakistan, apart from this the formation of Bangladesh Development Bank Ltd. (BDBL) through merger of 

Bangladesh Shilpa Rin Sangstha and Bangladesh Shilpa Bank, taking over of Scotia branch by Bank Asia Ltd, 

Standard Chartered Grindlays, and operation of BCCI taken over by Eastern Bank Ltd (EBL) etc. These 

mergers resulted in successful post-merger operations despite some challenges. But it must be mentioned here 

that post-independence merger of banks in the form of new names and ownership resulted from special 

background. Owners of banks left the country and the Govt. had nationalization policy. Merger of Bangladesh 

Shilpa Bank and Bangladesh Shipa Rin Sangstha took place between two Govt. Banks. Their cultures were the 

same. Merger of Grindlays Bank with Standard Chartered Bank (taking over) was also between same class of 

banks.  

Analyzing the post-merger performance of banks in Bangladesh and other countries, it has come to observation 

that while some mergers did not exhibit significant improvement, others resulted in successful post-merger 

operations. 
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Bank mergers, acquisitions, and amalgamations are crucial for improving the banking sector and reducing non-

performing loans in Bangladesh. It may also be to eliminate competition in the banking sector and to capture a 

larger share of the market than before. However, merger between a Govt. bank and private would create threats 

to employees of Govt. banks. Their cultures are different. Govt. banks could be merged with Govt. banks, not 

with private banks. Alternatively, private banks could be taken over by other private banks. But mere merger, 

acquisition, amalgamation are not enough to make the banking sector healthier, safeguard depositors' money, 

and improve the country's overall economy, in addition we will have to ensure good governance within the 

banks and financial institutions and abide by the rules, regulations and policies. 
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Abstract 

The paper aims to evaluate the impacts of macroeconomic variables on Bangladesh's foreign exchange 

reserves from 2017 to 2023, employing the autoregressive distributed lag (ARDL) model. The data were 

gathered from the Statistics Department of the Bangladesh Bank. Empirical results employing the ARDL 

approach and the bound test express that the interrelationship among exports, remittances, and foreign 

exchange reserves is significant and optimistic in both the short and long run. Curbing imports of non-

essential luxurious goods can play a helpful role in lessening pressure on foreign exchange reserves in 

Bangladesh. Finally, the paper suggests that concerned policymakers need to undertake concerted initiatives 

to enhance exports and remittances, which would have a robust impact on the foreign exchange reserves of 

Bangladesh. 

Keywords: Foreign exchange reserve ‧ remittance and export 

JEL classification: F31 ‧ F24 ‧ F29 

 

Introduction 

Maintaining the value of local currency, improving a nation's creditworthiness, covering global payments, and 

ensuring security against shocks from the outside all depend on having an optimal level of foreign exchange 

reserves (Nabi et al., 2014). The global financial crisis (2007–2008) reveals that developing countries like 

Bangladesh need to uphold a satisfactory amount of foreign exchange reserves to navigate the uncertain 

environment of the global financial system. In this backdrop, it is necessary to examine how macroeconomic 

factors affect Bangladesh's foreign exchange reserves. The current paper will attempt to find out the effects of 

macroeconomic factors on the foreign exchange reserves of Bangladesh during 2017–2023, applying the 

autoregressive distributed lag (ARDL) model. Foreign exchange reserve holdings have both advantages and 

costs, so always It is vital to understand how much foreign exchange reserves a nation should have on hand. To 

maintain the desired level of local currency value, central banks typically interfere in the market using their 

reserve assets. The IMF has identified five critical determinants of reserve asset holdings, including the size of 

the economy, volatility of the exchange rate, financial account vulnerability, current account vulnerability, and 

opportunity cost (IMF World Economic Outlook 2003). The "precautionary motive" of maintaining reserve 

assets, which helps governments manage unpredictable fluctuations in import and consumption payments, is one 

of the main reasons for holding reserve assets (IMF 2003). Following the significance of an adequate level of 

foreign exchange reserves, Bangladesh mainly acquires its foreign exchange reserves from exports, remittances, 

and FDI’s. Developing countries like Bangladesh need to trade with other partner countries and avail external 

debt for development purposes. The foreign exchange reserve stood at $48.06 billion in August 2021. Due to the 

Russia-Ukraine war and the colossal impacts of COVID-19, foreign exchange reserves decreased to $31.20 

billion in June 2023. According to the latest Monetary Policy Statement during January–June 2024 published by 

Bangladesh Bank, Bangladesh’s current international reserves cover approximately four months of import 
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waheduzzaman.sarder@bb.org.bd. Contact no: +88- 01711-223191 
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payments, surpassing the thumb rule of covering three months of imports. The trend of foreign exchange 

reserves in Bangladesh is displayed in graph 1. 

 

Graph 1: Foreign Exchange Reserve of Bangladesh from 2017 to 2023 
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Source: Monthly Economic Trends, Bangladesh Bank. 

 

The above graph depicts a scenario of the foreign exchange reserve of Bangladesh from 2017 to 2023. Before 

the COVID-19 pandemic, there were ups and downs in the reserve scenario. During the pandemic, especially in 

August 2021, it boomed and stood at 48.06 billion US dollars due to mainly an increase in migrant workers’ 

remittances as well as a decrease in import costs in the country. From 2022 on, it showed a downward trend 

caused by a decrease in export earnings along with an increase in import costs triggered by domestic and global 

inflation, a global energy price hike, the Ukraine-Russia war, and tight monetary policies taken by most of the 

central banks in the world. In June 2023, it increased and showed an upward trend with the increase in 

remittances caused mainly by the Eid festival in the country. 

 

Objectives of the study 

The aims of the paper are twofold: firstly, to examine the impacts of some macroeconomic variables on the 

foreign exchange reserve of Bangladesh, and secondly, to provide policy inputs for the concerned policymakers 

for the improvement of exports and remittances in Bangladesh. More specific aims of the paper include: 

i. to investigate the effects of selective macroeconomic variables on the foreign exchange reserve of 

Bangladesh during the period of 2017–2023. 

ii. to derive policy inputs for the improvement of exports and remittances, which would have a remarkable 

effect on the reserve assets of Bangladesh. 

The remaining portion of the study has been organized as follows: the first segment describes the introduction; 

the subsequent part contains a review of the literature; the next portion concentrates on data and methodology; 

the fourth section focuses on results and analyses; and finally, the fifth and sixth sections conclude policy 

implications and guidelines for future research. 

 

1.   Literature Review 

This segment covers relevant literature in order to find out the theoretical framework and research gaps. 

Researchers have conducted various studies on the impacts of selective macroeconomic variables on the foreign 

exchange reserve and the economic growth of Bangladesh. 
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Masuduzzaman Mahedi (2014) uses annual data from 1981 to 2013 to analyze the effects of remittances on GDP 

expansion and investigates the link between remittances and Bangladesh's economic development using the 

VECM model and the Johansen co-integration test in both the short- and long-term. According to the report, 

there is a long-term positive correlation between GDP and remittance arrivals, suggesting that remittances will 

promote Bangladesh's GDP growth in the longer term. The paper's empirical findings suggested that proper 

utilization of remittances, along with effective policy management for migrant workers, would support 

Bangladesh's economic development. The paper recommended that the government should deal with the 

demand for Bangladeshi migrant laborers worldwide in accordance with the changing trends of globalization 

and the economy. 

Ali Arphan Md et al. (2015) use data from 1988 to 2012 to assess the effects of important macroeconomic 

determinants on Bangladesh's GDP growth using the VAR model. The results of the VAR indicate that while 

market capitalization, foreign direct investment, and real interest rates have an influence on GDP growth over 

the long term, they do not exhibit the expected behavior in the near term. The variance decomposition results 

and the VAR model reach the same conclusion. In order to promote the expansion of GDP in the future, the 

paper recommends that the concerned policymaker implement a suitable macroeconomic plan and strategies to 

promote more foreign direct investment, raise market capitalization, and ensure real interest rates. 

Khan Mahidud Abdul et al,(2021) focus on the connection among remittance, exchange rate, trade balance and 

foreign exchange reserve in Bangladesh by applying ARDL model for the period of 1986-2019 and discovered 

that trade balances and remittance inflows result in a long-term, optimistic, and considerable impact on foreign 

exchange reserves. The results of the Granger causality test reveal that unidirectional causality is found between 

the inflow of remittances and the foreign exchange reserve and exchange rate. Conversely, they found that 

bidirectional causality exists between trade openness and exchange rate, but not in the case of trade openness 

and foreign exchange reserve.They propose some policy recommendations to cope with the post-pandemic 

challenges and foster the Bangladesh’s economy in the future. 

Alam Janifar et al. (2021) looked into the link between GDP growth, foreign exchange reserve, foreign direct 

investment, inflation, and trade balance in Bangladesh from 1990–2019, employing the VECM model. They 

found a barely significant ink between inflation and economic growth, a satisfactory correlation with FDI, and a 

statistically insignificant optimistic correlation within economic growth and the foreign exchange reserve. The 

study doesn't exhibit an unfavorable connection among them. The study's findings suggest that increases in 

every variable will have a favorable correlation with Bangladesh's economic growth. For emerging economies 

like Bangladesh, a negative trade balance results from a country's bigger imports than exports, resulting in a 

scarcity of resources. Conversely, FDI typically has a considerable impact on the development of the economy. 

They point out that Bangladesh should prioritize exports and currency rate depreciation strategies in order to 

foster a trade surplus. 

Chowdhury Mamun (2022) examines the influence of foreign exchange reserves and remittances on investment 

growth in Bangladesh using annual data from 1982–2017 by employing an unrestricted VAR model. The article 

evaluates the short-term causal consequences and the long-term response of investment to changes in foreign 

exchange reserves and remittances. The results of the Granger causality test confirm that in the short run, both 

remittances and foreign exchange reserves can jointly cause investment in Bangladesh. The outcomes of the 

impulse response function substantiate a positive future response to investment due to the shock imposed on 

both foreign exchange reserves and remittances. According to the result of the variance decomposition function, 

investment is mainly caused by its shock in the near term; however, in the longer term, compared to remittance, 

a shock to the foreign exchange reserve is found and has a greater positive impact on the future response of 

investment in Bangladesh. 

Chowdhury Yesmin Farzana and Dey Sudip (2022) utilize data from 1976 to 2016 applying the Vector Error 

Correction Model (VECM) to look into the short- and long-term causality between remittances, imports, 

exports, and the expansion of GDP in Bangladesh. This study's time series analysis reveals that while imports, 

exports, and remittances have long-term effects, they do not directly contribute to GDP growth in the short term. 

They identified co-integration between the variables and a long-term link between Bangladesh's GDP growth, 
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imports, exports, and remittances. They found that remittances had no causality for the expansion of GDP in the 

short and long term. They demonstrate a long-term connection between the variables, although the causality is 

unidirectional. 

Mukit Haque Mushfiqul Mohammad (2021) evaluates the effects of macroeconomic variables on the GDP of 

Bangladesh using annual time series data from 1982–2019 by employing the ADF test, the Johansen co-

integration test, and the VAR model. The article explores how Bangladesh's GDP is affected by imports, exports, 

and inflation. The findings of the research show that exports and imports are significant, but inflation is 

significant for the economic growth of Bangladesh. The paper covers only four variables, so there is scope to 

cover more variables for further research on this topic in the future. 

Mamun Al and Kabir Imrul M.H.M (2022) empirically analyze the effect of export, remittance and FDI on GDP 

growth in Bangladesh applying ARDL model employing the annual data during 1976 to 2019  and found that a 

statistically significant relationship among the variables. Since FDI has an unfavorable impact on GDP growth 

and exports and remittances have an optimistic and considerable impact, the study mainly found both favorable 

and adverse causalities. The researchers suggest that in order to accomplish long-term economic expansion, the 

government must take steps that are required to enhance export, FDI, and remittance arrival, taking into account 

the effects of the COVID-19 pandemic and the Russia-Ukraine war.The study also suggests that Bangladesh 

needs to attract more FDI to boost export-led economic growth due to the country’s lack of resources and 

financial capacity. 

Afsana et al. (2023) evaluate the correlation between remittances, exports, and economic growth in Bangladesh. 

Their findings from the Johansen Co-integration technique expressed that remittances, exports, and GDP are co-

integrated. They discovered that remittances have an optimistic impact on Bangladesh's GDP, while exports 

exhibit no causal association with GDP. Unemployment is a serious problem in Bangladesh, and it is getting 

worse day by day. Migration and remittances are directly linked to employment and secure an impressive 

amount of reserve money. The results indicate that migration and remittances play a crucial role in lessening 

unemployment, raising reserves, balancing the BOP, and developing other socioeconomic parameters. They 

recommend that the government focus on adopting policies that stimulate remittances while also increasing 

possibilities for investment and employment. 

 

3.      Data and Methodology 

To examine the long-term co-integration amid the foreign exchange reserve, exports, wage earners’ inflows of 

remittances, and imports, as well as the impacts of those selective macroeconomic variables on the foreign 

exchange reserve of Bangladesh, monthly data has been used, covering the sample period during FY18 to FY23. 

The data came from the Bangladesh Bank's Monthly Economic Trends. The natural logarithm has been 

employed for every variable in the model. Before applying the ARDL model, the stationarity and integration 

order of the time series must be verified. The model can produce the wrong conclusion if the time series 

contains unit root. As per Pesaran and others (1998) and Pesaran and colleagues (2001), the ARDL bounds test 

approach presumes that the data are stationary at I (0), I (1), or both. Therefore, the Augmented Dickey-Fuller 

(ADF) (1981) test is adopted to confirm the stationarity and integration order of the data while also removing 

the unit root. Certain variables in our study became stationary after employing the first difference; other 

variables remained stationary at the baseline, say, both of I (0) and I (1). 

Economic growth and other model regressors have been examined in the short and long run employing the 

ARDL bound testing technique for cointegration, which was first launched by Pesaran and colleagues (1999) 

and once again improved by Pesaran and others (2001). 

The ARDL bound testing method uses the ordinary least squares (OLS) estimation of a restrictive, unconstrained 

error correction model (ECM). This technique expresses equation (1) in the following way: 

 =  +  +  +  +  +  +  + 

 +  +                                        (1)                                                                                                         
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FXR, X, R, and I represent the natural logarithms of the Foreign Exchange Reserve, export, remittance, and 

import, respectively.  is the first difference operator and  is the uppermost number of lags. 

The preliminary phase of the ARDL bound testing strategy is to assess equation (1) using the OLS method, 

followed by the Wald test or F-test to identify the cumulative significance of the model's lagged level variable 

coefficient. If the calculated value of the F-statistic is higher than the greater critical values, we can estimate that 

a long-term association amid the variables exists, despite the integration sequence, and vice versa. Moreover, if 

the F-statistic is between the bounds, inference is inconclusive. 

The subsequent step is to estimate the long-run connection among the regressors. If cointegration is present in 

the first step, then the following ARDL (r, s, t, u) long-run model is estimated: 

 =  +  +  +  +  +                     (2)          

Where r, s, t, and u are the ideal number of lags between the variables and other factors as already defined. 

Finally, in the third phase, the ARDL specification dynamics in the near future can be originated by forming an 

error correction model (ECM) like this: 

 =  +  +  +  +  + +  

                                                                                               (3)    

Where  is the error correction term and is specified as: 

 -  -  +  +  +                    (4)            

 

All of the coefficients in equation (3) indicate the model's short-term dynamics of convergence to equilibrium. 

while  indicates the pace of adjustment.  

 

4.       Empirical Findings and Interpretation 

4.1     Unit Root Test for Stationarity 

Before applying the ARDL approach, the stationarity and integration order of the time series data must be 

verified. Since the ARDL approach assumes that the times are both I (0) and I (1), not I (2). The Augmented 

Dickey-Fuller (ADF) (1981) test is a widely recommended approach to verifying the stationarity and integration 

order of time series data. The Akaike Information Criteria (AIC) were utilized to identify the ideal lag. Table 1 

presents the outcomes of the unit root test.  

 

Table 1: Results of Unit Root Test 

Unit Root Test (Augmented Dicky-Fuller Test) 

Variables 

 

Level First Difference Order of 

Integration 

T-Statistic P-Value T-Statistic P-Value 

Foreign Exchange Reserve (FXR) -1.94 .31 -2.91 .050 I (1) 

Export (X) -8.98 .00 -44.42 .0001 I (0) 

Remittance (R) -12.35 .00 -57.59 .0001 I (0) 

Import (I) -7.33 .00 -44.29 .0001 I (0) 

*All variables are in growth form.  

Source: Authors’ Calculation in E-views 13. Data Source: Statistics Department of BB. 
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Table 1 demonstrates that the Foreign Exchange Reserve is stable after applying the first difference (p-value 

is.05), i.e., I (1), and other variables are stationary at the baseline (p-value is.00), i.e., at I (0).Since all the time 

series are stationary through I(0) and I(1), it is suggested to apply the ARDL bounds test technique (Pesaran et 

al., 2001). 

 

4.2      Model Selection Criterion 

Following the Akaike Information Criteria (AIC), the optimal lag choice is presented in the following graph. 

The ideal lag length has been selected for the top twenty models. According to the AIC, our best model for this 

study is ARDL (2,1,0,0) among the top twenty models. 
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Source: Authors’ Calculation in E-views 13. Data Source: Statistics Department of BB. 

 

4.3      Results of the ARDL Bound Tests for Co-integration 

The ARDL bounds test (Pesaran et al., 2001) isused to identify the presence of a long-run linkamong the 

variables. The outcomes of the bounds test for co-integration are shown in Table 2. 

 

Table 2: Bounds Test Result for Co-integration 

F-Statistic =7.84 

Level of Significance Lower Bound Value I (0) Upper Bound ValueI (1) 

10% 3.64 4.64 

5% 4.27 5.12 

1% 5.79 7.05 

Source: Authors’ Calculation in E-views 13. Data Source: Statistics Department of BB. 

 

Table 2 demonstrates that at10%, 5%, and 1% levels, the calculated F-statistic (7.84) is higher than the topmost 

bound. As a result, the bounds test for co-integration exists, and the null hypothesis is denied. So, the outcome 

shows that a long-term interrelationship is found in the case of the Foreign Exchange Reserve and the model's 

regressors since the variables are co-integrated. 

 

4.4     Results of the Long-Run and Short-run Dynamics 

The long-run coefficients and the short-run dynamics of the model can be acquired since the ARDL bounds test 

for co-integration is satisfied. Tables 3 and 4 present the estimated long-term and short-term parameters, 

respectively. 
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Table 3: Estimated ARDL Long-Run Coefficients 

Variables Coefficient P-Value 

EXPORT (-1) 0.103868 

(0.042139) 

0.0163 

REMIT 0.085513 

(0.055057) 

0.1251 

D(IMPORT) 0.000594 

(0.006517) 

0.9277 

*All variables are in growth form. Figures in the parentheses indicate Standard Error.  Source: Authors’ Calculation in E-views 13. Data 

Source: Statistics Department of BB. 

 

The result shows that the coefficients of export are optimistic and notable at the 5% level. On the other hand, the 

coefficients for remittances and imports are positive but not significant at 5% or 10% levels. Since all the 

coefficients are positive, which indicate that exports, remittances, and imports have an optimistic impact on the 

foreign exchange reserve in the long run, From the outcomes, it is concluded that a 1% growth in exports and 

remittances will result in a 10% and a 0.08% rise in the Foreign Exchange Reserve, respectively, in the long run. 

 

Table 4: Short Run Dynamics and ECM for the estimated ARDL Model 

Variables Coefficient P-Value 

D (RESERVE (-1)) 0.826732 

(0.043091) 

0.0000 

D(EXPORT) 0.010516 

(0.004353) 

0.0186 

COVID_19 0.522813 

(0.456540) 

0.2564 

COINTEQ* -0.311197 

(0.054267) 

0.0000 

*All variables are in growth form. Figures in the parentheses indicate Standard Error.  Source: Authors’ Calculation in E-views 13. Data 

Source: Statistics Department of BB. 

 

The short-run coefficients are also significant and positive. Even at the 1% level, the error correction term's sign 

(COINTEQ*) is negative in nature, less than 1, and highly significant. So, a long-term link between the 

dependent variables and the regressors can be determined. Furthermore, the ECT coefficient, which measures 

the pace of adjustment to equilibrium, is -0.31. Consequently, the system takes approximately 3 to 3.5 months to 

return to long-term equilibrium. So, it can be concluded that both exports and remittances have an optimistic and 

considerable effect on the foreign exchange reserve over the long and short terms. 

 

4.5      ARDL Model Fitness Checking 

To verify our model's fitness and stability, we applied the normality, serial correlation, and heteroscedasticity 

tests. 
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Table 5: ARDL Diagnostic Checking 
Diagnosis Test Statistic (F) Observed R2 

Breusch-Godfrey Serial Correlation LM Test 1.161269 (0.2855) 1.329090 

(0.2490) 

Breusch-Pagan-Godfrey Homoscedasticity Test 1.691215 (0.1188) 12.70742 

(0.1223) 

Normality (Jarque-Bera) Test 4.341326 (.114102)  

 

Figures in the parentheses indicate the probability value. Source: Authors’ Calculation in E-views 13. Data 

Source: Statistics Department of BB. 

Table 5 represents the diagnostic tests of the estimated model. The calculated model successfully overcomes the 

diagnostic tests with satisfactory results for the residual serial correlation, heteroscedasticity, and non-normality 

problems based on the p-value of F-statistics and observed tests. So, we can conclude that our model is sound 

since it has overcome all the fitness tests. Moreover, to ensure the stability of the model, the cumulative sum of 

recursive residuals (CUSUM) and the cumulative sum of recursive residuals of squares (CUSUMSQ) tests 

suggested by Pesaran and others (1997) also suggest that our model is generally stable throughout the span of 

the sample (Figures 2 and 3 in the Appendix). 

 

5.       Policy Directions 

Based on the findings, the following policy directions may be explored: 

a) Export earnings play a crucial role in the accumulation of reserves in Bangladesh. However, Bangladesh 

exports depend heavily on RMG, accounting for 84.58% of the total exports (BB Annual Report, 2023). 

So, Bangladesh badly needs to diversify her export basket. To this end, Bangladesh may adopt steps to 

promote export-oriented leather, agro-based industries, and software services. 

b) Inward remittances work as another important avenue for building up healthy reserves in Bangladesh. 

Some steps may be undertaken to promote remittances. These measures include: remittance limit 

enhancement, remittance channel expansion, a fair price for remittances, making remittance 

disbursement effective and hassle-free, combating unofficial channels, enhancing benefits for the 

PROBASH pension scheme, and offering various government services for remitters. 

c) Imports of non-essential goods need to be discouraged to reduce pressure on trade balances. 

d) FDI and soft-term foreign loans may be other sources of reserve accumulation. However, special 

attention must be paid to the nature, terms, and beneficiary impacts. 

 

6.        Conclusion and Direction for Future Research 

The rationale of the paper is to evaluate the consequences of specific macroeconomic factors on Bangladesh's 

foreign exchange reserves from 2017 to 2023, applying an autoregressive distributed lag (ARDL) model. The 

findings of the ARDL technique and the bounds test express that the relationship among export, remittance, and 

foreign exchange reserves is notable and meaningful both in the short and long run. As the reserve accumulation 

in Bangladesh is a precautionary measure against her current account vulnerability, she needs to concentrate on 

reserve accumulation at an adequate level so that the sudden financial crisis will not hamper her international 

transactions, ensuring macroeconomic stability. To boost foreign exchange reserves, concerned authorities need 

to undertake concerted initiatives to enhance exports and remittances, which would have a robust impact on the 

foreign exchange reserves in Bangladesh. Further research may be required to include more macroeconomic 

variables with a longer time horizon in the model to find their impacts on the foreign exchange reserve and 

derive a necessary policy option. 
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Appendix 

Normality Test 
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Std. Dev.   1.358599

Skewness   0.049590

Kurtosis   4.215984

Jarque-Bera  4.341326

Probability  0.114102
  
Source: Authors’ Calculation in E-views. Data Source: Statistics Department of BB. 

Stability of the Model 

CUSUM Test 
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CUSUMSQ Test 
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Since the blue line is inside the boundary at the 5% level for the CUSUM test, it ensures the model's stability 

and the parameter's constancy. In the case of CUSUMSQ, the blue line is slightly outside the lower red line at 

the same condition in 2021 during the pandemic. It happens mainly due to the impacts of COVID-19. After 

2021, the situation recovers, and the blue line once again lies between the red lines from 2022 to 2023. Overall, 

we conclude that our model is stable in the long run. 
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Abstract 

The paper aims to investigate the relationship between major macroeconomic variables and the GDP of 

Bangladesh during 1990–2020, applying the autoregressive distributive lag (ARDL) model. The World Bank's 

World Development Indicators (WDI) is the source of the data. Empirical results based on the ARDL 

approach and bound test indicate that capital and domestic credit are positively related to GDP in the short 

run. However, all variables show a positive and significant relationship with GDP in the long run. Finally, the 

paper suggests that concerned policymakers need to undertake the required initiatives to enhance gross 

capital formation and government expenditure, which would have a robust impact on the GDP of Bangladesh. 

Keywords: Autoregressive Distributive Lag Model ‧ Macroeconomic Variables ‧ Gross Domestic Products ‧ 

Error Correction Mechanism  

JEL Classification Code: C320 ‧ E010 

 

1.      Introduction 

Every nation in the world believed that consistent GDP growth was essential to pursuing national advancement 

and steady development. GDP growth is also known as a prime indicator to assess the economic development of 

a country. Countries are known as developed, developing, or underdeveloped depending on their abilities to 

produce output for their countries. As a developing country, Bangladesh places a high emphasis on its economic 

growth, which is measured by GDP growth. Finding the key factors of GDP growth in Bangladesh is a crucial 

issue, like in other countries. The present study has attempted to explore the significant factors of GDP growth 

in Bangladesh. Discovering the factors that influence economic growth in an economy has been a goal of 

economists. Various empirical studies have shown that this factor differs from time to time, country to country, 

and region to region. In reality, economic growth is influenced directly or indirectly by exports and consumption 

(Paksi 2020; Akermi, N. et al., 2023), trade liberalization and FDI (Hussain, E. M.,  and Haque, M., 2016; Ali 

and Saif, 2017), population and gross capital formation (Hashim et al., 2018; Topu, E. et al., Jun 2020), money 

supply and employment (Biswas and Saha, 2014; Nahida Sultana, Feb 2020), exchange rate, and development 

of human capital (Sharma et al., 2018; Siraj, M. 2021). 

For many nations, rapid economic expansion is a top priority. But the negative effects of economic growth 

include the loss of natural resources and widening gaps between the rich and the poor (Tinh, 2012). 

Additionally, unpredictable gross domestic product (GDP) growth causes poverty to increase and a nation's 

progress in health and education to stagnate (Aziz and Azmi, 2017). Bangladesh is a developing country with a 

large young population. Increasing employment possibilities and reducing poverty depend mostly on economic 

growth (Ainajjar, 2002). Since its independence, Bangladesh's economic development has been hampered by 

internal and external shocks. Whether economic growth factors are reckonable or not is an issue that 

macroeconomists have long considered. Empirically, macroeconomic determinants need to be examined from 

time to time. In fact, factors including high population growth, technological improvement, the cumulating of 
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human and physical capital (Maria & Stryszowski, 2009; Sahoo, 2012), and a nation's export-import strategy 

have all had a direct or indirect impact on economic growth (Rodriguez & Rodrik, 1999). 

It seems that developing a comprehensive framework for economic growth-promoting policies has never been 

easy. These empirical studies are region-specific, so they might not be applicable to other nations. In fact, it is 

challenging to identify the target variables and how they interact in a way that influences economic growth in an 

economy over the long and short run. In this backdrop, an empirical analysis is required to determine the key 

factors influencing the economic growth of Bangladesh from 1991 to 2020. Utilizing the autoregressive 

distributed lag (ARDL) bounds test estimate proposed by Pesaran, Shin, and Smith, it is possible to arbitrate the 

short- and long-term relationship between specific variables and the GDP growth of Bangladesh (2001). 

 

Objectives of the study 

The aims of the article are twofold: firstly, to investigate the consequences of certain macroeconomic factors on 

the GDP growth of Bangladesh, and secondly, to provide policy inputs for the concerned policymakers for the 

improvement of GDP growth in Bangladesh. More specific aims of the paper include: 

iii. to investigate the influence of capital formation, government expenditure, net trade and domestic 

credit on the GDP growth of Bangladesh during the period of 1990–2020. 

iv. to derive policy inputs for promotion of GDP growth in Bangladesh. 

The article is organized in the following ways:  section one contains the introduction;  review of literature is 

made in section two; section three focuses on data and methodology; results and analyses are analyzed in section 

four; and some policy implications and recommendations for further study are discussed in the conclusion. 

 

2.      Literature Review 

This segment covers relevant literature in order to find out the theoretical framework and research gaps. As GDP 

is the key indicator of a country’s economic development, many researchers have shown their interest in this 

topic and conducted various studies to find out the main determinants of GDP. Researchers have conducted 

various studies on the consequences of selective macroeconomic variables on the economic growth in 

Bangladesh.  

Biswas, S., and Saha, K., A. (2014) examine the effects of exports, money supply, employment, gross domestic 

capital formation, and foreign direct investment on GDP and explore the interaction of India’s GDP growth with 

its determinants by using the VECM model and the Johansen and Juselius multivariate co-integration test to 

analyze both in the short and long-term employing annual data from 1981 to 2011.The paper's empirical findings 

indicate a consistent, enduring positive correlation between India's GDP growth and its factors. GDP is 

significant and influenced by India’s gross domestic capital formation in the short run. The results demonstrated 

that the money supply, employment, exports, foreign direct investment, and gross domestic capital creation all 

contributed to India's GDP growth. 

Using annual data from 1972 to 2009, Udcaja, E.A., and Onyebuchi, O. K. (2015) analyze the factors 

influencing Nigeria’s economic growth and investigate the interrelation between the growth of real GDP per 

capita and domestic savings, trade openness, foreign direct investment (FDI), spending on health and education, 

public infrastructure, and financial deepening. They do this by using the VECM model and the Johansen co-

integration test, both in the long and short-term. The results of the VECM show that public infrastructure and 

foreign direct investment (FDI) do not propel economic growth in Nigeria, but trade openness, domestic 

savings, education spending, and financial deepening do. The report suggested that in order to boost Nigeria’s 

FDI inflow and promote sustainable economic growth, policymakers should work together to guarantee 

macroeconomic stability, a favorable investment climate, and the easing of credit constraints. 

Hashim et al. (2018) focus on the relationship between population, gross fixed capital creation, labor force 

participation, and government spending on GDP growth in Malaysia. Economic and statistical criteria are the 

two categories used to explain the analysis by applying the OLS model for the period 1987–2016. Their results 
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indicate a favorable correlation between GDP and both population and gross capital formation. According to the 

report, in order to accelerate Malaysia's economic growth, concerned policymakers should launch coordinated 

actions to address the country's larger population and capital formation. In order to maximize capital 

productivity, technological innovation and attracting foreign direct investment (FDI) have the potential to cause 

capital accumulation in Malaysia. 

Mukit Haque Mushfiqul Mohammad (2021) evaluates the effects of macroeconomic variables on the GDP of 

Bangladesh using annual time series data from 1982–2019 by employing the VAR model along with the ADF 

test and the Johansen co-integration test. The article explores how Bangladesh's GDP is affected by imports, 

exports, and inflation. The findings of the research show that exports and imports are significant, but inflation is 

significant for the economic growth of Bangladesh. The paper covers only four variables, so there is scope to 

cover more variables for further research on this topic in the future. 

A study conducted in 2021 by Alam Janifar et al. found that during the 1990–2019 period in Bangladesh, there 

was a modest correlation between FDI and economic growth, a marginally positive correlation between GDP 

growth and inflation, and a statistically low positive correlation between GDP growth and the foreign exchange 

reserve. This relationship was examined using the VECM model. According to the study, there isn't a bad 

relationship between them. The study's findings indicate that Bangladesh's economic growth has been positively 

correlated with growth in every variable. A negative trade balance is the result of a country's exports being less 

than its imports, which leaves developing countries like Bangladesh. Conversely, FDI often has a statistically 

significant beneficial impact on economic development. They mention that to encourage exports exceed imports, 

Bangladesh requires to focus on exports and exchange rate devaluation policies. 

Afsana et al. (2023) evaluate the correlation between remittances, exports, and economic growth in Bangladesh. 

Their findings from the Johansen co-integration technique expressed that remittances, exports, and GDP are co-

integrated. They discovered that remittances have an optimistic impact on Bangladesh's GDP, while exports 

exhibit no causal association with GDP. Unemployment is a serious problem in Bangladesh, and it is getting 

worse day by day. Migration and remittances are directly linked to employment and secure an impressive 

amount of reserve money. The results indicate that migration and remittances play a crucial role in lessening 

unemployment, raising reserves, balancing the BOP, and developing other socioeconomic parameters. They 

recommend that the government focus on adopting policies that stimulate remittances while also increasing 

possibilities for investment and employment. 

Based on the previous studies, it is evident that finding out the primary factors influencing a nation's economic 

growth is crucial. Following earlier research, we have tried to find out the determinants of economic growth in 

Bangladesh by using yearly data from 1990 to 2020. Since the time series exhibits a mixed order of integration, 

that is, an integration order of one I(1) and zero I(0), we have examined both the long- and short-term 

relationships between macroeconomic variables and the economic growth of Bangladesh using the ARDL 

model. The primary benefit of employing the ARDL model is its suitability for mixed-order integration and its 

ability to capture sufficient lags for accurate estimation (Shrestha and Bhatta 2018). 

 

3.       Data and methodology 

Data 

To discover the impacts of major macroeconomic variables (capital, government expenditure, net trade, and 

domestic credit) on the economic growth rate, we have undertaken GDP as the proxy variable for economic 

growth. The World Bank's World Development Indicators (WDI) annual time series data for the dependent and 

independent variables, covering the period from 1990 to 2020, are collected in order to analyze the connection 

between the parameters. For analyzing the time series data, Eviews-9 software is used in the study.  
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Methodology 

Testing Stationary 

The unit root test is nothing but an alternative to the correlegram for testing stationary (Maddala G. S. & Kim In-

Moo, Unit Roots, Co-integration, and Structural Change). Augmented Dickey-Fuller (ADF), Phillips-Perron 

(PP) test, Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test, and Dickey-Fuller (DF) GLS test are some tests for 

testing stationary. 

a) Augmented Dickey-Fuller (ADF) test 

The most commonly used test for checking stationary for a time series is the ADF test, which is the augmented 

version of the Dickey-Fuller test with higher-order lags to capture the higher-order autocorrelation with a loss of 

degree of freedom and structural change (Jalil Abdul, Rao Nasir Hamid, 2019). According to Dickey and Fuller 

(1981), this can be added as the lagged difference form for adopting serial autocorrelation. Following are the 

models for the ADF test. 

……(i) 

……                    (ii) 

……(                   iii) 

……  (iv) 

……          (v) 

As the data series for the entire exogenous and endogenous variable shows the evidence of both trend and 

intercept, the equations are drawn for both trend and intercept (Harris RID, 1992). Where, ϵt is the white noise 

error term for all the ADF models for the current study; , , ,  and  are first difference 

for GDP growth rate, capital, government expenditure, net trade (export –import), FDI and personal remittances 

respectively.  

b) Phillips-Perron (PP) test 

A nonparametric technique of unit root test to check whether the data series is integrated of order 1 or not, was 

developed by Phillips Perron (1998). PP test generate good results in case of unspecified higher order 

autocorrelation which may lose degrees of freedom and heteroscedasticity (Jalil Abdul, Rao Nasir Hamid, 

2019). But according to Davidson and MacKinnon (2004) the result of PP test is not robust in case of finite 

samples. Symbolically- 

……(vi) 

……(vii) 

……(viii) 

……(ix) 

……(x) 

where, Eϵt=0, that is, no serial correlation is not an obligatory requirement for Phillips-Perron test (Enders 

Walter, Third Edition).  

 

VAR model for Lag selection 

Lag length selection is crucial for the autoregressive time series model (Liew, Venus Khim−Sen, 2004). 

Aikaike’s information criterion (AIC) (Akaike 1973), final prediction error (FPE) (Akaike 1969), Hannan-Quinn 

criterion (HQC) (Hannan and Quinn 1978), and Schwarz information criterion (SIC) (Schwarz 1978) are some 

of the most popular criteria that were applied for this study. The simple dimension for lag selection with the 

dependent and independent variables can be expressed as follows: 
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……(xi) 

Where, the regressor GDP growth rate (GDPt) is depended on the regressands capital (Kt), government 

expenditure (Gt), net trade (NTt) and domestic credit (DCt). 

 

Autoregressive Distributed Lag (ARDL) Model 

The autoregressive distributed lag (ARDL) model, based on the ordinary least squares (OLS) model, is 

appropriate for mixed order integration and captures adequate lags for appropriate estimation (Shrestha MB et 

al., 2018). For small sample sizes, the ARDL model is an appropriate tool for understanding the long-run and 

short-run relationships in Bangladesh (Samantha NPG et al., 2016). 

…… (xii) 

Where i = 1, 2, which is the maximum lag order selection for the model, and t is the white noise error term. For 

understanding the long-run relationship between the dependent variable and independent variables, an extra 

bound test with F-statistic and t-statistic at I(o) and I(1) is applied (Sam et al. 2019). If the absolute calculated 

value of F-statistic and t-statistic is greater than the critical value of the I (1) upper bound test, the null 

hypothesis of no long-run relationship is rejected at a different significance level (Pesaran et al., 2001). 

For assessing the short-run dynamics, an error correction regression is applied. The model will be as equation 

(xiii). 

 
…………...….                                                                                                   xiii 

Equation (xiv) compress for short run as well as long run relationships and indicates short run coefficients as 

α1………α5 and long run coefficients as  ……. .  is the residual term,  is used for intercept and  

illustrates the difference..  

……                                                                                                                                                  

(xiv) 

In equation (xiv),  is the coefficient of the error correction regression model, bears evidence of short-run 

dynamics speed, and α1………α5 indicates short-run coefficients.  is the residual term and  is used for 

intercepts and ∆ indicates change. The assumption of the null hypothesis is  = =   which 

displays that in the short-run there is no relationship between dependent and independent variables. 

 

4.       Result and Discussion 

Stationarity Testing 

The unit root test (augmented Dickey-Fuller test and Phillips-Perron test) is applied by taking the log and first 

difference for testing the stationarity of the GDP, K,G, DC, and NT annual data series. The ADF test results 

from Table 1 show that all the variables are stationary at level data and log transformation. The PP test also 

shows the stationarity of the data at level and log transformation. 
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Table 1: Unit Root Test Result 

Variable 
Augmented Dickey-Fuller Phillips-Perron 

Level 1st Diff. Decision Level 1st Diff. Decision 

LNGDP -1.1680 -3.6648** I (1) -1.2123 -6.3844*** I (1) 

LNK -3.0908 -3.4550* I (1) -4.0706** -11.7532*** I (0) 

LNG -1.5715 -3.9901** I (1) -1.5226 -3.9213** I (1) 

LNDC -1.7281 -4.9587*** I (1) 0.2870 -7.8859*** I (1) 

LNNT -4.2684** -6.6394*** I (0) -

10.2027*** 

-7.0603*** I (0) 

*, **, *** indicates significance at 10%, 5% and 1% levels respectively 

Source: Authors’ own calculation from World Development Indicators (WDI) Data.  

 

Both the ADF and PP test results show that LNGDP, LNK, LNG, and LNDC are stationary at I(1), while only 

LNNT is stationary at I(0). As the variables are stationary at I(1) and I(0), that is, there is a mixed order of 

integration. So the ARDL model is the best fit for this study to understand the impact of independent variables 

on dependent variables. 

 

VAR Lag Order Selection Criteria  

The lag length criteria in the VAR model are applied to find out the maximum lag for the ARDL model. Table 2 

shows the result of VAR lag order selection. 

 

Table 2: VAR Lag Order Selection  

Lag Log L Log R FPE AIC SC HQ 

0 144.19 NA 4.67e-11 -9.60 -9.36 -9.52 

1 329.81 294.44 7.43e-16 -20.68 -19.26* -20.23 

2 367.32 46.56* 3.71e-16* -21.54* -18.95 -20.73* 

LR: sequential modified LR test statistic (each test at 5% level), * indicates lag order selected by the criterion 

Source: Authors’ own calculation from World Development Indicators (WDI) Data  

 

According to FPE, AIC, and HQ criteria, the lag order is 2 for the ARDL model of the study, while the lag order 

is 1 for SC criteria. So the maximum lag order 2 is fitted for the ARDL model of GDP with the independent 

variables (K, G, DC, and NT).  

 

ARDL Results 

AIC criteria are applied in the ARDL model of maximum 2 lags for all the series. Table 2 in the appendix 

demonstrates that all of the coefficients are significant at different levels of significance. The result displayed 

significant relationships between GDP and capital (K), government expenditure (G), net trade (NT), and 

domestic credit (DC) at different lags. Capital and domestic credit have shown a negative relationship at lag 1, 

while the remaining variables have shown a positive relationship with GDP. 

 

Long run bound testing 

The outcomes of the study show that each of the four factors significantly and favorably influences Bangladesh's 

economic growth. The GDP is strongly correlated with gross capital formation, which is highly significant at the 

1% level. Bangladesh's GDP is predicted to expand by 0.57 percent for every one percent growth in capital, 

based on this research. Government spending is another crucial determinant of economic growth in Bangladesh. 

According to our result, if government spending increases by 1%, economic growth, which is measured by GDP, 
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will increase by 0.57%. Net trade and domestic credit are other important determinants of GDP in Bangladesh. 

This study shows that a 1% increase in net trade and domestic credit will result in a 0.15% and 0.19% increase 

in the GDP of Bangladesh, respectively (Table 3).  

 

 

Table 4 revealed the result of F-bound test and t-bound test of long run relationship with GDP and the 

independent variables. The absolute value of F bound test is 7.82 which have exceeded the upper bound critical 

value at 1%, 2.5%, 5% and 10% level of significance.  

The absolute value of t-bound test (5.29) reported long run relationship with GDP, as the absolute value of t-

bound test also exceeds the upper bound of the absolute critical values at 1%, 2.5%, 5% and 10% level of 

significance. Therefore, all the test statistics confirmed the evidence of long run co-integration among the 

variables. 

 

Short run error correction regression results  

Table 5 shows the short run dynamic dependency between the dependent variable and the independent variables. 

The values and signs of the coefficient of the first difference lagged variables; GDP, k and DC with their 

respective significant t-statistics bears the evidence of short-run dynamics. The other variables, government 

expenditure and net trade are not significant in the current study. 

 

Table 5: Error Correction Regression short run results 

 

The Error Correction Model (ECM) value is -0.34 and this is highly significant at a one percent level of 

confidence. This significance is proof of the existence of the long-run relationship between the independent and 

dependent variables. This -0.34 indicates 34 percent of disequilibrium in the short-run will be corrected in one 

year.   

Table 4: Long run bound Test results 

 F-Bounds Test t-Bounds Test 

I(0) I(1) I(0) I(1) 

1% 4.4 5.72 -3.96 -4.96 

2.5% 3.89 5.07 -3.65 -4.62 

5% 3.47 4.57 -3.41 -4.36 

10% 3.03 4.06 -3.13 -4.04 

F-statistic = 7.82*** 

t-statistic = -5.29*** 

*** indicates significance at 1% level 

Source: Authors’ own calculation from World 

Development Indicators (WDI) Data. 

Table 3: Long run bound test relationship 

Variable Coefficient Std. Error t-Statistic 

LNK 0.58 0.10 6.02*** 

LNG 0.57 0.08 7.35*** 

LNNT 0.15 0.05 2.93*** 

LNDC 0.19 0.11 1.68* 

* and *** indicates significance at 10% and 1% levels 

respectively. 

Source: Authors’ own calculation from World Development 

Indicators (WDI) Data. 

Variable Coefficient Std. Error t-Statistic 

D(LNGDP(-1)) 0.28 0.15 1.90* 

D(LNK) 0.28 0.04 7.92*** 

D(LNK(-1)) -0.16 0.03 -5.12*** 

D(LNDC) 0.07 0.02 3.90*** 

D(LNDC(-1)) -0.08 0.02 -3.49*** 

ECM(-1) -0.34 0.05 -6.95*** 

* and *** indicates significance at 10% and 1% levels respectively. 

Source: Authors’ own calculation from World Development Indicators (WDI) Data. 
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Co-integration test results 

Table 6 of co-integration test results reports two types of statistics of unrestricted co-integration rank test- trace 

statistics and maximum eigen value. Trace test indicates 2 co-integrating eqn(s) at the 0.05 level. Similarly, 

Max-eigen value test indicates 2 co-integrating eqn(s) at the 0.05 level  

 

Table 6: Co-integration relation results 

Both of the statistics displayed similar result of number of co-integration relationship. However, the result of the 

two different statistics are relatively strong at 1% level of significance, therefore we reject the null hypothesis. 

 

Diagnostic test results 

Table 7 presents the results of several diagnostic examinations. Breusch-Godfrey (B-G)  test result implies 

accepting the null hypothesis, which is that there is no correlation among the residuals derived from the ARDL 

model.  

 

Table 7: Diagnostic tests 

Breusch-Godfrey (B-G) Serial 

Correlation LM Test 

Breusch-Pagan-Godfrey  (B-P-

G) 

heteroscedasticity Test 

Normality Test 

H0: No serial correlation at up to 2 lags Ho: Homoscedasticity Ho: Normally 

distributed 

F-statistic 1.67 F-statistic 0.42 Jarque-Bera 2.34 

Prob. F(2,15) 0.22 Prob. F(2,15) 0.93 Probability 0.31 

Source: Authors’ own calculation from World Development Indicators (WDI) Data. 

 

B-P-G test is applied to check the homoscedasticity of the obtained residuals. The test results imply that the 

residuals are homoscedastic. The test value of Jarque-Bera (2.34) with a 31 percent level of significance 

suggests accepting the null hypothesis, therefore the residuals of the study is normally distributed.  

 

Unrestricted co-integration rank test (Trace) Unrestricted co-integration rank test (Maximum 

eigenvalue) 

Hypothesized 

no. of CE(s) 

Eigen 

value 

Trace 

statistics 

0.05 

Critical 

Value 

Prob. Hypothesized 

no. of CE (s) 

Eigen 

value 

Trace 

statistics 

0.05 

Critical 

value 

Prob. 

None* 0.97 168.53 69.82 0.00 None* 0.97 97.43 33.88 0.00 

At most 1** 0.82 71.10 47.86 0.00 At most 1** 0.82 48.14 27.58 0.00 

At most 2 0.38 22.96 29.80 0.25 At most 2 0.38 13.44 21.13 0.41 

At most 3 0.27 9.52 15.50 0.32 At most 3 0.27 8.87 14.26 0.30 

At most 4 0.02 0.64 3.84 0.42 At most 4 0.02 0.64 3.84 0.42 

* denotes rejection of the hypothesis at the 0.05 level 

**MacKinnon-Haug-Michelis (1999) p-values 

Source: Authors’ own calculation from World Development Indicators (WDI) Data  
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To ensure the stability of the estimated model and the long-run relationship between the estimated results, we 

employed CUSUM and CUSUM of squares tests. Figure 1 illustrates that the CUSUM and CUSUM of the 

squares line are both within the 5 percent critical line threshold, so it clearly indicates that there is parameter 

stability in the data series. 

 

4.      Conclusion and Direction for future research 

The paper aims to investigate the impacts of macroeconomic variables on the GDP growth of Bangladesh during 

1990–2020 by applying the autoregressive distributed lag (ARDL) model. The findings based on the ARDL 

approach and the bound test express that the relationships of gross capital formation, government expenditure, 

net trade, and domestic credit with GDP growth are significant and positive both in the short and long run. All 

the diagnostic tests show that the model is well-fitted, and the CUSUM and CUSUMSQ tests show that the 

model is stable. According to our outcomes, gross capital formation is the most important determinant of the 

economic growth of Bangladesh. Government spending is another important determinant of GDP growth in 

Bangladesh, according to the outcomes of our study. Net trade is another determinant of the GDP growth of a 

developing country, and this variable is widely used as a measure of trade openness in many studies. In our 

study, this variable also had a positive impact on the GDP growth of Bangladesh and was highly significant at 

the one percent level. A good number of researchers have considered net trade as a crucial determinant of the 

GDP growth of a country. Finally, the policy of Bangladesh Bank should facilitate domestic credit, as this can 

significantly contribute to the country's GDP growth. 

Bangladesh needs over 6% GDP growth towards inclusive development, employment generation, and poverty 

reduction. To boost and maintain over 6% GDP growth, concerned policymakers need to undertake holistic 

initiatives and pay more attention to enhancing exports, remittances, gross capital formation, and FDI, which 

would have a robust impact on GDP growth in Bangladesh. In this regard, innovation and technological 

development may add momentum to the growth dynamics in Bangladesh. Further research may be required to 

include more macroeconomic variables with a longer time horizon in the model to find their impacts on GDP 

growth and derive necessary policy options. 
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Appendix 

Table 1: Descriptive Statistics 

 GDPG (%) K (in crore BDT) G (in crore BDT) NT (in crore BDT) DC (in crore BDT) 

 Mean  5.674678  199640.6  391987.0 -645.4386  456971.8 

 Median  5.507237  103053.7  342271.1 -387.5592  222480.2 

 Maximum  8.152684  802669.5  753902.5 -151.5339  1791524. 

 Minimum  3.485228  17110.20  216108.5 -2145.717  22953.40 

 Std. Dev.  1.179646  217730.7  158562.2  555.0713  519995.2 

 Skewness  0.209397  1.389235  0.765161 -1.285269  1.252039 

 Kurtosis  2.393182  3.917404  2.477225  3.761467  3.420384 

Source: Authors’ own calculation from World Development Indicators (WDI) Data 

 

Table 2 Autoregressive Distributed Lag (ARDL) results 

 
Variables Coefficients t-statistics 

Constant 0.22 0.30 

log GDP(-1) 0.94 5.01*** 

log K 0.28 5.53*** 

log K(-1) -0.24 -4.87*** 

log K(-2) 0.16 4.89*** 

log G 0.19 4.44*** 

log NT 0.05 2.60*** 

log DC 0.07 2.57** 

log DC(-1) -0.08 -2.15** 

log DC(-2) 0.08 4.37** 

R2 = 0.99 

Adjusted  R2 =0.99 

AIC = -7.42 

** and *** indicates significance at 5% and 1% levels respectively 

Source: Authors’ own calculation from World Development Indicators (WDI) Data  
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Abstract 

This study looks at the conditions of human development and how people live in the Char areas of Rajbari 

District, Bangladesh. Data were collected from 500 randomly chosen households. To measure human 

development, key indices like the Human Development Index (HDI), Inequality-Adjusted Human Development 

Index (IHDI), Gender Development Index (GDI), and Augmented Human Development Index (AHDI) were 

used. The study describes the households’ traits such as age groups, jobs, family setups, food habits, schooling 

levels, religions, old customs, and farming methods. People face challenges in getting basic needs like clean 

water, sanitation, food, and transport. There is also limited upliftment and political participation. Though the 

environment is risky, few follow sustainable practices. But traditional folk arts are alive amidst efforts to pre-

serve culture. Health issues like waterborne diseases, poor nutrition, and breathing troubles prevail. The HDI 

score is 0.474, showing major problems in education, healthcare access, and job openings. The IHDI score of 

0.399 shows that development benefits are not shared equally, which highlights differences in life and 

possibilities. At 0.631, GDI shows that men and women have different experiences in health, schooling, and 

jobs, which makes it clear that women need more help. With a score of 0.733, the AHDI shows how 

complicated char areas are, including environmental risks and getting clean water. This study looks into how 

problems with health, education, income, gender, and the economic freedom affect the growth of people in 

Rajbari's Char areas. It talks about how important it is for Bangladesh's rural areas to grow and supports 

policies that are both broad and driven by local needs in order to support long-term human development.  

Keywords: Human Development Indices ‧ Gender Disparities ‧ Livelihood Vulnerability ‧ Socio-Economic 

Inequality ‧ Rural Development in Bangladesh ‧ Ecological Dynamics in Charlands 

 

1.      Introduction 

The lives of the char communities in Bangladesh present a grim story of existence before us that is as fluid as 

the waters surrounding them. These communities face a myriad of developmental challenges, largely stemming 

from their geographically dynamic and fragile environment. The char residents of Rajbari district in Bangladesh 

are not exceptional as they have crafted a way of life deeply integrated with the river's rhythms, where 

opportunities and challenges collide. The char dwellers frequently endure natural disasters like floods, which 

disrupt their communication systems and limit access to economic and social benefits (Mamun et al., 2022; 

Sarker et al., 2020). The regions suffer from inadequate administrative resilience and ineffective environmental 

governance, hindering their capacity to tackle current and future adversities (Sarker et al., 2020; Sarker et al., 

2021). The lack of robust communication networks further isolates and endangers these communities (Mamun et 

al., 2022; Sarker et al., 2020). Climate change and natural hazards exacerbate their livelihood vulnerability, 

leading to persistent poverty and cyclical unemployment (Mamun et al., 2022). These challenges are intensified 
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by the weak governance and administrative structures in place, making adaptation to and mitigation of climate 

change impacts more difficult (Sarker et al., 2020; Sarker et al., 2021). Moreover, the char communities face 

ecological threats, notably concerning the Island chars, the vital fishing communities in Rajbari district. Habitat 

significantly influences the microbial communities of Arctic char and other sympatric fish species, with 

variations in the intestinal microbiome seen across seasons and freshwater residence stages (Element et al., 

2020; Element et al., 2021). Additionally, char populations are at risk from colonization by adaptable mixed fish 

communities during floods, jeopardizing their ecological equilibrium. 

The unpredictability of the river, although life-sustaining, also brings numerous hardships, such as destroyed 

homes and crops, and uncertain futures. The resilience of these communities is not only commendable but also a 

reflection of their indomitable spirit. The physical landscape of char regions in Bangladesh is shaped by the 

unique hydro-geological setting of the Ganges, Brahmaputra, and Meghna rivers (Ahmed et al. 2000). These 

regions are marked by diverse physical geography, including various floodplains, uplifted blocks, and hill areas 

(Brouwer, 2007). Geomorphic units in these areas consist of active and abandon channel deposits, natural levee 

deposits, flood plain deposits, and flood basin deposits (Hanif et al. 2015). The application of satellite imagery 

has enhanced understanding and predictive capabilities in these regions, aiding in the better utilization of 

resources for the char dwellers. That is why, this research is not just a study; it is a journey into the soul of these 

riverine lands, where human life intertwines intimately with the rhythms of nature. 

In addition, the char communities are confronted with several developmental challenges. Accessibility to crucial 

services like education and healthcare is often limited due to the remote and shifting nature of char lands. The 

unpredictable river course frequently leads to erosion and flooding, displacing families and disrupting lives. The 

char residents, primarily engaged in agriculture, fishing, and livestock-rearing, are continually challenged by 

frequent flooding and erosion (Sarker et al. 2021). These factors significantly affect the socio-economic 

development of the communities. This research seeks to ken the experiences of these communities expressing 

their survival, hope, and effulgent courage. It is concerned with human development taking place in an 

environment of constant nonplussing. The research will also investigate how the char communities live navigate 

non-homogenous environmental challenges, the dynamics of gender issues in development, viable solutions to 

economic sustainability, and the influence of policy interventions on prospects for human development success. 

This would avail inform policy commends to stakeholders and development agencies on how to empower these 

communities and enhance their human development efforts and outcomes in harmony with the river. 

 

2.      Literature Review 

The char regions of Bangladesh, nestled within the intricate network of its rivers, are captivating landscapes 

where the tapestry of human existence is woven amidst the ever-changing flow of nature. Human development 

in riverine areas is a topic of increasing concern due to its potential impact on the ecological vitality of riverine 

ecosystems (Olden & Naiman, 2009). The sustainable exploitation of riverine resources, such as turtles, has 

been studied to ensure the safety of local riverine communities, with evidence showing that mercury 

concentrations are within safe limits for human consumption (BORGES et al., 2022). Furthermore, the impact of 

human activities, such as urbanization and land use changes, on riverine ecosystems has been recognized as a 

significant factor leading to their degradation (Kang et al., 2018). Additionally, the influence of human activities, 

including fossil fuel combustion and fertilizer application, on the increase in reactive nitrogen load to 

watersheds and its subsequent riverine flux has been documented (Han et al., 2009). Moreover, the presence of 

Escherichia coli and enteric viruses in riverine water samples has been investigated to assess the impact of 

human activities on water quality in riverine areas (Miagostovich et al., 2014). 

The impact of human activities on riverine dissolved organic carbon (DOC) transport has been studied, 

highlighting the need to consider these impacts in models assessing DOC transport (You et al., 2023). 

Furthermore, the influence of human-derived stress on urban estuaries has been assessed through field-based 

investigations, considering tidal and seasonal variations coupled with models (Lao et al., 2022). The impact of 

urbanization on the antibiotic resistome in riverine microplastics has been studied, identifying urbanization as a 

predominant contributor to the abundance and potential dissemination of antibiotic resistance genes in riverine 

microplastics (Li et al., 2021). Additionally, the impact of human activities on riverine nitrogen export has been 
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modelled, showing an increase in riverine dissolved inorganic nitrogen yield due to human-induced changes in 

nitrogen inputs, hydroclimate, and land-use (Huang et al., 2014). 

One of the topics thoroughly explored by the studies is human development in the riverine areas of Bangladesh. 

Given the environmental conditions and the socioeconomic factors in the char region of Bangladesh, have been 

of particular interest to the researchers (Takeuchi et al., 2019). Being essential for the economic development of 

the country and possessing vast potentials for fisheries-based ecotourism (Mozumder et al., 2018), riverine areas 

have also been observed in their vulnerability to natural hazards and flooding and, most recently, in terms of 

climate change (Sarker et al., 2021; Brouwer et al., 2007; Mamun et al., 2022; Chyon et al., 2023; Paul & 

Routray, 2010; Tashmin et al., 2018). These riverine communities’ challenges in Bangladesh can be discussed in 

the interest of livelihood, healthcare, and environmental sustainability. For instance, the riverine people in 

Bangladesh encounter difficulties in accessing healthcare, which has been addressed through initiatives such as 

the Friendship Floating Hospitals (Ahmed & Rahanaz, 2019). Additionally, the vulnerability of these 

communities to climate change and natural hazards has been a focal point of research, emphasizing the 

importance of understanding and enhancing local coping capacities (Mamun et al., 2022; Tashmin et al., 2018). 

Furthermore, the impact of the COVID-19 pandemic on the livelihood of the marginal population in Bangladesh 

has been a recent area of investigation (Hossain, 2021). 

Riverine landscapes are not only ecological hotbeds but also mosaics of biodiversity. These zones have been 

meticulously studied by Rakib et al. (2022), revealing the nuanced interactions within these ecosystems. 

Meanwhile, distinct health challenges such as children's wheezing and the ever-present danger of drowning have 

been scrutinized in these areas, particularly in Bangladesh by scholars like Jagnoor (2019), Takeuchi (2007), and 

Rahman et al. (2017). Their research illuminates the stark epidemiological realities facing communities nestled 

along these waterways. Allan (2004) raises a clarion call about the perils that human activities pose to river 

ecosystems, stressing the cascading effects on habitats, water purity, and the very fabric of biotic communities. 

Parallel to this, Mushi's (2021) investigation into how human actions—ranging from livestock rearing by the 

waterside to unregulated sewage disposal—fuel microbial contamination in river waters stands as a testament to 

our direct imprint on these environments. 

In another vein, Espinoza et al. (2020) delve into the patterns of movement and the habitats of endangered 

species within these aquatic corridors. Their work aligns with Westling's (2014) insights into local perceptions 

regarding riverine restoration, underscoring the criticality of grassroots engagement in ecological recovery 

efforts. This discourse on human impact extends to the alterations in river morphology triggered by dam 

constructions discussed by Semwal & Chauniyal (2019), painting a vivid picture of human ingenuity reshaping 

the natural flow of the Alaknanda River. Adding another layer to this complex interplay, Abeynayaka et al. 

(2020) highlight the worrying infiltration of microplastics into riverine habitats, a grim marker of anthropogenic 

pollution. Chen et al. (2022) further explores the vital role of ongoing river health assessments in fostering a 

sustainable synergy between human progress and aquatic health. 

The journey of human development traverses the cognitive, psychological, and socio-economic terrains, 

evolving intricately through various life stages. Kersey & Cantlon (2017) explore the roots of numerical 

cognition, tracing the developmental trajectory from infancy to adulthood, while Oladapo & Rahman (2016) 

paint a broader picture by weaving together factors like education, health, and human rights into the human 

development narrative. Gasper's (2005) treatise on Human Security integrates essential freedoms with life's 

basic needs, advocating for a balanced approach to human growth. On a similar note, Keung (2017) discusses 

the evolution of altruistic behavior and moral reasoning, pivotal elements that shape our societal fabric. The 

educational theories of Bronfenbrenner and Ryan & Deci as interpreted by Ahumada-Newhart & Eccles (2020), 

further highlight the role of diverse experiences in nurturing human potential. 

The Human Development Index (HDI), while a robust tool for gauging societal progress, is often critiqued for 

its oversimplified approach to capturing the multifaceted nature of human achievements. In response, the UNDP 

has expanded its methodology to include metrics like the Inequality in Human Development Index and the 

Gender Inequality Index, offering a more granular view of societal advancements as discussed by Mohanty & 

Dehury (2012) and further analyzed by Ternovykh et al. (2022). Research by Keser & Gökmen (2018) correlates 
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improved governance with higher human development scores, while Cao (2019) links eco-environmental 

synergy with economic growth, emphasizing the intertwined destiny of nature and human welfare. 

 

3.      Filling the Knowledge Gaps: A Focus on Rajbari’s Char Communities  

Despite extensive studies, significant gaps remain in our understanding of human development within riverine 

communities, especially in the dynamic char regions of Rajbari. Das and Bhuyan (2023) examined the acute 

deprivation in educational and financial resources among the Rabha communities, while environmental and 

health studies by Hanif et al. (2015) and Lein (2009) point to ongoing challenges and community resilience. 

However, these cross-sectional studies provide insights limited to their study periods, missing evolving trends 

and causality. Consequently, understanding human development's evolution in these communities remains 

incomplete. Specifically, there's a literature gap in riverine areas, notably Rajbari's char regions, concerning 

human development indices. Therefore, further research is needed to systematically assess and analyze these 

indices, considering education, healthcare, and living standards. By exploring socio-cultural dynamics and 

assessing human development quality across multiple indicators, including health, education, employment, 

resource access, and gender equality, this study aims to enrich understanding of char communities' human 

development landscape in Rajbari district. 

 

4.      Study Methodology  

4.1    Study Site Description and Its Rationale  
Rajbari District, nestled in central Bangladesh within the Dhaka division, hosts Char communities primarily 

clustered along the Padma River and its tributaries (Figure 1), serving as both a vital lifeline and a looming 

threat. These Chars, comprising river islands and sandbanks sculpted by the river's sediment deposition, display 

dynamic characteristics, expanding, contracting, or vanishing across seasons due to natural processes, setting 

them apart from more stable settlements. This environment offers both opportunities and challenges. 

Chars are predominantly accessible by boat, leading to isolation during specific periods, notably during the 

monsoon when river swells obstruct connections to the mainland, affecting access to markets, healthcare, and 

education. The population within these communities is diverse, engaged in farming, fishing, and labor, with 

fluctuations due to Char emergence and disappearance. Population density varies, attracting settlers in search of 

cultivable land and fishing opportunities. The inhabitants, mainly Bengali, exhibit a blend of religious 

backgrounds, mostly Islam, showcasing adaptability to harsh environments, evident in their distinct lifestyles 

and cultural traditions deeply intertwined with the river's dynamics. 

The Char economy thrives on rice, jute, and vegetable yields, supplemented by fishing, despite the river's erratic 

behavior and flooding threats, portraying a precarious subsistence. Infrastructure deficiencies necessitate formal 

education and healthcare services, with the absence of vital elements contributing to soaring illiteracy rates and 

health challenges. The Char communities epitomize resilience, tapping into ancestral insights to navigate 

challenges, fostered by a profound sense of community and mutual aid. 

The study site encompasses the char regions of Rajbari district, characterized by their vulnerability to river 

dynamics and unique livelihood patterns closely tied to river-based activities. The selection is driven by the 

environmental dynamics shaping these areas, aiming to illuminate how they influence human development. The 

diversity within Rajbari's char communities offers a rich backdrop for examining human development across 

various settings, providing insights into broader char community dynamics in Bangladesh. 
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Figure 1. Map of the Rajbari District including Padma Riversides 

 
Source: https://bdmaps.blogspot.com/2011/09/rajbari-district.html 

 

4.2    Sampling and Data Collecting Procedure  
Rajbari district has a total of five upazilas such as Goalando, Rajbari Sadar, Kalukhali, Baliakandi, and Pangsha. 

All except Baliakandi include char areas. Based on data from the upazila offices, 16 villages within these char 

areas where 7234 families live. Therefore, we used a multi-stage cluster sampling method to sample 500 

households across four stages. 

Initially, we divided the Char regions into 16 villages based on non-overlapping geographical areas. Subsequently, in the 

second stage, we randomly selected ten villages (clusters) as primary sampling units (PSU), depending on their 

proximity to the Padma River, and varying degrees of vulnerability to riverbank erosion and flooding. The third stage 

involved selecting 50 individuals from each primary cluster using simple random sampling to ensure randomness. 

Finally, compiling lists of 50 individuals from each cluster yielded the final sample of 500 individuals. 

The data collection procedure for this study is designed to gather both quantitative and qualitative data, providing a 

comprehensive view of human development in char communities. Baseline surveys was conducted in the selected 

char communities to collect quantitative data on key human development indicators. These surveys covered aspects 

such as education levels, healthcare access, economic conditions, and gender-related dynamics. Survey questions 

were designed to capture both demographic information and indicators specific to charland life. Qualitative data have 

been gathered through in-depth interviews with community members, local leaders, and stakeholders. These 

interviews will explore the lived experiences, challenges, and aspirations of charland residents. Qualitative data is 

essential for capturing the narratives and contextual nuances of human development. Focus group discussions have 

been organized within the communities to encourage open dialogue and gather insights on community-level 

dynamics, such as resilience strategies and adaptation measures. These discussions provide a forum for community 

members to share their perspectives. By combining these quantitative and qualitative data collection methods, the 

study aims to provide a comprehensive and robust dataset that addresses the research objectives and research gaps. 

This approach allows for a holistic understanding of human development in char communities while accounting for 

the dynamic nature of riverine life in Rajbari district. 

 

4.3     Assessment of Human Development Landscape  
The measurement of human development is essential in understanding the quality of life and livelihoods across 

the charlands, as well as tracking changes over time. Various prominent measures have been developed to 

capture these changes, each offering a unique perspective: 

The Human Development Index (HDI), created by the United Nations Development Programme (UNDP), is a widely 

recognized measure of human progress. It embodies the concept that human advancement involves healthy and long 

lives, education, and a decent living standard. HDI is calculated by assessing three areas, each with specific measures: 
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Table 2. HDI dimensions, indicators, and dimension indices 

Dimensions Indicators Dimension index 

A long and healthy life Life expectancy at birth Life expectancy index 

 

Knowledge 

Mean years of schooling  

Education index Expected years of schooling 

A decent standard of living GNI per capita (PPP $) GNI/ Income index 

 

HDI is derived by normalizing these measures with a formula where the normalized indicator equals (actual 

value - minimum value) divided by (maximum value - minimum value). The overall HDI is the cubic root of the 

product of the Health, Education, and Income indices, i.e., the geometric mean (GM) of the three indices 

(Bastian Herre and Pablo Arriagada, 2023).  

The Inequality-Adjusted Human Development Index (IHDI), also from UNDP, builds on the HDI framework 

but incorporates disparity measures in health, education, and income within countries. It adjusts HDI values by 

considering inequality data, offering a more nuanced understanding of internal disparities (Bastian Herre and 

Pablo Arriagada, 2023). 

The Gender Development Index (GDI) is another UNDP metric, focusing on gender disparities in human 

development (Bastian Herre and Pablo Arriagada, 2023). Similar to HDI and IHDI, it measures disparities using 

gender-specific data in the same three dimensions, calculating separate HDIs for males and females. The GDI is 

the ratio of female HDI to male HDI, with values below 1 indicating better development for men and above 1 

for women, highlighting gender equality in countries. 

The Augmented Human Development Index (AHDI), devised by economist Leandro Prados de la Escosura 

(2023), adds a historical lens to human development, including a fourth element: civil and political freedom, 

measured by the Varieties of Democracy's Liberal Democracy Index. Like HDI, AHDI normalizes and combines 

these indicators, with scores between 0 and 1. It uses a formula where the normalized indicator equals the 

logarithm of (maximum value - minimum value) minus the logarithm of (maximum value - actual value), 

divided by the logarithm of (maximum value - minimum value). GDP per capita (logarithmized) and the 

democracy index are linearly transformed, akin to HDI’s normalization process. The AHDI is the fourth root of 

the product of the Health, Education, Income, and Freedom indices, ensuring that high scores in one area do not 

compensate for low scores in others. 

 

5.      Empirical Findings   

For generations, the rivers Padma and Jamuna have been the lifelines for the char communities that reside along 

riverbanks in Rajbari. These rivers are the source of sustenance, providing fish, facilitating transportation, and 

enriching the soil for agriculture. The rhythm of life here is in sync with the ebb and flow of these rivers. 

Fishermen venture into the waters at dawn, their silhouettes against the rising sun, a daily ritual of hope and 

survival. Farmers along the banks depend on the fertile silt deposited by the rivers, nurturing crops that sustain 

not only their families but also contribute to the nation’s food basket. Based on this backdrop, we have collected 

data for exploring human development scenarios in the charlands of Rajbari district, which provides some 

exclusive findings that can change and improve the area under consideration for this study.  

 

5.1     Socio-Demographic, Economic, and Lifestyle Findings of the Respondents  

The comprehensive tapestry of a community plays a vital role in understanding its overall development episode, 

including education, health, employment, technological status, income, environment, and cultural practices, 

affecting not only individual well-being but also the collective lives and livelihoods of the society. Table (1) 

paints a detailed picture of 500 respondents' socio-demographic, economic, and lifestyle contexts for the char 

regions of Rajbari district in Bangladesh.  
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Table 1. Comprehensive Socio-Demographic, Economic, and Lifestyle Profile of the Respondents 

(a) Age distribution of the Respondents (b) Occupational Status of the Respondents 

Age group Frequencies Percentage Occupation frequencies Percent 

20-29 66 13 Agriculture 195 39 

30-39 81 16 Agriculture/Fishing 148 30 

40-49 62 12 Business 84 17 

50-59 90 18 Government Employee 11 2 

60-69 65 13 Labourer 10 2 

70-79 83 17 NGO Employee 3 1 

80-89 53 11 Three-wheeler 49 10 

Grand Total 500 100 Grand Total 500 100 

(c) Gender ratio of the Respondents (d) Literacy Rate of the Respondents 

Gender Frequencies Percentage Categories Frequencies Percent 

Female 181 36 Literate 280 56 

Male 319 64 Illiterate 220 44 

Grand Total 500 100 Total 500 100 

(e) Family Structure of the Respondents (f) Food and Cuisine Status of the Respondents 

Family type Frequencies Percentage Items frequencies Percent 

Nuclear 200 40 Traditional Bengali Cuisine 450 90 

Extended 300 60 Mixed/Other Cuisines 50 10 

Grand Total 500 100 total 500 100 

(g) Education Status of the Respondents (h) Hosing Conditions of the Respondents 

Education Labels Frequencies Percent Housing types frequencies Percent 

College/University 10 2 Mud, Bamboo and straw 18 3.6 

Higher Secondary 35 7 Hybrid 277 55.4 

Secondary School 100 20 Tin Shed 40 8 

Primary School 135 27 Pucca 5 1 

No Formal Education 220 44 Semi Pucca 160 32 

Grand Total 500 100 Grand Total 500 100% 

(i) Religions Practiced of the Respondents (j) Traditions and Customs of the Respondents 

Religions Frequencies Percent Adherence level Frequencies Percent 

Islam 495 95 Strong 350 70 

Hinduism 5 1 Moderate 150 30 

Total 500 100 Total 500 100 

(k) Agricultural Practices of the Respondents (l) Energy Sources of the Respondents 

Practiced items Frequencies Percent Sources Frequencies Percent 

Traditional farming 300 60 Biomass (Wood, crops 

residue, animal dung) 

150 30 

Mixed farming 150 30 Electricity 235 47 

Primarily modern 

farming 

50 10 Solar/ other renewable 

energies 

115 23 

Grand Total 500 100 Grand Total 500 100 
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(m) Access to Clean Water of the Respondents (n) Sanitation Facilities of the Respondents 

Access level Frequencies Percent Level Frequencies Percent 

Reliable 200 40 Healthy facilities 100 20 

Intermittent 250 50 Basic facilities 300 60 

Poor 50 10 Limited/No facilities 100 20 

Grand Total 500 100 Grand Total 500 100 

(o) Income Distribution of the Respondents (p) Health and Nutrition of the Respondents 

Income levels Frequencies Percent Access to nutritious food Frequencies Percent 

<150000 40 8 Consistent access 200 40 

150000-200000 55 11 Intermittent access 225 45 

200000-250000 180 36 Poor access 75 15 

250000-300000 120 24 Total 500 100 

300000-350000 55 11 Migration patterns Frequencies Percent 

350000-400000 35 7 Locally born 89 445 

400000 & above 15 3 Shifted from other chars 55 11 

Grand Total 500 100 Grand Total 500 100 

(q) Healthcare Access of the Respondents (r) Social Mobility of the Respondents 

Access levels Frequencies Percent Mobility levels Frequencies Percent 

Good access 75 15 Low 350 70 

Moderate access 250 50 Moderate 125 25 

Poor access 175 35 High 25 5 

Grand Total 500 100 Grand Total 500 100 

(s) Drinking water status of the 

Respondents 

(t) Technology Status of the Respondents 

Sources Frequencies Percent Access to technology Frequencies Percent 

Well 3 0.6 Basic (Mobile phones) 425 85 

Tubewell 495 99 Moderate (PC, Internet) 50 10 

Pond/River 2 0.4 None or very limited 25 5 

Grand Total 500 100 Grand Total 500 100 

(u) Political and Civic Engagement of the Respondents 

Participation in Local 

Governance 

Frequencies 

 

Percent Awareness of Political 

Issues 

Frequencies 

 

Percent 

Actively 50 10 High 150 30 

Somewhat 100 20 Moderate 250 50 

No or limited 350 70 Low 100 20 

Grand Total 500 100 Grand Total 500 100 

 

(v) Environmental Awareness and Practices of the Respondents 

Sustainable Practices Frequencies 

 

Percent Awareness of 

Environmental Issues 

Frequencies 

 

Percent 
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Actively 100 20 High 150 30 

Sometimes 200 40 Somewhat 250 50 

Rarely 200 40 Low/No 100 20 

Grand Total 500 100 Grand Total 500 100 

(w) Health and Nutrition of the Respondents (x) Exposure to Environmental Risk of the Respondents 

Access to nutritious 

food 

Frequencies Percent Degree of exposure Frequencies Percent 

Consistent access 200 40 High (Flooding, Erosion) 300 60 

Intermittent 225 45 Moderate 150 30 

Poor access 75 15 Low 50 10 

Grand Total 500 100 Grand Total 500 100 

(y) Arts and Entertainments of the Respondent (z) Common health diseases faced by Respondents 

Categories Frequencies Percent Health issues Frequencies Percent 

Traditional folk 300 60 Waterborne Diseases 150 30 

Modern effects 150 30 Malnutrition 100 20 

Limited involve 50 10 Respiratory Issues 75 15 

Total 500 100 Mild Issues 175 35 

(@) Access to Transportation of the Respondents 

Transports Access level Frequencies Percent 

Own Vehicle, regular public transport Good access 100 20 

Occasional public transport, shared transport Moderate access 250 50 

Limited or No transport options Poor access 150 30 

                      Grand Total 500 100 

Source: Field Survey, 2023 

 

The rich tapestry of the respondents' lives, as detailed in the intricate profile synopsis outlined in Table 1, 

commences with an analysis of age demographics. Within this spectrum, individuals aged between 30-39 and 

50-59 emerge as the most prevalent groups, constituting 16% and 18% of the surveyed population, respectively. 

In stark contrast, those within the 80–89 age group are scarcely represented, making up a mere 11%. 

Professionally, a significant segment of the population is immersed in the agricultural and aqua-farming sectors, 

with 39% involved in general agriculture and 30% in agriculture combined with fishing. Conversely, 

engagement in governmental or non-governmental organizations is notably sparse. The gender distribution 

among the participants is skewed, with males representing 64% of the sample, overshadowing the 36% 

contribution by their female counterparts. Educational backgrounds reveal a dichotomy in literacy: 56% of the 

respondents are literate, juxtaposed against 44% who are not. The predominant family setup is the extended 

family model, encompassing 60% of those surveyed, while the remaining 40% reside in nuclear families. 

Culinary preferences are overwhelmingly in favor of traditional Bengali dishes, cherished by 90% of the 

respondents, underscoring a deep-seated cultural affinity. Regarding education, a notable 44% of individuals 

have not received formal schooling; the highest level of education for 27% is merely primary school. Housing 

types are varied, with 'Hybrid' homes being the most common, although specific percentages are not delineated. 

The religious landscape is dominated by Islam, which is practiced by 95% of the populace. Moreover, 70% of 

the community adheres strictly to traditional customs and practices. In the agricultural domain, 60% rely on age-

old farming techniques. Primary energy sources include electricity (47%), biomass, and renewable resources. 

Half of the respondents report sporadic access to potable water, and 60% describe their sanitation facilities as 

primary. This snapshot vividly depicts the complex socio-economic and cultural fabric of the community. 
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Turning our gaze to household incomes within Rajbari’s Char communities, we find a diversity in earnings. 

Most households earn between 150,000 and 250,000 annually, while a smaller portion exceeds the 400,000 

mark. Nutritional access is equally varied; 40% of families consistently secure nutritious meals, whereas nearly 

half face irregular food availability. Local birthrates are high, indicating minimal geographic mobility among 

residents. Dependency ratios are evenly spread across high, moderate, and low categories. 85% of the 

community uses basic mobile phones, which is the extent of technological reach. Political involvement and civic 

awareness are generally low, highlighting a potential area for growth in engagement. Environmental 

conservation efforts are mixed, with only 20% participating in sustainable practices, though 60% are frequently 

exposed to environmental hazards such as floods and erosion. Cultural expressions through traditional folk arts 

remain vibrant. Health challenges such as waterborne diseases, malnutrition, and respiratory conditions are 

prevalent, exacerbating the community's struggles. Lastly, transportation access is limited; only 20% of the 

population reports satisfactory transportation options, reflecting a dependency on less reliable transport means. 

 

5.2     Computing HDI  

Our method for calculating the Human Development Index (HDI) starts with making separate indices for each 

of the recognized dimensions and establishing minimum and maximum values for each indicator (table 3). The 

methodology section explains the normalization algorithm that we use to measure performance on a scale from 0 

to 1. 

Table 3. Benchmarks of HDI Dimension Indices 

Indicators Actual/Mean value Maximum Minimum 

Infant mortality rate (IMR) 34.56 74 0 

Adult literacy rate (ALR) 56 100 0 

Mean years of schooling (MYS) 4.6 15 0 

Per capita income 246,250 570,000 120,000 

 

For the health index, the infant mortality rate, defined as the number of infants not surviving beyond their first 

year per thousand live births, is a key metric. In our study, this rate in the community stands at 34.56 (Field 

Survey, 2023), exceeding both the state average of 26.30 (GDL, 2019) and the national average of 23.672 

(macrotrends report, 2020). Recognizing the inverse relationship between infant mortality rate and HDI, we 

apply a specific formula to calculate the health index as prescribed by (Das & Bhuyan, 2023):   

 

The education dimension considers the average value of the adult literacy rate (ALR) and Mean Years of 

Schooling (MYS) for those aged 15 and above (followed by (Dan & Bhuyan, 2023)). The adult literacy rate, 

indicating the percentage of the population over 15 who can read, write, and understand a simple statement, is 

56% in our study (Field Survey, 2023). MYS, a UNDP indicator for educational attainment, averages the 

number of completed educational years, excluding repeated grades. In our research, the MYS is 4.6 years for the 

sampled population (Field Survey, 2023). 

 

 

 

For assessing the standard of living in our study, we rely on per capita income of sampled households as a proxy 

of GNI per capita (Das & Bhuyan, 2023), setting it at BDT 246,250 (field survey, 2023), to compute the income 

index within the HDI framework. This approach differs by utilizing per capita real consumption expenditure, 
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adjusted for inequality, to evaluate living standards. We normalise and measure this index using logarithmic 

value of normalization formula as follows:  

 

Therefore, the HDI for the Char community of Rajbari district is:  

 

 

 

The computed Human Development Index (HDI) is approximately 0.474. The value, categorized as low human 

development, represents the collective influence of education, health (life expectancy), and income (GNI per 

capita) on the overall human development in Rajbari's char region. The low score is impacted by variables such 

as a lack of educational attainment and a low income. 

 

5.3     Measuring IHDI  

The HDI was computed by employing the geometric mean of three specified indices. However, it is possible to 

estimate the HDI using the arithmetic mean, which was utilized by the UNDP prior to 2010. One significant 

benefit of utilizing GM is the ability to quantify interdimensional or sub-dimensional irregularity, a capability 

that is not achievable with AM. There are disparities present in both indicators and persons. This necessitates the 

measurement of inequality-adjusted HDI, also known as IHDI, for a nation, society, region, or community. In 

order to calculate the IHDI for a community such as Char area, the interdimensional inequality is adjusted using 

the Atkinson measure of inequality (Atkinson, 1970), which is considered a suitable tool for assessing 

inequalities between different indicators.  In order to incorporate inequality into our analysis, we have employed 

the Atkinson approach in the following manner: 

 

Where, Ax is the inequality adjusted indicator, AM is the mean of the indicator, and GM means geometric mean 

or equally distributed equivalent value of the indicator.  

Therefore, the IHDI is:  

 

Now, we calculate Ax for each indicator as follows:  

 

 

 

 

 

These values make sense that a 5%, 10%, 11%, and 30% reduction in each indicator due to inequality. So, the 

calculated value of IHDI is:  
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Compared to the HDI, the IHDI is rather lower at approximately 0.399. The existence of inequality in the 

region, impacting life expectancy, education, and income, is indicated by this decline. The IHDI is lower than 

the HDI when inequality is high, suggesting that differences in these dimensions have a major effect on the 

human development score as a whole. 

 

5.4    Accounting GDI  

To develop the Gender Development Index (GDI), we must create separate indices for each dimension that has 

been discovered. As shown in Table 4, this entails setting benchmarks, which include minimum and maximum 

values, for each indicator. 

 

Table 4. Benchmarks of GDI Calculation 

Gender Indicators Actual/Mean value Maximum Minimum 

Male Infant mortality rate (IMR) 29.70 74 0 

Adult literacy rate (ALR) 68.41 100 0 

Mean years of schooling (MYS) 5.2 15 0 

Per capita income 375,000 570,000 210,000 

Female Infant mortality rate (IMR) 37 74 0 

Adult literacy rate (ALR) 24.60 100 0 

Mean years of schooling (MYS) 3.45 15 0 

Per capita income 180,000 350,000 120,000 

 

We quantify performance in each dimension on a scale from 0 to 1, using a normalization formula detailed in the 

methodology section. 

Health Index 

To construct this index, we used the infant mortality rate which is in the community found at 29.70 for male and 

37 for female (Field Survey, 2023). By using this information and applying the formula of Das & Bhuyan 

(2023), we have:   

 

 

Education Index 

For the education dimension, we used ALR and MYS indices for male and female which we found 68.41% and 

5.2 years for male and 24.60% and 3.45 years for female in the sampled population (Field Survey, 2023). 

Therefore,  
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Income Index  

We defined the male per capita income at BDT 375,000 and the female per capita income at 120,000 (field 

survey, 2023) to use as a proxy for the per capita gross national product (Das & Bhuyan, 2023). Using the 

following formula for the logarithmic value of normalization, we normalize and measure this index:  

 

 

 

HDI for Each Gender 

Therefore, the HDI for the Char community of Rajbari district is:  

 

 

 

 

 

 
 

GDI Calculation 

Therefore, GDI = HDI_female / HDI_male = 0.356/0.564 = 0.631 

The result of this computation is a GDI of 0.631, meaning that, on average, women in this situation are at a 

development level that is 63.1% lower than that of men. There may be gender differences in human 

development if the GDI is less than 1. The GDI identifies domains where gender differences occur regarding life 

expectancy, income, and education. For example, disparities in women's access to and quality of 

schooling indicate that the education component of the HDI is substantially lower for females than for males. 

 

5.5     Assessment of AHDI  

With the three principal indicators of HDI such as life expectancy, education and income of respondents of a 

given area, the AHDI consider another critical indicator named civil and political freedom, which we found as 

freedom index of 2.70 because we have already rated it on a scale from 1 to 5. 
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The AHDI, pegged at 0.733, provides a nuanced lens through which to view the multifaceted nature of human 

development—this figure encapsulates critical dimensions such as health, education, income, and democratic 

governance. A glance at this value suggests a relatively robust level of human development; however, the story 

does not end here as there are still significant strides to be made particularly in education, income levels, and 

democratic freedoms. Peering deeper into the indices that compose the AHDI brings additional color to our 

understanding. The Health Index, which is noted at 0.533, reveals that health outcomes, while reasonably 

favorable, leave room for enhancement. It contributes a positive thrust to the overall AHDI, reflecting a 

populace experiencing a fair degree of health-related well-being. 

In contrast, the Education Index tells a slightly different tale. Registered at 0.434, it indicates that educational 

attainment, though moderate, is an area ripe for advancement. This dimension of human development beckons 

for a bolstering of educational frameworks to elevate learning outcomes and, by extension, enhance the AHDI. 

Similarly, the Income Index, observed at 0.461, portrays a moderate economic environment. This level of 

economic prosperity, or lack thereof, plays a critical role in shaping the broader human development index, 

suggesting that economic policies need reevaluation and revitalization to foster greater economic growth. Lastly, 

the Democracy Index, which stands markedly at 2.70, underscores a critical concern in the realm of political 

freedoms. The relatively low score in this index points to a pressing need for democratic reforms. It starkly 

highlights the current state of political liberties and suggests that improving governance could significantly 

impact the overall human development score. 

Collectively, these indices do not merely add up to the AHDI; they offer a complex and telling mosaic of the 

current state of human development across various sectors. Each index provides a gateway to understanding 

different facets of societal well-being and underscores areas where targeted improvements can lead to 

substantial gains in human development. 

 

6.      Discussion of the Results 

The findings of our comprehensive investigation shed nuanced light on human development within the char 

areas of Rajbari, presenting a landscape riddled with both strides and stumbling blocks. Notably, while health 

outcomes have seen moderate improvements, other crucial areas such as education, income distribution, gender 

equality, environmental sustainability, and political and economic freedom continue to pose significant 

challenges. This intricate web of factors underscores the necessity for an integrated strategy to tackle the 

complex developmental issues faced by these communities. 

Our analytical synthesis, grounded in various human development indices, has painted a detailed portrait of the 

developmental dynamics in this region. These insights dovetail with those from preceding studies, reinforcing 

established trends and unveiling unique hurdles that these populations encounter. In particular, the Human 

Development Index (HDI) reveals a low composite score for Rajbari's char locales, balanced delicately between 

educational achievements, life expectancy, and income levels. Education here is gradually advancing, albeit at a 

pace that trails behind more urbanized areas. Meanwhile, health metrics, bolstered by recent medical initiatives, 

are somewhat marred by environmental and occupational risks. These nuances echo the work of grim et al. 

(2008) and Shaydullina (2020), who charted similar trajectories in the world, yet our research goes further by 

pinpointing specific environmental and job-related factors that affect health outcomes in char regions—areas not 

extensively explored by those researchers.  

Moreover, the Inequality-adjusted Human Development Index (IHDI) highlights pronounced disparities in 

income and educational access within the Rajbari area. This index uncovers hidden inequalities that the 

conventional HDI overlooks, suggesting that bespoke educational and economic interventions are urgently 

needed. This facet of our findings aligns with and extends the discussions initiated by Алексеева (2019) 

regarding concealed inequalities in rural sectors of the developing countries. 

Additionally, the Gender Development Index (GDI) has unearthed significant gender gaps in education and 

economic engagement in the char areas. Despite some advancements in health and educational opportunities for 

women, economic participation remains lackluster, calling for more nuanced, gender-specific policies in the 

region. This discussion aligns with the findings of Karim et al. (2016) and Ahmed et al. (2000).  
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Finally, our introduction of the Additional Human Development Index (AHDI), which incorporates elements 

such as access to clean water and disaster resilience, offers a more elaborate understanding of the developmental 

challenges. This index may compare with the findings of Bekele et al. (2021), highlighting the pressing need to 

improve water accessibility and enhance resilience against natural disasters as pivotal to boosting human 

development in the Sub-Saharan Africa. 

 

7.     Conclusion 

Rajbari’s char area, a region measured by indices like the HDI, the IHDI, the GDI, and the AHDI, presents a 

multifaceted view of its developmental struggles. With an HDI at a mere 0.474, it is clear that the area 

languishes in the low development category; challenges in education, health, and income are significant. The 

IHDI, even lower, at 0.399, reveals deep-rooted inequalities that affect various community segments unevenly—

particularly in essential services and opportunities. Moreover, the Gender Development Index (GDI) which 

stands at approximately 0.738, highlights severe gender disparities. Women in this region face notable barriers 

in education, economic independence, and health outcomes. Addressing these disparities is critical to fostering 

equitable growth. Additionally, the Augmented Human Development Index (AHDI), at 0.631, provides a 

broader perspective on overall human development which includes democratic engagement alongside traditional 

metrics like health and education. This index suggests while there's moderate to high development in some 

areas, others, notably education and political freedoms, need urgent attention. 

 

8.     Policy Considerations 

To address these complex issues, comprehensive policies are essential. Enhancing education through improved 

access and quality, especially for girls and adult learners, is crucial. Economic initiatives should support local 

industries and provide essential skills training. Health services need expansion, especially in maternal and 

childcare. Furthermore, promoting gender equality and reducing inequalities requires targeted policies that 

ensure fair access to all community resources. These strategies should not only address immediate disparities but 

also aim to uplift the entire community by fostering sustainable and equitable development. 

Significantly, the analysis of the AHDI points towards a need for more focused economic policies and stronger 

civil liberties. Community engagement and local expertise will be pivotal in implementing these changes 

effectively, ensuring that development is not only comprehensive but also inclusive. 
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mvims‡ÿc evsjv‡`‡ki cÖe„w× I Dbœq‡bi GKwU Aby‡cÖiYvg~jK Mí n‡”Q 2031 mv‡ji g‡a¨ D”P ga¨g Av‡qi †`k Ges 2041 

mv‡j DbœZ I ¯§vU© evsjv‡`‡k DbœxZ n‡e| K‡ivbvi g‡Zv ˆewk¦K AwbðqZvi mg‡qI eo ai‡bi AvNvZ wenxb evsjv‡`‡ki cÖe„w× 

I Dbœq‡bi kw³kvjx †iKW© AR©b K‡i‡Q| we‡`‡k kw³kvjx RbmsL¨vi Avq I Av‡qi jf¨vsk, kw³kvjx ˆZwi †cvkvK 

(AviGgwR) ißvwb, w ’̄wZ ’̄vcK †iwgU¨vÝ cÖevn Ges w ’̄wZkxj mvgwóK A_©‰bwZK Ae ’̄v MZ `yB `kK a‡i `ªæZ A_©‰bwZK cÖe„w×‡K 

mg_©b K‡i‡Q| Aaybv (b‡fš^i-wW‡mš̂i 2023) wiRvf© b~¨bZg ch©v‡q DbœxZ n‡q‡Q, gy`ªvùxwZi e¨vcKZv µgk e„wØ _vKv m‡Ë¡I 

we‡k¦i DbœZ M‡elKMY evsjv‡`‡ki `vwi`ª¨ we‡gvPb I AeKvVv‡gvMZ Dbœq‡bi GK AmvaviY Mí e‡j _v‡K| 1971 mv‡j 

evsjv‡`k R‡b¥i mgq `wi ª̀Zg †`k¸wji g‡a¨ GKwU †_‡K, 2015 mv‡j evsjv‡`k wb¤œ-ga¨g Av‡qi Ae ’̄v‡b †cŠu‡Q wQj| GwU 

2026 mv‡j RvwZms‡Ni ¯̂‡ívbœZ †`k¸wji (GjwWwm) ZvwjKv †_‡K ga¨g Av‡qi †`k nIqvi c‡_ i‡q‡Q| `vwi ª̀¨ 2010 mv‡j 

11.8 kZvsk †_‡K K‡g 5.0 kZvs‡k †b‡g G‡m‡Q| 2023 Z_¨wfwËK jÿ¨ Kiv hvq, gv_v wcQz Avq e„wØ, ¯̂v ’̄¨ LvZ I ¯̂v ’̄¨‡mevq 

mvdj¨, bvix I wkï Dbœq‡b AR©b, bvixi ¶gZvq‡b AR©b, wWwRUvj evsjv‡`k MVb, K…wl‡Z K…wZZ¡ Ges Lv‡`¨ ¯̂qsm¤ú~Y©Zv 

AR©b, cÖevmx kÖwgK‡`i Avq cÖev‡ni gvBj djK Dbœqb, RvwZmsN kvwšÍ wgk‡b evsjv‡`‡ki Ae`vb, we`y¨rLv‡Z mvdj¨, wbR¯^ 

A_©vq‡b cÙv †mZz wbg©vY, d¬vBIfvi AR©b, †g‡Uªv‡ij, Kb©dzwj †U‡bj, nvBI‡q, mvgvwRK wbivcËv Lv‡Z AR©b, f‚wg e¨e ’̄vcbvq 

e¨cK mvdj¨mn A_©‰bwZK AR©b I P¨v‡jb&R †gvKv‡ejvq †KŠkjMZ mvdj¨ AR©b Kiv m¤fe n‡q‡Q| AwaKš‘, gvbe Dbœq‡bi 

gvÎvMZ djvdj †ek DbœZ n‡q‡Q| evsjv‡`‡ki gvBjdjK ¯̂xK…wZ I 52 I iƒcvšÍwiZ A_©bxwZ AR©b Kiv m¤fe n‡q‡Q| 

evsj‡`‡ki GB Dbœqb aviv Ae¨vZ _vK‡j AvMvwg 2041 mv‡j ¯§vU© evsjv‡`k I DbœZ †`‡k DbœxZ n‡e| 

 

evsjv‡`k 52 eQ‡i cwieZ©b I iƒcvšÍwiZ ivRbxwZ A_©bxwZ  

(Transforming and Transation of Political Economy of Bangladesh in 52 years) 

MZ 52 eQ‡i evsjv‡`‡ki A_©bxwZ K…wl Lv‡Z Kg©ms¯’v‡b D‡jøL‡hvM¨ cZb Ges wkí I †mev Lv‡Z Kg©ms¯’vb we‡kl K‡i ˆZwi †cvlvK 

wk‡í ª̀æZ e„w× AbyfyZ n‡q‡Q| 1980 †_‡K 2010 mv‡ji g‡a¨, cwi‡lev LvZ 3.6 kZvsk †_‡K 6.7 kZvsk ch©šÍ w¯’wZkxj cÖe„w× 

†iKW© K‡i‡Q| ¯^vaxbZvi myeY© RqšÍx D`hvcb RvwZi Rb¨ me‡P‡q eo gvBjdjK| †`k bvbv evav AwZµg K‡i `w¶Y Gwkqvi GKwU 

kw³kvjx †`‡k cwiYZ n‡q‡Q| evsjv‡`k‡K "¯^‡ívbœZ †`k" †_‡K "Dbœqbkxj †`‡k" DbœxZ Kivi RvwZms‡Ni †NvlYv gvBjdjK 

D`hvc‡b GKwU mgq Dc‡hvMx gvÎv †hvM K‡i‡Q| evsjv‡`‡ki RbMY‡K Awfb›`b †`qv n‡q‡Q| 

¯^vaxbZvi ci Lv`¨-e¯¿-evm¯’vb, Drcv`b e¨e ’̄v, cybe©vmb I cybM©V‡bi KvRwU wQj AcÖwZ‡iva¨| ¯̂vaxbZvi cÖwZôvZv e½eÜy †kL 

gywReyi ingv‡bi †bZ„‡Z¡ cybM©Vb cÖwµqv ïiæ nq| ¸ßnZ¨v, Af¨yÌvb, cvëv Af¨yÌvb Ges mvgwiK kvm‡bi g‡Zv Aw¯’iZvi Kvi‡Y 

evsjv‡`‡ki Dbœqb hvÎv jvBbP¨yZ n‡qwQj| 1975 mv‡ji 15 AvM÷ e½eÜy †kL gywReyi ingvb‡K nZ¨vi ci mvgwiK ˆ¯^ikvmKiv 

ivóª¶gZv `Lj K‡i cÖvq 15 eQi kvmb Ki‡j eo ai‡bi Dbœqb wech©q N‡U| 2009 mvj †_‡K cÖe„w×i cÖavb Av_©-mvgvwRK Ges 

gvbweK m~PK¸wji mv‡_ AšÍf©yw³g~jK Dbœqb n‡q‡Q| 50 eQ‡ii hvÎvq, evsjv‡`k GLb Ab¨vb¨ Dbœqbkxj †`‡ki Rb¨ †ivj-g‡Wj 

wnmv‡e we‡ewPZ nq| 

1971 mv‡j evsjv‡`k DËivwaKvi m~‡Î GKwU hy×-weaŸ¯Í `wi`ª A_©bxwZ †c‡qwQj| †`kwU GKwU Lvwj †KvlvMvi wb‡q hvÎv ïiæ 

K‡iwQj| `yB `k‡Ki cvwK¯Ívwb Jcwb‡ewkK †kvl‡Yi Kvi‡Y A_©bxwZ `vwi‡`ª¨i `yó P‡µ AvU‡K hvq| mxwgZ m¤ú` _vKv m‡Ë¡I MZ 

cuvP `k‡Ki †kl ỳB `kK evsjv‡`k Af‚Zc~e© A_©‰bwZK AMÖMwZ K‡i‡Q| evsjv‡`‡ki AMÖMwZ D`vniY †`Iqvi g‡ZvB| GB Dbœqb 

A‡bK DbœZ †`‡ki †Pv‡L Bl©v †j‡M‡Q| A_©bxwZ I Av_©mvgvwRK †ewki fvM m~P‡K evsjv‡`k Qvwo‡q †M‡Q `w¶Y Gwkqv‡K| wbgœ 

Av‡qi †`k¸‡jv‡K Qvwo‡q‡Q †Zv A‡bK Av‡MB| AvšÍR©vwZK gy`«v Znwej (AvBGgGd) e‡j‡Q, GKwU Rbeûj I wbgœ Av‡qi †`k 

                                                      
*  Aa¨vcK (Ae.), i‡qj BDwbfvwm©wU XvKv Ges cÖwZôvZv I cÖwZôvZv Aa¨ÿ, XvKv wmwU B›Uvb¨vkbvj K‡jR| B-†gBj: sikder67@yahoo.com 
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wn‡m‡e evsjv‡`k †hfv‡e cÖe„w×i m‡½ `vwi`ª¨ ~̀i Ges ‰elg¨ Kgv‡bv‡K mshy³ K‡i‡Q, Zv AZ¨šÍ D‡jøL‡hvM¨| mevB‡K AšÍf©y³ K‡i 

cÖe„w× AR©‡bi †¶‡Î evsjv‡`k GLb D`vniY m„wóKvix GKwU †`k| wek¦ e¨vsK †`wL‡q‡Q, cÖavb 12wU m~P‡Ki g‡a¨ 10wU‡ZB 

evsjv‡`k `w¶Y Gwkqv Ges Ab¨ wbgœ Av‡qi †`‡ki Zyjbvq GwM‡q †M‡Q Ges hv‡”Q| Z‡e AšÍf©yw³g~jK cÖe„w× AR©‡b evsjv‡`‡ki eo 

ai‡bi mvdj¨ _vK‡jI ivRbxwZ Pj‡Q wVK D‡ëv c‡_| AšÍf©yw³g~jK ivRbxwZi Afv‡e A_©bxwZi mvdj¨ wcwQ‡q co‡Q e‡j g‡b 

Ki‡Qb A_©bxwZwe` I we‡klÁiv| APj n‡q co‡Q †`‡ki A_©bxwZ, Kg‡Q cÖe„w×| d‡j mvgvwRK m~PK¸‡jvI ûgwKi g‡a¨ c‡o 

†M‡Q| MZ ỳB `k‡Ki A_©‰bwZK cÖe„w× I mvgvwRK Dbœq‡bi †h‡Kv‡bv m~P‡Ki wePv‡i evsjv‡`‡ki Af‚Zc~e© AMÖMwZ n‡q‡Q| 

evsjv‡`k 1990-Gi ci mvwe©Kfv‡e cÖe„w×‡Z Dbœqbkxj †`‡ki Mo nv‡ii Zyjbvq A‡bK GwM‡q‡Q| `vwi‡`ª¨i nvi A‡a©‡K †b‡g‡Q| 

†g‡q‡`i A_©‰bwZK Kg©Kv‡Û Ae`v‡bi nvi ª̀æZ †e‡o‡Q, RbmsL¨v, Mo Avqy, wkï g„Zz¨i nvi, †g‡q‡`i ¯‹y‡j covi nvi, m¶g 

`¤úwZ‡`i Rb¥wbqš¿Y e¨e¯’v MÖn‡Yi nvi BZ¨vw` mvgvwRK m~P‡K evsjv‡`k mgch©v‡qi Dbœqbkxj Ab¨vb¨ †`k, GgbwK cÖwZ‡ewk 

fviZ‡K †cQ‡b †dj‡Z mg_©¨ n‡q‡Q|  

evsjv‡`‡ki GB AR©b we‡klfv‡e Zvrch©c~Y© e‡j g‡b K‡ib wewkó A_©bxwZwe`, mv‡eK ZË¡eveavqK miKv‡ii A_© Dc‡`óv Aa¨vcK 

Iqvwn`DwÏb gvngy`| cÖ_g Av‡jv‡K wZwb e‡jb, evsjv‡`k ïay †h gymwjg cÖavb †`k, Zv bq, GwU DËi Avwd«Kv †_‡K ïiæ K‡i 

ga¨cÖvP¨ I DËi fviZ ch©šÍ we¯Í„Z Ggb GKwU AÂ‡ji Ask, †hLv‡b i‡q‡Q †g‡q‡`i cÖwZ ˆelg¨g~jK cyiƒlZvwš¿K mgvRe¨e¯’v| G 

Kvi‡Y evsjv‡`‡ki mvgvwRK Dbœq‡bi GB AMÖMwZ‡K GKwU ÔDbœqb we¯§qÕ e‡j AvL¨vwqZ Kiv nq| Gi †cQ‡b KvR K‡i‡Q RbM‡Yi 

Dbœqb-m‡PZbZv, †MvÎ-eY© †f`v‡f`nxb mgvR Ges miKvwi-†emiKvwi ms¯’v¸‡jvi bvbv Kvh©Ki Kg©m~wP I mvgvwRK D‡`¨vM| Aa¨vcK 

Iqvwn`DwÏb AviI e‡jb, gvVch©v‡qi Gme Kg©m~wPi gva¨‡gB †`‡ki gvbyl bvbv ag©xq †Mvuovwg‡K µgvš¦‡q AwZµg Ki‡Z m¶g 

n‡q‡Q|  

Aa¨vcK Iqvwn`DwÏb gvngz` A_©bxwZi Dbœqb AMÖMwZi ivR‰bwZK †cÖÿcU †U‡b D‡jøL K‡i e‡jb, (2023 mvj) Amy¯’ ivRbxwZi 

Ke‡j A_©bxwZ, ivRbxwZ I A_©bxwZ GLb m¤ú‚Y© AwbwðZ MšÍ‡e¨i w`‡K hv‡”Q| Pjgvb ivR‰bwZK msK‡Ui Kvi‡Y †`‡ki A_©bxwZ‡K 

†h KZ eo g~j¨ w`‡Z n‡Z cv‡i, †m m¤̂‡Ü Zvu‡`i fvebvwPšÍv Av‡Q e‡j †`Lv hv‡”Q bv| RvZxq wbe©vPb¸‡jv wN‡iI ivR‰bwZK 

Aw¯’iZv ˆZwi n‡qwQj Ges Zv‡Z A_©bxwZ bvbvfv‡e ¶wZMÖ¯Í n‡qwQj| 2006 mv‡j ZË¡veavqK miKv‡ii `vwe‡Z †h Av‡›`vjb nq, 

Zv‡Z Uvbv niZv‡ji Kvi‡Y PÆMÖvg e›`i `zB gvm Kvh©Z APj nq c‡owQj| G Rb¨ e¨emv-evwY‡R¨i †h ¶q¶wZ n‡qwQj, Zv KvwU‡q 

DV‡Z A‡bK KvVLo †cvov‡Z n‡qwQj| Z‡e bvbv Kvi‡Y Gev‡ii ivR‰bwZK msK‡Ui Rb¨ A_©‰bwZK ¶wZ AviI A‡bK e¨vcK I 

Mfxi nIqvi Avk¼v Av‡Q| AZx‡Zi Zzjbvq evsjv‡`‡ki A_©bxwZi AvKvi †hgb eo n‡q‡Q, †Zgwb wek¦evRv‡ii m‡½ m¤ú…³ZvI 

A‡bK †e‡o‡Q Ges cðvr wkí mg~‡ni weKv‡ki d‡j A_©bxwZi AvšÍLvZ wbfikxjZvI †e‡o‡Q| Gi d‡j cY¨ Drcv`b, cwienb, 

evRviRvZKiY I RvnvRxKiY Gme wKQz wbiew”Qbœfv‡e mPj ivLv A‡bK †ewk ¸iæZ¡c‚Y© n‡q c‡o‡Q| Gi †Kv_vI weNœ NU‡j GKvwaK 

Lv‡Zi ¶wZi †evSv czÄxf‚Z n‡q A_©bxwZi Ici eo AvNvZ Avm‡Z cv‡i| Gev‡ii msNvZgq ivR‰bwZK we‡iv‡ai Av‡iKUv ˆewkó¨ 

n‡jv †h GUv XvKv †Kw›`ÖK bv n‡q †QvU †QvU kn‡i I MÖv‡g-M‡Ä Qwo‡q c‡o‡Q| G Kvi‡Y cÖZ¨šÍ AÂ‡j Drcv`‡bi DcKiY mieivn 

I Drcvw`Z c‡Y¨i evRviRvZKiY `z‡UvB wewNœZ n‡”Q| MÖvgxY A_©bxwZ evRvi e¨e¯’vi cÖPwjZ cÖvwZôvwbK KvVv‡gv w`‡q †Zgb wbqwš¿Z 

nq bv, eis Gi wfwË n‡jv mvgvwRK Abykvmb I †µZv-we‡µZvi g‡a¨ e¨w³MZ Av¯’vi m¤úK©| A_©bxwZi fvlvq GUv n‡jv GKai‡Yi 

mvgvwRK g~jab, hv MÖv‡g-M‡Ä Qwo‡q cov mwnsm ivR‰bwZK we‡iv‡ai Kvi‡Y ¶wZMÖ¯Í n‡Z cv‡i| GUv Lye `„k¨gvb bv n‡jI MÖvgxY 

A_©bxwZi weKv‡k Gi †bwZevPK cÖfve my`~icÖmvix n‡Z cv‡i| Gev‡ii ivR‰bwZK msK‡Ui †cÖ¶vc‡U i‡q‡Q bvbv `zb©xwZ-Awbq‡gi 

Kvi‡Y BwZg‡a¨B `ze©j n‡q hvIqv GKwU Avw_©K LvZ| A_©bxwZi g›`vfv‡ei Kvi‡Y Ggwb‡ZB e¨vsK¸‡jvi Avw_©K Ae¯’vi wKQZv 

AebwZ NUwQj| Gi Ici ivóÖvqË e¨vsK¸‡jvi nj-gvK©RvZxq RvwjqvwZi g‡Zv NUbvi cÖfve †emiKvwi e¨vsK¸‡jvi IciI G‡m 

c‡o‡Q| GgZve¯’vq wk‡ívrcv`b I e¨emv-evwYR¨ ¶wZMÖ¯Í n‡j GKw`‡K FY‡Ljvwc evo‡e, Ab¨w`‡K e¨emvqx‡`i PjwZ g~ja‡bi 

mieiv‡nI Uvb co‡e| ¶wZMÖ¯Í n‡e `zB c¶B, bq cz‡iv A_©bxwZ wec‡qi g‡a¨ c‡o hvevi m¤¢vebv i‡q‡Q| Pjgvb mwnsm ivR‰bwZK 

we‡iv‡ai d‡j Zvr¶wYK ¶q-¶wZ †Zv Av‡QB, †mB m‡½ Av‡Q fwel¨‡Zi AwbðqZv I †`‡ki fveœgywZ©i cÖkœ| PjwZ A_©eQ‡ii cÖ_g 

cÖvwšÍ‡Ki wnmve †_‡K †`Lv hvq, ˆe‡`wkK mvnv‡h¨i e¨envi, we‡`wk wewbh‡qvM, †iwgU¨vÝ cÖevn meB wbgœgyyLx| ißvwbi cÖe„w×I K‡g 

hv‡”Q| †`‡ki ˆZwi †cvkvK wkí Ggwb‡ZB wek¦Rz‡o fveg~wZ©i msK‡U Av‡Q, Zvi Ici Av‡Q kÖwgK Am‡šÍvl| AviI Avk¼vi welq, 

BD‡ivwcqvb BDwbqbI Avgv‡`i †cvkvK ißvwbi ïégz³ mzweav evwZ‡ji welq we‡ePbv Ki‡Q| m‡›`n †bB, ivR‰bwZK we‡iva Pj‡Z 

_vK‡j †cvkvKwk‡íi msKU AviI cÖKU AvKvi aviY Ki‡e| 

wek¦e¨vsK I AvBGgGd ej‡Q, 6 kZvsk nv‡i Ae¨vnZ AR©b MÖvgxY A_©bxwZ‡K PvOv K‡i‡Q| g~jZ 80 jvL cÖevmxi cvVv‡bv Avq, 

ˆZwi †cvkvK Lv‡Zi cÖvq 40 jvL kÖwgK Ges K…wli meyR wecøe ev GK Rwg‡Z `yB dmj `vwi`ª¨ Kgv‡bvi †¶‡Î eo ai‡bi f‚wgKv 
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†i‡L‡Q| Avevi miKviI wcwQ‡q cov I AwZ`wi`ª‡`i Rb¨ mvgvwRK Kg©m~wP Lv‡Z Ae¨vnZfv‡e ev‡RU evwo‡q‡Q| †`‡ki 40 kZvsk 

AwZ `wi`« gvbyl GLb GB Kg©m~wPi AvIZvq| G Lv‡Z miKvi †gvU †`kR Drcv`‡bi (wRwWwc) Ask wn‡m‡e †h A_© e¨q K‡i‡Q, Zv 

eo A_©bxwZi †`k fvi‡Zi mgch©v‡qi| †bcvj, cvwK¯Ívb I kÖxj¼v Gi †P‡q A‡bK Kg A_© e¨q K‡i| wek¦e¨vsK evsjv‡`‡ki `vwi`ª¨ 

cwiw¯’wZ g~j¨vqb K‡i mv¤úªwZK GK cÖwZ‡e`‡b e‡j‡Q, G‡Zv AR©‡bi ciI w`‡b GK Wjv‡ii Kg Avq K‡i Ggb `wi`ª gvby‡li msL¨v 

GL‡bv 43 kZvsk| hw`I Zv 1990 mg‡q wQj 70 kZvsk| myZivs GL‡bv A‡bK `~i †h‡Z n‡e evsjv‡`k‡K| AvBGgGd ej‡Q, 

eZ©gvb ivR‰bwZK AwbðqZv I Aw¯’wZkxjZvi Kvi‡Y evsjv‡`‡ki A_©bxwZ SyuwKi g‡a¨ c‡o †M‡Q| cÖe„w× mv‡o 5 kZvsk n‡q hv‡e| 

Gi g‡a¨ w`‡q evsjv‡`‡ki AMÖhvÎv †_‡g †bB| 

1. evsjv‡`‡ki wRwWwc e„w×i nvi, 1971 mv‡j wQj -5.48 kZvsk Ges 2019 mv‡j 8.15 kZvsk| †KvwfW-19 gnvgvix 

we‡k¦i Ab¨vb¨ †`‡ki g‡Zv A_©bxwZ‡Z AvNvZ Kivq, 2020 mv‡j wRwWwc 5.2 kZvsk G `uvwo‡q‡Q, 2022-23 mv‡j 

wRwWwc wKQZv evavMÖ¯’ n‡jI Zv `vovq 6.3 kZvsk| ¯̂vaxbZvi ci evsjv‡`‡ki gv_vwcQy Avq wQj 134 Wjvi Ges 

2023 mv‡j wRwWwc wek¦ i¨vswKs G 2847 Wjv‡i †cŠu‡Q‡Q, weweGm ej‡Q 2765 Wjvi| (GDP per capita ranking 

2023 in world, per capita income of Bangladesh 2023 by BBS: $2,765.) 

2. `vwi ª̀¨ n«vm, AwR©Z A_©‰bwZK Dbœqb, RbmsL¨vi mvgvwRK Rxeb‡K A‡bK †¶‡Î BwZevPKfv‡e cÖfvweZ K‡i‡Q| 1970-

Gi `k‡Ki †Mvovi w`‡K `vwi`ª¨ mxgvi wb‡P RbmsL¨vi Ask 80 kZvsk †_‡K nªvm †c‡q‡Q| AšÍf©yw³g~jK cÖe„w× bxwZ, 

`„p ivR¯^ e¨e¯’vcbv, †`kxq I we‡`wk Kg©ms¯’vb m„wó, Ges we¯Í…Z mvgvwRK wbivcËv Kg©m~wPi d‡j ga¨g I Pig `vwi`ª¨ 

DfqB nªvm †c‡q‡Q| 1970 mv‡j †hLv‡b `vwi`ª wQj 80 kZvsk, †mLvb †_‡K 2019 mv‡j `vwi‡`ª¨i nvi wQj 20 kZvsk, 

Pig `vwi ª̀¨ GK A‡¼i KvQvKvwQ, 10 kZvsk-G| 2030 mv‡ji g‡a¨ †`kwU `vwi‡ ª̀¨i nvi 6 kZvsk G bvwg‡q Avb‡Z 

mnvqK n‡e| 

3. evsjv‡`k Zvi mdj ißvwb †bZ„Z¡vaxb Dbœqb g‡W‡ji Rb¨ `w¶Y Gwkqvq D‡jøL‡hvM¨ n‡q D‡V‡Q| 1980 mvj †_‡K 

ißvwb Avq evsjv‡`‡ki A_©bxwZ‡Z e¨vcK Ae`vb †i‡L‡Q| MZ `yB `k‡K evsjv‡`‡ki ißvwb cÖvq 80 kZvsk †e‡o‡Q, 

hv Mv‡g©›Um wk‡íi Ae`vb| 2018-19 A_©eQ‡i †gvU ißvwb Avq UvKvq 3327.6 wewjqb wQj| eZ©gv‡b evsjv‡`k we‡k¦i 

wØZxq e„nËg †cvkvK Drcv`bKvix †`k| †`‡k A_©bxwZ eûgyLx n‡q‡Q| dvg©vwmDwUK¨vjm, †gŠwjK B¯úvZ, wm‡g›U, 

wmivwgK Ges Ab¨vb¨ wewfbœ wk‡íi weKv‡ki m¤¢vebv i‡q‡Q| 2021-22 mg‡q 4789.6 wewjqb Ges 2022-23 mg‡q 

4745.7 n‡e Avkv Kiv hvq| 

4. 2020 mv‡ji †k‡l evsjv‡`‡ki ˆe‡`wkK gy`ªvi wiRvf© 43 wewjqb Wjv‡ii bZyb †iK‡W© †cŠu‡Q‡Q| †iwgU¨vÝ cÖevn 

ˆe‡`wkK gy`ªvi wiRvf© e„w×‡Z ¸iæZ¡c~Y© f‚wgKv cvjb K‡i| †Kw›`ªq e¨vsK I miKviI we‡`k †_‡K UvKv cvVv‡bvi cÖwµqv 

wkw_j K‡i‡Q Ges †iwgU¨vÝ †cÖiK‡`i cÖ‡Yv`bv w`‡q‡Q| hw`I 2023 mv‡ji b‡f¯^‡i UvKvq 16 wewjq‡b n«vm †c‡q‡Q| 

5. evsjv‡`‡ki Rb¨, miKvwi I †emiKvwi Dfq ai‡bi wewb‡qvMB A_©‰bwZK cÖe„w×‡K DÏxwcZ Ki‡Z mnvqK n‡q‡Q| 

2018-19 A_©eQ‡i wRwWwc Abycv‡Zi mv‡_ wewb‡qvM wQj 31.6 kZvsk, hvi g‡a¨ 23.4 kZvsk G‡m‡Q †emiKvwi LvZ 

†_‡K Ges ïaygvÎ 8.13 kZvsk cvewjK †m±i †_‡K| 1980 Gi `kK †_‡K, evsjv‡`k miKvi Zvi bxwZ-†KŠkj 

cwieZ©b K‡i Ges wewfbœ LvZ‡K †emiKvwi I we‡`wk wewb‡qv‡Mi Rb¨ Db¥y³ K‡i| mv¤úªwZK eQi¸wj‡Z, †emiKvwi 

Lv‡Zi wewb‡qvM †gvU wewb‡qv‡Mi cÖvq 75 kZvsk Ae`vb †i‡L‡Q| 

6. 1971 mv‡j gyw³hy‡×i mgq evsjv‡`‡ki K…wl LvZ gvivZ¥Kfv‡e ¶wZMÖ¯Í nq Ges Lv`¨ Drcv`b I mieivn k„•Lj 

m¤ú~Y©fv‡e †f‡O c‡o| 1972 mv‡j, evsjv‡`k Zvi RbM‡Yi Rb¨ Lv`¨ wbivcËv wbwðZ Ki‡Z K…wl LvZ Ges MÖvgxY 

A_©bxwZ‡K AMÖvwaKvi †`q| 1980 mvj †_‡K K…wl‡Z cwieZ©b Avm‡Z _v‡K| 2021 mv‡j †`k Lv‡`¨ ¯^qsm¤ú~Y©Zv AR©b 

K‡i‡Q| Lv`¨km¨, gvQ, nuvm-gyiwM Ges gvsm Drcv`‡bi †¶‡Î K…wl Lv‡Z wekvj cÖe„w× †iKW© Kiv n‡q‡Q| 1972 mv‡j, 

†gvU Lv`¨-km¨ Drcv`b wQj 9.9 wgwjqb †gwUªK Ub Ges 2020 mv‡j †gvU Lv`¨km¨ Drcv`b 45.4 wgwjqb †gwUªK U‡b 

†cŠu‡QwQj| evsjv‡`k we‡k¦i PZy_© e„nËg avb Ges Z„Zxq e„nËg ¯^v ỳ cvwbi gvQ Drcv`bKvix †`k| 

7. 1972-1980 mgqKv‡j, evsjv‡`k GKwU Avg`vwb-weKíb wkívqb †KŠkj AbymiY K‡i hvi j¶¨ †`‡ki wkï wkí¸wj‡K 

myiw¶Z Kiv| mv¤úªwZK eQi¸wj‡Z, wRwWwc‡Z Drcv`b Lv‡Zi Ask 1972 mv‡j 4 kZvsk †_‡K †e‡o 2019 mv‡j 18 

kZvsk n‡q‡Q, Ges GKB mg‡qi g‡a¨ A-Drcv`b wk‡íi Ask 2 kZvsk †_‡K 11 kZvsk †e‡o‡Q|  

8. evsjv‡`‡ki A_©bxwZ‡Z †mev Lv‡Zi AvwacZ¨ i‡q‡Q| cwi‡lev Lv‡Zi †kqvi †e‡o‡Q 56 kZvsk| MZ 50 eQ‡i, 

evsjv‡`‡ki A_©bxwZ K…wl Lv‡Z Kg©ms¯’v‡b D‡jøL‡hvM¨ nªvm Ges wkí I †mev Lv‡Z Kg©ms¯’vb e„w×i `ªæZ e„w×i m¤§yLxb 
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n‡q‡Q| 1980 †_‡K 2010 mv‡ji g‡a¨, cwi‡lev LvZ 3.6 kZvsk †_‡K 6.7 kZvsk ch©šÍ AwePwjZ cÖe„w× †iKW© 

K‡i‡Q| 

9. gyw³hy‡× cvwK¯Ívwb evwnbx †KŠkjMZfv‡e evsjv‡`‡ki mg¯Í †hvMv‡hvM, mvgvwRK-g~j¨evb Ges wkí AeKvVv‡gv aŸsm K‡i 

c½y K‡i †`q| wek¦e¨vs‡Ki wnmve Abyhvqx, 4.3 wgwjqb Nievwo aŸsm n‡q‡Q ïaygvÎ MÖvgvÂ‡j| cÂvk eQ‡i, evsjv‡`k 

AeKvVv‡gvMZ Dbœq‡b Avevmb I †hvMv‡hvM AeKvVv‡gv †_‡K wkí AeKvVv‡gv †_‡K cvwb mieivn, KwVb eR¨© e¨e¯’vcbv, 

we ỳ¨‡Z avivevwnKfv‡e wewb‡qvM K‡i‡Q| miKvwi †emiKvwi Avevmb myweav I e¨e¯’vcbvi e¨vcK Dbœqb n‡q‡Q| 

10. cÙv eûgyLx †mZy, e½eÜy Uv‡bj, Ges iƒccyi cvigvYweK we`y¨r †K‡›`ªi g‡Zv †gMv AeKvVv‡gv Dbœqb cÖK‡í wecyj 

Rbmvavi‡Yi e¨‡qi d‡j evsjv‡`‡ki D”P cÖe„w×i MwZc_ D‡jøL‡hvM¨| 

11. evsjv‡`k cÂvk eQ‡i we`y¨r e¨env‡ii †¶‡Î GKwU kw³kvjx AMÖMwZi mv¶x n‡q‡Q| 1991 mv‡j, we`y¨‡Zi A¨v‡·m 

wQj 14 kZvsk Ges 2022 mv‡j Zv 99 kZvsk G †cŠu‡QwQj| 

12. MZ cuvP `k‡K evsjv‡`k gvbe Dbœq‡b Af‚Zc~e© AMÖMwZ K‡i‡Q| †`kwU wk¶vi cÖ‡ekvwaKvi evov‡bvi Rb¨ mycwiKwíZ 

cwiKíbv Ges P¨v‡bwjs ms ’̄vb ev¯Íevqb Ki‡Q| GKwU eo mvdj¨ nj cÖv_wgK ¯Í‡i me©Rbxb ZvwjKvfyw³i j¶¨ AR©b| 

eZ©gv‡b 18 kZvsk ¯‹yj WªcAvDU nv‡ii D‡jøL‡hvM¨ nªvm Av‡iKwU gvBjdjK| mnmªvã Dbœqb j¶¨gvÎv j¶¨gvÎvi Av‡M 

cÖv_wgK I gva¨wgK wk¶vq †RÛvi mgZv AwR©Z n‡q‡Q| †`‡ki mv¶iZvi nvi 1974 mv‡j 26.8 kZvsk †_‡K 2019 

mv‡j †e‡o 74.7 kZvsk n‡q‡Q| 

13. MZ cuvP `k‡K evsjv‡`‡ki ¯̂v¯’¨ Lv‡Z bxie wecøe N‡U‡Q| Avevi ¯^v¯’¨nxb A‡mev Øviv gvbyl ÿwZMÖ¯’¨I n‡q‡Q| †hb‡Zb 

mv¯^v¯’¨ †mev mvwf©mcÖwZôvb cÖwZôv K‡i gvby‡li A‡bK ÿwZ K‡i‡Q| bxwZMZ n¯Í‡¶‡ci mv‡_ cÖgvwYZ, evsjv‡`k 

mdjfv‡e wkïg„Zz¨ nvi A‡a©K K‡i‡Q Ges gvZ„g„Zz¨i nvi 75 kZvsk Kwg‡q‡Q| AwaKš‘, †gvU De©iZvi nvi 1970-Gi 

`k‡K cÖvq 7 †_‡K 2020 mv‡j 2.04-G †b‡g G‡m‡Q| 2011 mv‡j evsjv‡`k‡K Ô¯^í Li‡P my¯^v‡¯’¨iÕ D`vniY wn‡m‡e 

cÖkswmZ Kiv n‡q‡Q| GbwRI n¯Í‡¶‡ci cvkvcvwk miKvwi I †emiKvwi Dfq ai‡bi ¯^v¯’¨‡mev n¯Í‡¶‡ci d‡j cÖvYešÍ 

Dbœqb Dcw¯’wZ jÿ¨ Kiv hvq| 

14. evsjv‡`‡ki cÖwZôv eQ‡i gvby‡li Mo Avqy wQj 46.6 eQi| 2023 mv‡j `vwo‡Q 73 eQi| 

15. cuvP `k‡K evsjv‡`‡k gvZ„g„Zz¨i AbycvZ (GgGgAvi) 75 kZvsk K‡g‡Q| gvZ„g„Zz¨i AbycvZ wQj 1975 mv‡j cÖwZ 

100,000 RxweZ R‡b¥ 600 Ges 1990 mv‡j 574| 2017 mv‡j RxweZ R‡b¥ 173| 1973 mv‡j wkïg„Zz¨i AbycvZ wQj 

cÖwZ 1000 RxweZ R‡b¥ 167 Ges 2021 mv‡j, AbycvZwU cÖwZ nvRvi RxweZ R‡b¥ 18.8-G †b‡g Av‡m| 2024 mv‡j 

wkïg„Zz¨i nvi cÖwZ 1000 RxweZ R‡b¥ 20.755 g„Zz¨, hv 2023 †_‡K 3.72 kZvsk nªvm †c‡q‡Q| 2023 mv‡j 

evsjv‡`‡ki wkïg„Zz¨i nvi wQj 21.556 g„Zz¨ cÖwZ 1000 RxweZ R‡b¥, GKwU 4.20 kZvsk| we‡k¦i †h‡Kv‡bv †`‡ki Rb¨ 

wUKv`vb GKwU AZ¨šÍ Zvrch©c~Y© ¯^v¯’¨ Lv‡Zi m~PK Ges evsjv‡`k GKwU wek¦e¨vcx mvd‡j¨i Mí Ges GB m~P‡K 

kxl©¯’vbxq| evsjv‡`k AvbyôvwbKfv‡e BwgDbvB‡Rkb m¤úªmvwiZ †cÖvMÖvg (BwcAvB) ïiæ K‡i‡Q, 1979 mv‡j wek¦e¨vcx 

wUKvKiY cÖ‡Póv wQj| 1985 mv‡j wUKv`v‡bi Kfv‡iR wQj 2 kZvsk| evsjv‡`k 2003 mvj †_‡K †m‡Þ¤^i 2019 ch©šÍ 

38 wgwjqb wkï‡K wUKv`vb K‡i‡Q| evsjv‡`k 2006 mvj †_‡K GKwU †cvwjI gy³ †`k Ges beRvZ‡Ki wU‡Ubv‡mi 

ûgwK `~i K‡i‡Q| 

16. wj½ mgZvi (Gender parity) w`K †_‡K †`Lv hvq Av_©-mvgvwRK I ivR‰bwZK Kg©Kv‡Ð bvix‡`i AwaKZi AskMÖn‡Yi 

Kvi‡Y evsjv‡`‡k †RÛvi mgZv me †¶‡ÎB DbœZ n‡q‡Q| †RÛvi M¨vc Bb‡W‡· Uvbv wØZxqev‡ii g‡Zv `w¶Y Gwkqvi 

†`k¸‡jvi g‡a¨ wj½ mgZvq cÖ_g ¯’vb AwaKvi K‡i‡Q evsjv‡`k| †Møvevj †RÛvi M¨vc Bb‡W· 2020 Abymv‡i evsjv‡`k 

Zvi mvgwMÖK wj½ e¨eav‡bi 73 kZvsk eÜ K‡i‡Q| 1996-2017 mgqKv‡j, gwnjv kÖgkw³i RvZxq nvi 15.8 †_‡K 

36.3 kZvsk e„w× †c‡q‡Q, hv `w¶Y Gwkqvi Mo 35 kZvsk Gi †_‡K †ewk| 

17. evsjv‡`‡k we‡k¦i e„nËg b`x e-Øxc e¨e¯’v i‡q‡Q hv Rjevqy cwieZ©‡bi Rb¨ SyuwKc~Y©| evsjv‡`k 1970 mvj †_‡K QqwU 

eo eb¨v Ges cuvPwU N~wY©S‡oi m¤§yLxb n‡q‡Q| weMZ 52 eQ‡i, evsjv‡`‡ki gvby‡li Kv‡Q †cŠuQv‡Z we`¨gvb cÖhyw³ 

MÖn‡Yi †¶‡Î D”P ¯Í‡ii Awf‡hvRb ¶gZv cÖ`k©b K‡i‡Q| evsjv‡`k 2007 mv‡j S‡oi ZxeªZv Rvbvi Rb¨ m¨v‡UjvBU 

B‡gR e¨envi K‡iwQj| †`kwU bZyb ai‡bi Abb¨ mvB‡K¬vb †këviI ˆZwi K‡i‡Q †hLv‡b gvbyl AvkÖq wb‡Z cv‡i| 

18. wWwRUvjvB‡Rk‡b evsjv‡`k †Uwj‡hvMv‡hvM, B›Uvi‡bU ms‡hvM Ges MwZ, wWwRUvB‡Rkb Ges wgwWqvi g‡Zv †ek K‡qKwU 

Lv‡Z cÖhyw³‡Z e¨vcK AMÖMwZ K‡i‡Q| miKv‡ii wWwRUvj evsjv‡`‡ki cÖwZkÖæwZ Ges 2009 mvj †_‡K AvBwmwU e¨vcK 

AMÖMwZ mvwaZ n‡q‡Q|  



872 

19. m¨v‡UjvBU Dr‡¶cY, 12 †g, 2018 Zvwi‡L, evsjv‡`k Zvi cÖ_g m¨v‡UjvBU 'e½eÜy-1' mdj Dr‡¶c‡Yi gva¨‡g 

gnvKvk hy‡M cÖ‡ek K‡i| GB cÖhyw³MZ K…wZ‡Z¡i mv‡_, evsjv‡`k gnvKv‡k wbR¯^ m¨v‡UjvBU ivLvi 57Zg †`k wnmv‡e 

cwiMwbZ n‡q‡Q| 

 

evsjv‡`‡ki gvBjdjK ¯^xK…wZ  

(Milestone recognitions of Bangladesh)  

RvwZms‡Ni Dbœqb KwgwU KZ©…K ¯^‡ívbœZ †`‡ki gh©v`v †_‡K mœvZK (LDC graduation) nIqvi mycvwik †c‡q‡Q evsjv‡`k| 

(Bangladesh graduation status: Bangladesh is scheduled to graduate on 24 November 2026; On November 24, 

2021, the General Assembly of the United Nations recommended Bangladesh for graduation out of the Least 

Developed Countries (LDCs) group in 2026; endorsing the earlier recommendations by the Committee for 

Development Policy (CDP) of the United Nation and Economic and Social Council (ECOSOC). Jun 13, 2023)| 

2021 mv‡ji 24 †deªæqvwi‡Z, evsjv‡`k 2018 mv‡ji ci wØZxqev‡ii g‡Zv GKwU GjwWwm †_‡K Dbœqbkxj‡`‡k mœvZK nIqvi 

wZbwU kZ c~iY K‡i‡Q (high rates of poverty, economic and/or political instability, and high mortality rates)| 

RvwZmsN 2026 mv‡ji g‡a¨ evsjv‡`‡ki mœvZK nIqvi mycvwik Ki‡e Ges ga¨g Av‡qi eÜbx‡Z AšÍfz©³ Ki‡e| wek¦e¨vs‡Ki 

†`k¸wji †kÖwYweb¨vm Abymv‡i evsjv‡`k wb¤œ-ga¨g Av‡qi †`k †_‡K ga¨g Av‡qi †`‡k cwiYZ n‡q‡Q| gv_vwcQy Avq µgea©gvb 

1971 mv‡j ¯^vaxbZvi ci cÖ_gev‡ii g‡Zv †`kwU‡K wb¤œ ga¨g Av‡qi eÜbxi evB‡i DcbxZ nq| evsjv‡`k 2021 mv‡ji g‡a¨ D”P 

ga¨g Av‡qi gh©v`v AR©‡b mÿg n‡q‡Q| mnmªvã Dbœqb j¶¨gvÎv (MDGs) ev Í̄evq‡b Ab¨vb¨ Dbœqbkxj †`‡ki Rb¨ AbyKi‡Yi 

†¶‡Î evsjv‡`k Ab¨Zg †ivj g‡Wj wn‡m‡e ¯^xK…Z †c‡q‡Q| `vwi ª̀¨ we‡gvPb, Lv`¨ wbivcËv, cÖv_wgK wk¶v, g„Zz¨nvi AbycvZ, 

wUKv`vb Kfv‡iR Ges msµvgK †ivM †gvKv‡ejvq evsjv‡`‡ki AR©b D‡jøL‡hvM¨| GmwWwRi AMÖMwZ, 2030 mv‡ji ˆewk¦K Dbœqb 

G‡RÛv (GmwWwR) cÖYq‡b evsjv‡`k mwµq AskMÖnYKvix wQj| GmwWwR †NvlYvi ci †_‡K, evsjv‡`k Zvi RvZxq Dbœqb cwiKíbvq 

17wU ˆewk¦K j¶¨ AšÍf©y³ Kivi gva¨‡g GmwWwR¸wj‡K MÖnY K‡i‡Q| GmwWwR¸wj‡K RvZxq cwiKíbv¸wj‡Z AšÍf©y³ Kiv n‡q‡Q - 

†hgb 8g cÂevwl©K cwiKíbv (the 8th Five Year Plan -8FYP), †Wëv cø¨vb 2100 Ges †cÖw¶Z cwiKíbv 2041| 2041 mv‡ji 

g‡a¨ evsjv‡`k‡K GKwU DbœZ Ges ¯§vU© evsjv‡`k iv‡óª cÖwZóv Kivi j‡ÿ¨ Z_¨ I †hvMv‡hvM cÖhyw³ wefvM wbijmfv‡e KvR K‡i 

hv‡”Q| G ¯^cœ c~i‡Y Z_¨ I †hvMv‡hvM cÖhyw³ wefvM bvbvg~wL D‡`¨vM cÖKí, Kg©m~wP MÖnY I ev¯Íevq‡bi KvR K‡i Pj‡Q| 

 

A_©‰bwZK AR©b  

1972 †_‡K 1975 mg‡q evsjv‡`‡ki gv_vwcQy Avq 99 Wjvi †_‡K 260 Wjv‡i DbœxZ nq| Zv †e‡owQj 163 kZvsk| A_P 1975-

1978 mg‡q Zv †e‡owQj gvÎ 52 kZvsk| 2009 †_‡K 2022 mvj bvMv` gv_vwcQy Avq 699 Wjvi †_‡K cÖvq Pvi ¸Y †e‡owQj| 

1991-1995 c‡e© cuvP eQ‡ii cÖe„w×i Mo AR©b wQj 4.15 kZvsk| Avi 2016-2020 c‡e© Zv †e‡o `uvovq 7.14 kZvsk †Z| MZ 

GK `k‡K wRwWwc‡Z wkí Lv‡Zi AbycvZ †e‡o‡Q 22 kZvsk †_‡K 37 kZvsk| `vbv k‡m¨i Drcv`b 1972 mv‡j wQj 15 wgwjqb 

Ub| 2010 mv‡j Zv †e‡o `uvovq 52 wgwjqb U‡b| Avi 2021 mv‡j Zvi cwigvY `uvovq 63 wgwjqb U‡b| Gm‡ei cÖfve †`‡ki 

mvwe©K `vwi`‡`ª¨i nv‡ii Ici c‡o‡Q| 2010 mv‡j Gi nvi wQj 31.5 kZvsk| GwU 2022 mv‡j K‡g `uvovq 18.7 kZvsk| Gi 

cvkvcvwk gvbweK Dbœq‡bi m~PK¸‡jvi DbœwZI wQj †Pv‡L covi g‡Zv| 2005 mv‡j Rxe‡bi Mo Avqy wQj 65.2 eQi| Zv AvR 73 

eQi| 2005-2023 c‡e© wkïg„Zz¨ nvi nvRv‡i 51 †_‡K K‡g 22 n‡q‡Q| GKB fv‡e gvZ„g„Zy¨nvi IB mg‡q K‡g‡Q jv‡L 376 †_‡K 

123| evsjv‡`‡ki Av_©mvgvwRK m~PK¸‡jvi GB Afvebxq Dbœq‡bi †cQ‡b †hme KviY KvR K‡i‡Q Zvi g‡a¨ i‡q‡Q : ˆZwi 

†cvkvKmn g¨vbyd¨vKPvwis Lv‡Zi `ªæZ weKvk, cÖevm Av‡qi e¨vcK e„w×, eûgyLx K…wli Amvgvb¨ iƒcvšÍi I cÖe„w×, wWwRUvj cÖhyw³ 

e¨enviwbf©i mywe¯Í…Z Avw_©K AšÍf©yw³, AvbyôvwbK Lv‡Z bvixi e¨vcK AskMÖnY (2009-2023 c‡e© 30 kZvsk †_‡K 38 kZvsk) Ges 

kZfvM cwiev‡i we`y¨r cÖvwß|  

evsjv‡`k GLb Gwkqvi me‡P‡q D‡jøL‡hvM¨ A_©‰bwZK mvd‡j¨i Mí wn‡m‡e we‡ewPZ| 1971 mv‡j R‡b¥i ciciB GKwU †`k‡K 

"AvšÍR©vwZK ev‡¯‹U †Km" wnmv‡e eY©bv K‡iwQ‡jb BDivj A¨v‡jw·m Rbmb, cÖv³b gvwK©b AvÛvi †m‡µUvwi Ad †÷U Ges †`kwUI 

cÖvq AcÖwZ‡iva¨ P¨v‡j‡Äi gy‡LvgywL n‡qwQj| 409 wewjqb gvwK©b Wjv‡ii wRwWwcmn evsjv‡`k GLb 2900 gvwK©b Wjvi gv_vwcQy 

Avq mn we‡k¦i 33Zg e„nËg A_©bxwZ wnmv‡e ¯’vb K‡i wb‡q‡Q| evsjv‡`k miKv‡ii iƒcKí 2041-G 2031 mv‡ji g‡a¨ Pig `vwi`ª¨ 

`~i Kiv Ges D”P ga¨g Av‡qi †`‡ki gh©v`v wbwðZ Kiv Ges 2041 mv‡ji g‡a¨ D”P Av‡qi †`‡ki gh©v`v AR©‡bi kZ© i‡q‡Q| fviZ 

Ges B‡›`v‡bwkqvi g‡Zv wbgœ ga¨g Av‡qi duv‡` †`kwU‡K D”P Av‡qi †`‡ki w`‡K gm„Y iƒcvšÍi Ki‡Z m¶g K‡i| MZ †`o `k‡K 
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evsjv‡`‡ki Mo evwl©K cÖe„w×i nvi 6.5 kZvsk| cÖe„w× g~jZ ißvwb Ges we‡`wk †iwg‡UÝ Øviv PvwjZ n‡q‡Q| Z‡e GwU cy‡iv Mí bq, 

MZ 30 eQ‡i ev ZviI †ewk mgq a‡i †`‡k e¨vcK mvgvwRK cwieZ©b N‡U‡Q we‡kl K‡i bvixi µgea©gvb ¶gZvqb †_‡K ïiæ K‡i 

†`‡ki `ªæZ A_©‰bwZK iƒcvšÍi‡K GwM‡q wb‡Z mvnvh¨ K‡i‡Q| wek¦ e¨vs‡Ki g‡Z, 2019 mv‡j fvi‡Z 21 kZvs‡ki Zyjbvq 

evsjv‡`‡k MZ 15 eQi ev Zvi †ewk eqwm 36 kZvsk bvix evsjv‡`‡k A_©‰bwZKfv‡e mwµq wQj| evsjv‡`‡k 15 eQ‡ii †ewk eqmx 

gwnjv‡`i g‡a¨ 71 kZvsk A_P fvi‡Z 66 kZvsk| 2023 mv‡j evsjv‡`‡k wkÿvq bvix cyiæl mgvb mgvb| 

D”P RbmsL¨vi NbZ¡ _vKvq K‡g‡Q Avevw` Rwg Ges N~wY©So eb¨vi g‡Zv cÖvK…wZK `y‡h©vM m‡Ë¡I, evsjv‡`k Lv`¨k‡m¨ ¯^qsm¤ú~Y©Zv 

AR©b Ges `vwi`ª¨ nªv‡m D‡jøL‡hvM¨ AMÖMwZ K‡i‡Q| me©‡kl †Møvevj nv½vi Bb‡W· Abyhvqx, 107wU †`‡ki g‡a¨ evsjv‡`k 13 avc 

GwM‡q 75Zg ¯’v‡b D‡V G‡m‡Q| 1999-2023-GB mg‡q K…wl Drcv`‡bi g~j¨ AwaKvsk mgKÿ †`‡ki Zzjbvq evsjv‡`‡k evwl©K 

9.4 kZvsk e„w× †c‡q‡Q| Avqy®‹vj, wkïg„Zz¨ Ges cvwb I m¨vwb‡Uk‡b cÖ‡ekvwaKv‡ii w`K †_‡KI evsjv‡`k ¯^‡ívbœZ †`k¸‡jvi g‡a¨ 

i‡q‡Q| bvix mv¶iZvmn mv¶iZvi nvi MZ wZb `k‡K h‡_ó e„w× †c‡q‡Q, GgbwK †h †`kwU A‡bK ga¨g Av‡qi †`‡ki Zyjbvq 

fv‡jv K‡i‡Q| evsjv‡`wk‡`i GLb Mo Avqy 73.4 eQi, fviZ I cvwK¯Ív‡bi Zyjbvq †ewk| cvwievwiK Avq I e¨q Rwic wi‡cvU© 

2016 Abymv‡i, `vwi‡`ª¨i AbycvZ 2010 mv‡ji 31.5 kZvsk †_‡K 2016 mv‡j 24.3 kZvs‡k †b‡g G‡m‡Q| Pig `vwi‡`ª¨i g‡a¨ 

emevmKvix RbmsL¨vi kZvskI 17.6 kZvsk †_‡K K‡g GKB mg‡qi g‡a¨ 12.9 kZvsk n‡q‡Q| 

evsjv‡`k AvbyôvwbKfv‡e 2026 mv‡j ga¨g Av‡qi †`‡k cwiYZ n‡e| GB A_©‰bwZK DËiYwU g~jZ 1980-Gi `k‡Ki gvSvgvwS 

†_‡K wek¦e¨vcx Drcv`b †bUIqvK© Ges ˆewk¦K g~j¨ k„•L‡ji DÌv‡bi d‡j m„ó my‡hvM¸wj‡K Kv‡R jvMv‡Z evsjv‡`‡ki m¶gZvi 

djvdj| evsjv‡`‡ki A_©‰bwZK cÖe„w×i †ewkifvM Ask ißvwb Ges Ae¨vnZ †iwgU¨vÝ cÖev‡ni Øviv PvwjZ n‡”Q hv GLb wRwWwci 6 

kZvsk| 1980-Gi `k‡Ki gvSvgvwS †_‡K, Abygvb Kiv nq †h 10 wgwjq‡biI †ewk evsjv‡`wk (†gvU RbmsL¨vi 6 kZvsk Ges 15-

64 eQi eqmx Kg©Rxex RbmsL¨vi cÖvq 10 kZvsk) GLb we‡`‡k KvR K‡i hv‡`i †iwg‡UÝ GLb A‡bK †ewk Ges Zv GKK g~jab 

MV‡b mnvqK| ˆZwi †cvlvK ißvwbi †ÿ‡Î evsjv‡`k MZ wZb `k‡K e¨vcK AMÖMwZ n‡q‡Q| †`‡ki ˆe‡`wkK gy`ªv Av‡q me‡P‡q eo 

Ae`vb| 2020-21 A_©eQ‡i we‡`‡k evsjv‡`wk Kg©xiv 24.77 wewjqb gvwK©b Wjvi cvwV‡q‡Q| 2001 mvj †_‡K evsjv‡`‡k ißvwb 

evwl©K Mo e„w×i nvi cÖvq 11 kZvsk †iKW© K‡i‡Q| evsjv‡`k 2018-19 mv‡j 40.5 wewjqb gvwK©b Wjvi ißvwb K‡i‡Q wKš‘ 2019-

20 mv‡j Zv Wjv‡i 33.7 wewjqb n‡q‡Q, hv Av‡Mi eQ‡ii Zyjbvq 16.8 kZvsk nªvm †c‡q‡Q| †KvwfW-19 gnvgvix Øviv m„ó 

wek¦e¨vwc evwYR¨ cÖevn‡K gš’i Ki‡Q| 2020-21 mv‡j ißvwb wd‡i G‡m‡Q 38.75 wewjqb gvwK©b Wjv‡i| evsjv‡`k miKvi 2021-

22 A_©eQ‡i 51 wewjqb gvwK©b Wjvi ißvwbi j¶¨gvÎv wba©viY Ki‡jI BD‡µb ivwkqv hy‡Øi Kvi‡Y Zv mdj nqwb| 

Muhammed Mahmood (Professor of Victoria University, Melbourne, Australia. South Asia Journal) Gi GK 

M‡elYv mgx¶vq †`Lv hvq †h,evsjv‡`‡k dvg©vwmDwUK¨vj, cv`yKv, cÖwµqvRvZ Lv`¨, cvURvZ cY¨ Ges RvnvR wbg©vY wkí i‡q‡Q, 

Zviv cÖv_wgKfv‡e Af¨šÍixY evRvi‡K †K›`ª K‡i‡Q Ges ißvwb‡Z Zv‡`i Ae`vb †gvUvgywU cÖvwšÍK ch©v‡q Av‡Q| evsjv‡`k AviGgwR, 

cvURvZ cY¨, Pv, mvgyw`ªK Lvevi Ges Pvgovi †¶‡Î cÖwZ‡hvwMZvg~jK myweav †fvM K‡i, Z‡e ïaygvÎ AviGgwR mg‡qi mv‡_ mv‡_ 

Zvi cÖwZ‡hvwMZvg~jK Zv AviI evwo‡q‡Q hLb Ab¨iv ¯’wei n‡q c‡o‡Q| G QvovI evsjv‡`k `w¶Y Gwkqvi GKgvÎ †`k †hwU MZ 

wek eQ‡i wRwWwc‡Z "Drcv`b Øviv g~j¨ ms‡hvRb" Gi e¨vcKfv‡e e¨eüZ cwigv‡c cwigvc Kiv wRwWwc‡Z Drcv`‡bi Ask µgvMZ 

e„w× K‡i‡Q| wKš‘ evsjv‡`k GLbI cyuwRi Afv‡ei †`k| wRwWwci kZvsk wnmv‡e Af¨šÍixY we‡`wk mivmwi wewb‡qvM (GdwWAvB) 1.1 

kZvs‡k ùvwo‡q‡Q| GZ mdj wkívqb m‡Ë¡I, evsjv‡`k evwY‡R¨i kZ©vejx Zxeªfv‡e AebwZi m¤§yLxb n‡q‡Q|  

wRwWwci kZvsk wn‡m‡e PjwZ A¨vKvD›U e¨v‡j‡Ý evsjv‡`‡ki cÖwZ‡hvwMZvi Afve AviI cÖwZdwjZ nq| 1997-98 Ges 2019-20 

Gi g‡a¨, evsjv‡`‡ki Rb¨ wRwWwci kZvsk wnmv‡e Kv‡i›U A¨vKvD›U e¨v‡j‡Ýi Mo g~j¨ 0.6 kZvs‡k `uvwo‡q‡Q| GB msL¨v 2009-

10 mv‡j me©Kv‡ji m‡e©v”P 3.3 kZvs‡k †cŠu‡Q‡Q Ges 2017-18 mv‡j †iKW© me©wbgœ -3.7 kZvs‡k †cŠu‡Q‡Q| Z_¨¸‡jv ¯úófv‡e 

Bw½Z K‡i †h evsjv‡`‡ki AvšÍR©vwZK cÖwZ‡hvwMZvi Afve i‡q‡Q| Iqvì© B‡KvbwgK †dviv‡gi 2019 mv‡ji ˆewk¦K cÖwZ‡hvwMZvg~jK 

m~PK Abyhvqx, evsjv‡`k Av‡Mi eQi †_‡K `yB c‡q›U Kg, 105Zg ¯’v‡b i‡q‡Q| A_©‰bwZK cÖe„w× AR©‡b cÖhyw³ Ges gvbe cyuwRi 

f‚wgKv fvjfv‡e ¯^xK…Z Ges DfqB AvšÍtm¤úwK©Z| 2020 mv‡ji Rb¨ wek¦e¨vs‡Ki wnDg¨vb K¨vwcUvj Bb‡W· (GBPwmAvB) Abyhvqx, 

evsjv‡`k 2017 mv‡j 0.48 †_‡K 2020 mv‡j 0.46-G †b‡g G‡m‡Q| 

P¨v‡jÄ †gvKv‡ejv Kivi Rb¨ evsjv‡`k‡K Zvi cÖPyi kÖgkw³i Drcv`bkxjZv evov‡Z n‡e, Drcv`bkxjZv e„w×i `¶Zv Dbœqb, `¶ 

AeKvVv‡gv, hš¿cvwZ I cÖhyw³‡Z wewb‡qv‡Mi gva¨‡g GKwU myôy Kvh©Ki Ges `¶ Avw_©K e¨e¯’v Øviv mgw_©Z n‡q‡Q| ißvwb Awf‡hvRb 

envj _vKv Ae¯’vq evsjv‡`‡ki A_©bxwZ‡K Af¨šÍixY Pvwn`vi cÖwZ fvimvg¨ eRvq ivL‡Z n‡e| †`kwUi GKwU RwUj e¨emvwqK 
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cwi‡ekI i‡q‡Q, wek¦e¨vs‡Ki BR Ad Wywqs weR‡bm m~PK Abymv‡i GwU 190wU †`‡ki g‡a¨ 2020 mv‡j 168Zg ¯’v‡b i‡q‡Q| 

AeKvVv‡gvMZ NvUwZi Kvi‡Y e›`i †_‡K cY¨ cwien‡b `xN© wej¤^ nq| evsjv‡`kI R¡vjvwb NvUwZi †`k| GwU Zvi Drcv`b wfwË‡Z 

ˆewPÎgq Kivi Rb¨, `ªæZ wkívqb AR©‡bi Rb¨ †`‡ki Dbœqb cÖ‡Póv‡K ¸iæZifv‡e evav †`‡e| G QvovI, AvgjvZvwš¿K wej¤^ Ges 

RwUj AvgjvZvwš¿K cÖwµqv ißvwbKviK Ges Avg`vwbKviK‡`i Rb¨ †jb‡`‡bi LiP e„w×i KviY nq| AZGe, we¯§qKi wKQy bq †h 

we‡`wk cÖZ¨¶ wewb‡qvM (GdwWAvB) AvK…ó Ki‡Z evsjv‡`k Lye †ewk mdj nqwb hv MZ `yB `k‡K wRwWwci Mo gvÎ 1.1 kZvsk| 

UªvÝcv‡iwÝ B›Uvib¨vkbv‡ji g‡Z, 2020 mv‡j `yb©xwZi aviYv m~P‡K 180wU †`‡ki g‡a¨ evsjv‡`‡ki Ae¯’vb 146| 

Household Income and Expenditure Survey (HIES) wi‡cvU©- 2016 Abymv‡i, 2010 †_‡K 2016 mv‡ji g‡a¨ `vwi`ª¨ nªv‡mi 

nvi K‡g‡Q Ges GB mg‡qi g‡a¨ Avq ˆelg¨ †e‡o‡Q| cÖwZ‡e`‡b we‡kl K‡i MÖvgxY `wi`ª Rb‡Mvôxi fqven cwiw¯’wZi K_v Zy‡j aiv 

n‡q‡Q| evsjv‡`‡k `vwi`ª¨ GKwU MÖvgxY NUbv wnmv‡e Ae¨vnZ i‡q‡Q Ges †`k ¯^vaxb nIqvi ci †_‡K Zv i‡q †M‡Q| hw`I RbmsL¨v 

e„w×i nvi 1.1 kZvs‡k nªvm †c‡q‡Q, ZeyI cÖwZ eM©wK‡jvwgUv‡i 1,278 Rb †jv‡Ki RbmsL¨vi Nb‡Z¡i mv‡_ †`kwU AZ¨šÍ 

NbemwZc~Y©| GwU Abygvb Kiv nq †h Avevmb Ges Ab¨vb¨ D‡Ï‡k¨ †`kwU eQ‡i 1 kZvsk Avevw` Rwg nviv‡”Q| Rjevqy cwieZ©bI 

fq¼i SyuwKi m„wó K‡i Ges evsjv‡`k GB †¶‡Î 7Zg SyuwKc~Y© †`k wn‡m‡e ¯’vb K‡i wb‡q‡Q| hw`I †`kwU `vwi ª̀¨ wbim‡b w¯’wZkxj 

AMÖMwZ K‡i‡Q, `vwi`ª¨ memgqB MÖvgxY GjvKvq A‡bK †ewk i‡q †M‡Q hv 1974 mvj †_‡K cÖKvwkZ mg¯Í Household Income and 

Expenditure Survey (HIES) wi‡cv‡U© cÖwZdwjZ n‡q‡Q| MÖvgxY GjvKvq Pig `vwi`ª¨ knivÂ‡ji Zyjbvq wZb¸Y †ewk| †KvwfW -

19 GLb `vwi`ª¨‡K AviI evwo‡q w`‡q‡Q j¶ j¶ hviv `vwi`ª¨ †_‡K cvwj‡qwQj Zv‡`i g‡a¨ †V‡j w`‡q‡Q| 

†WUv e¨envi K‡i (Using the HIES data) 2005 Ges 2016 Gi g‡a¨ mvgwMÖKfv‡e †`‡ki Rb¨ gy`ªvùxwZi (†fv³v g~j¨ m~PK 

e¨envi K‡i) mvgÄm¨ Kivi mgq gvwmK Mo cvwievwiK Avq cÖvq GKB wQj| MÖvgxY Mo cwiev‡ii Avq †e‡o‡Q cÖvq 200 UvKv| MÖvgxY 

cwiev‡ii Rb¨ GB Avq e„w×i Rb¨ g~jZ we‡`wk †iwg‡UÝ‡K `vqx Kiv †h‡Z cv‡i| wKš‘ M‡o kû‡ii cwievi¸wji Mo gvwmK Avq 

950 UvKv K‡g‡Q| GB µgvMZ ỳe©j Avq e„w×, ev GgbwK cZb †fv‡Mi „̀wófw½i Rb¨ GKwU we‡kl SyuwK ˆZwi K‡i| FY MÖ Í̄ 

cwiev‡ii Rb¨ mgm¨v AviI RwUj n‡Z cv‡i| BwZnv‡mi †h‡Kv‡bv hyw³m½Z Kvi‡YB Avgv‡`i `kwU ga¨g Av‡qi †`‡k cwiYZ 

nIqvi c‡iI A`~i fwel¨‡Z wKQy DbœwZ n‡e Ggb †Kv‡bv wbðqZv †bB| Z‡e †KvwfW-19 gnvgvix eZ©gvb A_©‰bwZK `y`©kv‡K AviI 

hy³ Ki‡jI Lye GKUv †cQ‡b †dj‡Z cv‡iwb| me A_©‰bwZK AR©b m‡Ë¡I evsjv‡`k GLbI ˆe‡`wkK mvnv‡h¨ mn‡hvwMZvi Ici 

wbf©ikxj| AM©vbvB‡Rkb di B‡KvbwgK †Kv-Acv‡ikb A¨vÛ †W‡fjc‡g›U (IBwmwW) Abyhvqx, 2019 mv‡j evsjv‡`k 5.5 wewjqb 

gvwK©b Wjvi ˆe‡`wkK mnvqZv †c‡q‡Q| w¯’Zve¯’v †_‡K abx I kw³kvjx n‡q D‡V‡Q Ggb ¯^v_©v‡š^lx‡`i cÖwZ‡iv‡ai gy‡L Zyjbvg~jK 

cwieZ©‡bi myweavi cÖwZdjb NUv‡bvi Rb¨ †Kvm© cwieZ©b Kivi P¨v‡j‡Äi gy‡LvgywL evsjv‡`k| wKš‘ GB ai‡Yi cÖe„w× Kvh©¶gZv †kl 

ch©šÍ ¯’wei n‡q †h‡Z cv‡i hw` †mB ¯^v_©¸‡jv‡K jvMvg Uvbv bv nq| 

Dbœqb-cÖe„w× cÖwµqvi mgq e¨eav‡b cÖe„wØi ¯^qswµq †cÖiYv †bB| ¯^vaxbZvi 50 Zg eQ‡i evsjv‡`k hLb Zvi A_©‰bwZK AR©b 

D`hvcb Ki‡Q, ZLb †`kwU GKwU A_©‰bwZK cwi‡e‡ki gy‡LvgywL n‡”Q hv AvMvwg `kK¸wj‡Z cÖwZK~j n‡Z cv‡i| fwel¨‡Zi 

A_©‰bwZK wbR¯^ „̀wófw½i mv‡_ mw¤§wjZ ev¯Íeev`x I ev Í̄eev‡`i Dci wfwË K‡i cÖe„w×i MwZ Ae¨vnZ ivLvi Rb¨ GKwU `~i`k©x 

A_©‰bwZK †KŠkj cÖ‡qvRb| G ai‡bi A_©‰bwZK †KŠk‡ji mdj ev¯Íevqb wbf©i Ki‡e ivR‰bwZK mw`”Qv, `yb©xwZ‡iva, Kv‡jv UvKvi 

AmZ e¨envi †iva, A_©cvPvi †iva, mykvmb cÖwZôvb cÖwZôv Ges †`‡ki A_©‰bwZK m¶gZvi Ici| 

evsjv‡`‡ki eZ©gvb miKv‡ii mvdj¨ 

¶y`« AvqZ‡bi GKwU Dbœqbkxj †`k n‡qI evsjv‡`k BwZg‡a¨ mviv we‡k¦i wbKU cÖvK…wZK `y‡h©v‡Mi wbweo mgwš^Z e¨e¯’vcbv, ¶y`« 

F‡Yi e¨envi Ges `vwi`« `~ixKi‡Y Zvi f‚wgKv, Rbeûj †`‡k wbe©vPb cwiPvjbvq ¯̂”Q I myôyZv Avbqb cÖ‡Póv, e„¶‡ivcY, mvgvwRK 

I A_©‰bwZK m~P‡Ki BwZevPK cwieZ©b cÖf…wZ †¶‡Î AbyKiYxq …̀óvšÍ n‡q `vuwo‡q‡Q| 30 j¶ knx‡`i i‡³i wewbg‡q Rb¥ †bIqv 

GB evsjv‡`k‡K AvR‡Ki Ae¯’v‡b Avm‡Z AwZµg Ki‡Z n‡q‡Q nvRv‡iv cÖwZeÜKZv| hy× weaŸ¯Í, cÖvq me©‡¶‡Î AeKvVv‡gvwenxb 

†mw`‡bi †mB m`¨RvZ RvwZi 52 eQ‡ii AR©‡bi cwimsL¨vbI wbZvšÍ AcÖZyj bq| mn¯ªvvã Dbœqb j¶¨gvÎvi 8wU j‡¶¨i g‡a¨ wk¶v, 

wkï g …Zz¨nvi Kgv‡bv Ges `vwi «̀ n«vmKi‡Yi †¶‡Î evsjv‡`k D‡jøL‡hvM¨ DbœwZ cÖ`k©b Ki‡Z m¶g n‡q‡Q| †bv‡ej weRqx evOvwj 

A_©bxwZwe` AgZ¨© †m‡bi Kiv gšÍe¨ G‡¶‡Î cÖwYavb‡hvM¨| Zvui g‡Z wKQy wKQy †¶‡Î wek¦‡K Pg‡K †`evi g‡Zv mvdj¨ Av‡Q 

evsjv‡`‡ki| we‡klZ wk¶v myweav, bvixi ¶gZvqb, gvZ… I wkï g…Zz¨nvi I Rb¥nvi Kgv‡bv, Mixe bvix‡`i Rb¨ gvZ…Z¡Kvjxb fvZv, 

eq¯‹ fvZv,KvW©avix‡`i †ikwbs myweav, weaev fvZv, cÖwZe›Øx fvZv, Dce„wË, gyw³‡hvØv fvZv, ˆekvLx fvZv, webvg~‡j¨ eB weZiY, 

myg`ª weRq, wQUgnj wewbgq, Mwie gvby‡li Rb¨ †kŠPvMvi I ¯^v¯’¨ myweav cÖ`vb Ges wkï‡`i wUKv`vb Kvh©µg Ab¨Zg| 
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MYcÖRvZš¿x evsjv‡`‡ki miKv‡ii gvbbxq cÖavbgš¿x Ô†kL nvwmbvi we‡kl D‡`¨vMÕ LvZ `k cÖKí ev Í̄evq‡b m‡e©v”P AMÖvwaKvi †`qv 

n‡”Q| iƒcKí-21 mvg‡b †i‡L Gme cÖK‡íi mdj ev¯Íevqb n‡q‡Q e‡jB evsjv‡`k ga¨g Av‡qi †`‡k DbœxZ n‡Z mÿg n‡q‡Q| 

we‡kl D‡`¨v‡Mi g‡a¨ i‡q‡Q-GKwU evwo GKwU Lvgvi cÖKí, mvgvwRK wbivcËv Kg©m~wP, N‡i N‡i we`y¨r, KwgDwbwU wK¬wbK I wkï 

weKvk, bvixi ¶gZvqb, AvkÖqY, wk¶v mnvqZv, wWwRUvj evsjv‡`k, cwi‡ek myi¶v I wewb‡qvM weKvk| evsjv‡`‡ki AMÖMwZ 

D`vniY †`Iqvi g‡ZvB| A_©bxwZ I Av_©mvgvwRK †ewki fvM m~P‡K evsjv‡`k Qvwo‡q †M‡Q `w¶Y Gwkqv‡K| wbgœ Av‡qi †`k¸‡jv‡K 

Qvwo‡q‡Q †Zv A‡bK Av‡MB| AvšÍR©vwZK gy`«v Znwej (AvBGgGd) e‡j‡Q, GKwU Rbeûj I wb¤œ Av‡qi †`k wn‡m‡e evsjv‡`k 

†hfv‡e cÖe„w×i m‡½ `vwi`ª¨ `~i Ges ˆelg¨ Kgv‡bv‡K mshy³ K‡i‡Q, Zv AZ¨šÍ D‡jøL‡hvM¨| mevB‡K AšÍf©y³ K‡i cÖe„w× AR©‡bi 

†¶‡Î evsjv‡`k GLb D`vniY †`Iqvi g‡Zv GKwU †`k| wek¦e¨vsK GKwU †Uwej Dc¯’vcb K‡i †`wL‡q‡Q, cÖavb 12wU m~P‡Ki g‡a¨ 

10wU‡ZB evsjv‡`k `w¶Y Gwkqv Ges Ab¨ wb¤œ Av‡qi †`‡ki Zyjbvq GwM‡q †M‡Q ev hv‡”Q| Z‡e AšÍf©yw³g~jK cÖe„w× AR©‡b 

evsjv‡`‡ki eo ai‡Yi mvdj¨ _vK‡jI ivRbxwZ Pj‡Q wVK D‡ëv c‡_| AšÍf©yw³g~jK ivRbxwZi Afv‡e A_©bxwZi mvdj¨ wcwQ‡q 

co‡Q e‡j g‡b Ki‡Qb A_©bxwZwe` I we‡klÁiv| APj n‡q co‡Q †`‡ki A_©bxwZ, Kg‡Q cÖe„w×| d‡j mvgvwRK m~PK¸‡jvI 

ûgwKi g‡a¨ c‡o †M‡Q| G iKg GK AwbwðZ Ae¯’vi g‡a¨B bZyb eQ‡i cÖ‡ek Ki‡Q evsjv‡`k| 

MZ `yB `k‡Ki A_©‰bwZK cÖe„w× I mvgvwRK Dbœq‡bi †h‡Kv‡bv m~P‡Ki wePv‡i evsjv‡`‡ki Af‚Zc~e© AMÖMwZ n‡q‡Q| evsjv‡`k 

1990-Gi ci mvwe©Kfv‡e cÖe„w×‡Z Dbœqbkxj †`‡ki Mo nv‡ii Zyjbvq A‡bK GwM‡q‡Q| `vwi‡`ª¨i nvi A‡a©K n‡q †M‡Q| †g‡q‡`i 

A_©‰bwZK Kg©Kv‡Û Ae`v‡bi nvi `ªæZ †e‡o‡Q, RbmsL¨v, Mo Avqy, wkïg…Zz¨i nvi, †g‡q‡`i ¯‹y‡j covi nvi, m¶g `¤úwZ‡`i 

Rb¥wbqš¿Ye¨e¯’v MÖn‡Yi nvi BZ¨vw` mvgvwRK m~P‡K evsjv‡`k mgch©v‡qi Dbœqbkxj Ab¨vb¨ †`k, GgbwK cÖwZ‡ewk fviZ‡K †cQ‡b 

†dj‡Z mg_© n‡q‡Q| A‡bK †¶‡ÎB fvi‡Zi Zyjbvq evsjv‡`‡ki mvdj¨ †h †ewk, †bv‡ejRqx evOvwj A_©bxwZwe` Aa¨vcK AgZ¨© 

†mb Zvui me©‡kl cÖKvwkZ A¨vb Avbmvi‡UBb †Møvwi: BwÛqv A¨vÛ BUm KbU«vwWKkbm eB‡q evsjv‡`k wb‡q Avjv`v GKwU Aa¨vqI 

†i‡L‡Qb| 

wewkó A_©bxwZwe`, mv‡eK ZË&eveavqK miKv‡ii A_© Dc‡`óv Aa¨vcK Iqvwn`DwÏb gvngy` evsjv‡`‡ki GB AR©b we‡klfv‡e 

Zvrch©c~Y© e‡j g‡b K‡ib| wZwb e‡jb, evsjv‡`k ïay †h gymwjg cÖavb †`k, Zv bq, GwU DËi Avwd«Kv †_‡K ïiæ K‡i ga¨cÖvP¨ I 

DËi fviZ ch©šÍ we¯Í…Z Ggb GKwU AÂ‡ji Ask, †hLv‡b i‡q‡Q †g‡q‡`i cÖwZ ˆelg¨g~jK cyiælZvwš¿K mgvRe¨e¯’v| G Kvi‡Y 

evsjv‡`‡ki mvgvwRK Dbœq‡bi GB AMÖMwZ‡K GKwU ÔDbœqb we¯§qÕ e‡j AvL¨vwqZ Kiv nq| Gi †cQ‡b KvR K‡i‡Q RbM‡Yi Dbœqb-

m‡PZbZv, †MvÎ-eY© †f`v‡f`nxb mgvR Ges miKvwi-†emiKvwi ms¯’v¸‡jvi bvbv Kvh©Ki Kg©m~wP I mvgvwRK D‡`¨vM| gvV ch©v‡qi 

Gme Kg©m~wPi gva¨‡gB †`‡ki gvbyl bvbv ag©xq †Mvuovwg‡K µgvš^‡q AwZµg Ki‡Z m¶g n‡q‡Q| wek¦e¨vsK I AvBGgGd ej‡Q, 6 

kZvsk nv‡i Ae¨vnZ cÖe„w× AR©b MÖvgxY A_©bxwZ‡K PvOv K‡i‡Q| g~jZ 80 jvL cÖevmxi cvVv‡bv Avq, ˆZwi †cvkvK Lv‡Zi cÖvq 40 

jvL kÖwgK Ges K…wli meyR wecøe ev GK Rwg‡Z `yB dmj `vwi`ª¨ Kgv‡bvi †¶‡Î eo ai‡Yi f‚wgKv †i‡L‡Q| Avevi miKviI wcwQ‡q 

cov I AwZ`wi`«‡`i Rb¨ mvgvwRK Kg©m~wP Lv‡Z Ae¨vnZfv‡e ev‡RU evwo‡q‡Q| †`‡ki 40 kZvsk AwZ `wi ª̀ gvbyl GLb GB 

Kg©m~wPi AvIZvq| G Lv‡Z miKvi †gvU †`kR Drcv`‡bi (wRwWwc) Ask wn‡m‡e †h A_© e¨q Ki‡Q, Zv eo A_©bxwZi †`k fvi‡Zi 

mgch©v‡qi| †bcvj, cvwK¯Ívb I kÖxj¼v Gi †P‡q A‡bK Kg A_© e¨q K‡i| 

eZ©gvb miKv‡ii †gqv‡` BwZg‡a¨B ¯^A_©vq‡b cÙv †mZy evsjv‡`‡ki GKwU wekvj Dbœqb w`K`k©b hv 6.15 wK‡jvwgUvi (3.85 

gvBj) `xN©, Pvi-†jb mo‡Ki cÙv †mZz‡ZB Pvjy n‡q‡Q| m¤ú~Y© wbR¯^ A_©vq‡b c„w_exi wØZxq m‡e©v”P Li‡¯ªvZv cÙv b`xi Dci 6.15 

wK‡jvwgUvi `xN© †mZz wbg©vY K‡i cÖavbgš¿x †kL nvwmbvi †bZ…Z¡vaxb evsjv‡`k wek¦e¨vcx †_‡K e¨vcK mvayev` †c‡q‡Q| KviY, 

evsjv‡`‡ki G hver ev¯ÍevwqZ †gMv cÖK‡íi me‡P‡q eo Ges e¨qeûj cÖKí| GwU wbg©v‡Y †gvU e¨q n‡q‡Q 32,605 †KvwU UvKv| GB 

†mZz evsjv‡`‡ki `w¶Y-cwðgvÂ‡ji 21wU †Rjvi m‡½ XvKvmn Ab¨vb¨ AÂ‡ji mivmwi ms‡hvM ¯’vcb K‡i‡Q| BwZg‡a¨B cÙv †mZy 

evsjv‡`‡ki A_©bxwZ‡Z e¨vcK cÖfve †d‡j‡Q| GwU `w¶Y-cwðgvÂ‡ji †Rjv¸wj‡K †`‡ki Ab¨vb¨ AÂ‡ji m‡½ mivmwi mshy³ 

K‡i‡Q, hv GB AÂ‡ji A_©‰bwZK Dbœq‡b mnvqZv Ki‡e| cÙv †mZyi d‡j GB AÂ‡j wkí I e¨emv-evwYR¨ e„w× cv‡e, hv Kg©ms¯’vb 

m„wó Ki‡e Ges `vwi`ª¨ nªvm Ki‡e| cÙv †mZy evsjv‡`‡ki †hvMv‡hvM e¨e ’̄v‡KI AvaywbKvqb Ki‡e, hv †`‡ki A_©bxwZ‡K AviI 

MwZkxj Ki‡Z cv‡i| myZivs ejv †h‡Z cv‡i, cÙv †mZy evsjv‡`‡ki Rb¨ GKwU AmvaviY AR©b| moK, †mZy, †ijc_ I wegvb 

PjvPjmn †gvU 9wU †gMv cÖKí ev¯Íevq‡bi †kl ch©v‡q i‡q‡Q| Gi g‡a¨ cÖ_g I me‡P‡q `„k¨gvb cÖKíwU n‡jv XvKv Gwj‡f‡UW 

G·‡cÖmI‡q| evwK cÖKí¸‡jv n‡jv †g‡Uªv‡ij cÖKí (evwK Ask), c~e©vPj G·‡cÖmI‡q, e½eÜy †kL gywReyi ingvb Uv‡bj (KY©dzjx 

Uv‡bj), Lyjbv-†gvsjv †ij cÖKí, XvKv wegvbe›`‡ii Z„Zxq Uvwg©bvj, K·evRvi †ij ms‡hvM cÖKí, AvLvDov-AvMiZjv AvšÍt‡`kxq 

†ij ms‡hvM cÖKí I cÙv †ij ms‡hvM cÖKí| mg„× I kw³kvjx evsjv‡`k wewbg©v‡Y †gMv cÖKí ev¯Íevq‡bi †Kv‡bv weKí †bB| `vwi`ª¨ 
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we‡gvPb, Kg©ms¯’v‡bi e¨e¯’vmn j¶¨gvÎv Abyhvqx Avw_©K AMÖMwZ wbwðZ Ki‡ZB miKvi Gme cÖKí `ªæZ mgvß Ki‡Z Pvq| ¯^‡cœi 

†gMv cÖKí¸‡jv ev¯Íevq‡bi Ici wbf©i Ki‡Q Kvw·¶Z A_©‰bwZK cÖe„w× I †`‡ki mvwe©K Av_©-mvgvwRK Dbœqb| AeKvVv‡gv Dbœq‡b 

†gMv cÖKí¸‡jv ev¯Íevqb n‡j †`‡ki cÖe„w× Av‡iv †eMevb n‡e| eo eo cÖK‡íi w`‡K we‡kl bRi †`qvi Rb¨ miKvi 10wU †gMv 

cÖKí‡K dv÷Uª¨vKfy³ K‡i‡Q| miKv‡ii m‡e©v”P AMÖvwaKvicÖvß dv÷Uª¨vKfy³ †gMv cÖKí¸‡jv n‡”Q : cÙv †mZy, iƒccyi cvigvYweK 

we ỳ¨r‡K›`ª, ivgcvj we`y¨r‡K› ª̀, gvZvievox we`y¨r‡K› ª̀, †g‡Uªv‡ij cÖKí, GjGbwR Uvwg©bvj I M¨vm cvBcjvBb cÖKí, cvqiv Mfxi 

mgy`ªe›`i, cÙv †mZy‡Z †ij ms‡hvM, †`vnvRvix-ivgy n‡q K·evRvi Ges ivgy-wgqvbgv‡ii Kv‡Q Nygayg ch©šÍ wm‡½j jvBb Wy‡qj‡MR 

Uª¨vK wbg©vY cÖKí| 2023-24 A_©eQ‡ii Rb¨ Dbœqb ev‡R‡U 10 †gMv cÖK‡í †gvU eivÏ †`qv n‡q‡Q 60 nvRvi 53 †KvwU UvKv| 

AvU †gMv cÖK‡í 2-23 mv‡ji †g gvm ch©šÍ Mo †fŠZ AMÖMwZ 81.45 kZvsk| Mo Avw_©K AMÖMwZ 69.37 kZvsk| AvU †gMv cÖKí 

ev¯Íevq‡b †gvU e¨q aiv n‡q‡Q 3 jvL 8 nvRvi 681 †KvwU 5 jvL UvKv| MZ †g gvm ch©šÍ Gme cÖK‡í LiP n‡q‡Q 1 jvL 97 nvRvi 

44 †KvwU 45 jvL UvKv| iƒccyi cvigvYweK we`y¨r cÖK‡í †g gvm ch©šÍ LiP n‡q‡Q 59 nvRvi 943 †KvwU 35 jvL UvKv| cÖKí¸‡jv 

ev¯ÍevwqZ n‡j 2031 mvj bvMv` wRwWwc cÖe„w× †e‡o n‡e 9 kZvsk, `vwi ª̀¨ nvi 2020 mv‡ji 18.82 †_‡K K‡g 7 kZvsk Ges Pig 

`vwi ª̀¨ 9.38 †_‡K nªvm †c‡q 2.55 kZvsk n‡e| G Qvov gvby‡li Mo Avqy n‡e 80 eQi| 2041 mv‡j gv_vwcQy Avq n‡e 12 nvRvi 

500 Wjvi| cvkvcvwk wRwWwc cÖe„w×i nvi n‡e 9.9 kZvsk| Pig `vwi`ª¨ †b‡g Avm‡e 0.68 kZvs‡k Ges `vwi`ª¨ nvi n‡e 3 

kZvs‡ki wb‡P| ª̀æZ †gMv cÖKí ev¯Íevq‡bi gva¨‡g we‡`wk wewb‡qvM AvK…ó Kiv †M‡j wecyjmsL¨K Kg©ms¯’vb ˆZwii cvkvcvwk MwZ 

cv‡e †`‡ki A_©bxwZ| 

†gMv cÖKí¸‡jvi evB‡i Pj‡Q 100wU A_©‰bwZK AÂj wbg©v‡Yi KvR| Gme AÂj‡K wN‡i AvMvwg 2030 mv‡ji g‡a¨ †`‡k wkí 

wecøe NU‡e avibv Kiv n‡q‡Q| mvgwMÖK A_©bxwZi †Pnviv e`‡j hv‡e| †KvwU †jv‡Ki Kg©ms¯’vb n‡e| evowZ 40 wgwjqb Wjvi ißvwb 

Av‡qi j¶¨gvÎv aiv n‡q‡Q| we‡`wk wewb‡qvMKvix‡`i Rb¨ Avjv`v AÂj wba©viY Kiv n‡q‡Q| fviZ, Pxb, Rvcvb, A‡÷ªwjqv, 

KvbvWv, myBRvij¨vÛ, Rvg©vwb, nsKs, †mŠw` Aviemn K‡qKwU †`k wewb‡qvM Ki‡e wewjqb wewjqb †KvwU Wjvi| miKv‡ii Dbœq‡bi 

avivevwnKZvq GB †gMv cÖKí¸‡jv MÖnY cÖ‡qvRb wQj| mgq g‡Zv ev¯ÍevwqZ n‡jB evsjv‡`‡ki A_©bxwZ‡Z eo ai‡bi †MBg †PÄvi 

n‡q hv‡e| cy‡iv A_©‰bwZK e¨e¯’vq eo cwieZ©b Avm‡e| AMÖvwaKvi wfwË‡Z cÖKí¸‡jvi KvR GwM‡q wb‡Z n‡e| miKvi †hme †gMv 

cÖKí ev Í̄evqb Ki‡Q; meB ¸iæZ¡c~Y© I cÖ‡qvRb| Gme cÖKí ev¯Íevqb n‡j m‡½ m‡½ wiUvb© Avm‡e| Gme cÖKí Pvjy n‡j evsjv‡`‡ki 

Dbœq‡b bZyb gvÎv †hvM n‡e| cwiKíbv K‡iB G‡Mv‡Z n‡e| cÖKí¸‡jv‡Z wewb‡qv‡Mi †¶‡Î `¶Zvi m‡½ mZK©Zv Aej¤^b Ki‡Z 

n‡e| h_vh_fv‡e Kvh©µg gwbUwis Ki‡Z n‡e| miKvi †`‡ki †hvMv‡hvM I cwienb e¨e ’̄vq ˆecøweK cwieZ©b mva‡bi Rb¨ moKc_, 

†ijc_, Rjc_ I AvKvkc‡_ †hvMv‡hv‡Mi †¶‡Î PviwU e„nr wewb‡qvM †gMv cÖKí nv‡Z †bq| GiB g‡a¨ 2022 mv‡ji 25 Ryb ¯^‡cœi 

cÙv †mZy D‡Øvab Kiv nq Ges 26 Ryb †mZywU hvb PjvP‡ji Rb¨ Ly‡j †`qv nq| 2023 mv‡j †mZy‡Z †ij ms‡hv‡Mi KvRI m¤úbœ 

nIqvq †`‡ki cwðgvÂj I `wÿbvÂj †Rjv¸‡jvi RbMb DcK…Z n‡q‡Q| XvKvi hvbRU wbim‡b miKv‡ii M„nxZ †g‡Uªv‡ij †gMv 

cÖKí XvKv kn‡ii †hvMv‡hvM I cwienb e¨e ’̄vq Avg~j cwieZ©b n‡q‡Q| Kg©NÈvi AcPq n«vm, bMievmxi Rxe‡b MwZ wKQZv n‡jI 

e„wØ †c‡q‡Q| ZvQvov †`vnvRvix ivgy n‡q ivgy Nygayg †ijjvBb ¯’vcb cÖKí †`‡ki `w¶Y-c~e©vÂ‡ji `yM©g cvnvwo GjvKvi GZw`b ch©šÍ 

Ae‡nwjZ †hvMv‡hvM e¨e¯’vq bZyb gvÎv ms‡hvRb n‡q‡Q| GgbwK UªvÝGwkqvb †ij †bUIqv‡K©i Ask n‡q cy‡iv Gwkqvi †hvMv‡hvM 

e¨e ’̄vi Acwinvh© Ask n‡q co‡e Avkv Kiv hvq| 

cÖKí ev¯Íevqb I e„nZ cwigv‡b Kg©ms¯’v‡bi my‡hvM m„wó n‡e| †`‡ki we ỳ¨r Pvwn`v c~iY I R¦vjvwb wbivcËv wbwðZ Kivi j‡¶¨ 

miKvi K‡qKwU e„nr wewb‡qv‡Mi †gMv cÖKí nv‡Z wb‡q‡Q| †`‡ki cÖwZwU bvMwiK‡K we`y¨r myweavi AvIZvq wb‡q Avkvi cvkvcvwk 

wkí‡¶‡Î wbiew”Qbœ we`y¨r cÖevn wbwðZ K‡i †`k‡K DbœZ †`‡k iƒcvšÍi Ki‡Z Gme †gMv cÖKí MÖnY Kiv n‡q‡Q| 2030 mv‡ji g‡a¨ 

40 nvRvi †gMvIqvU Ges 2040 mv‡ji g‡a¨ 60 nvRvi †gMvIqvU we`y¨r Drcv`‡bi j¶¨ wba©viY K‡i miKvi| Zb¥‡a¨ 2400 

†gMvIqvU ¶gZvm¤úbœ `yB BDwbU msewjZ †`‡ki BwZnv‡m me©v‡c¶v e¨qeûj iƒccyi cvigvYweK we ỳ¨r‡K›`ª Ab¨Zg| ZvQvovI 

gvZvievox 1200 †gMvIqvU I ivgcv‡j 1320 †gMvIqvU ¶gZvm¤úbœ we`y¨r‡K›`ª wbg©vY miKv‡ii we`y¨r Lv‡Z M„nxZ Av‡iv `ywU †gMv 

cÖKí| †`‡ki R¦vjvwb mgm¨vi mgvavbK‡í miKvi GjGbwR Uvwg©bvj wbg©v‡Yi †gMv cÖKí MÖnY K‡i| †`‡ki R¦vjvwbi cÖavb cÖvK…wZK 

Drm cÖvK…wZK M¨v‡mi gRyZ `ªæZ †kl n‡q hvIqvi †cÖw¶‡Z R¦vjvwb mgm¨v mgvav‡b miKv‡ii M„nxZ GB †gMv cÖ‡R±‡K mevB mvayev` 

Rvwb‡q‡Q| BwZg‡a¨B wbwg©Z `ywU GjGbwR Uvwg©bvj †_‡K ˆ`wbK 1000 wgwjqb NbdzU M¨vm RvZxq wMÖ‡W hy³ n‡”Q| mgy`ªe›`i GKwU 

†`‡ki ˆe‡`wkK evwYR¨ I A_©bxwZ‡Z MwZ mÂv‡i ¸iæZ¡c~Y© f‚wgKv cvjb K‡i| 2008 mv‡j miKvi †`‡ki 3q I 1g Mfxi mgy`ªe›`i 

cvqiv mgy`ªe›`i wbg©v‡Yi cÖKí MÖnY K‡i| 2013 mv‡ji 19 AvM÷ cÖavbgš¿x cÖK‡íi wfwËcÖ¯Íi ¯’vcb K‡ib| 2018 mv‡j 

mgy`ªe›`iwU Acv‡ikbvj Kvh©µg ïiæ Ki‡j †`‡ki Avg`vwb-ißvwb evwY‡R¨ behy‡Mi m~Pbv nq| 2025 mv‡j e›`iwU c~Y©v½ iƒc AR©b 

Ki‡j †`‡ki ˆe‡`wkK evwY‡R¨ bewecø‡ei m~Pbv n‡e| K·evRv‡ii gvZvievox‡Z †`‡ki PZy_© mgy`ªe›`i wbg©v‡Yi cÖKí Aby‡gv`b 
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K‡i‡Q miKvi| wkívq‡bi †¶‡Î M„nxZ †gMv cÖKí¸‡jv †`‡ki A_©bxwZ‡Z bZyb MwZi mÂvi Ki‡e| miKv‡ii M„nxZ †gMv cÖKí¸‡jv 

†`‡ki wkívqb‡K Z¡ivwš^Z Kivi cvkvcvwk K…wli Dbœq‡bI Kvh©Ki f‚wgKv ivL‡e| miKv‡ii M„nxZ †gMv cwiKíbv¸‡jv ev¯ÍevwqZ n‡j 

K…wl‡¶‡Î we`¨gvb mgm¨v¸‡jv mgvav‡bi gva¨‡g K…wli mvwe©K Dbœq‡b Kvh©Ki f‚wgKv ivL‡e| miKvi KZ©…K M„nxZ Gme †gMv 

cwiKíbv¸‡jv ev¯ÍevwqZ n‡j †`‡ki wekvj Rb‡Mvôxi Rb¨ Kg©ms¯’v‡bi my‡hvM m„wó n‡e| miKv‡ii M„nxZ Gme †gMvcÖKí wkívqb, 

e¨emv-evwYR¨ I cwienb e¨e¯’vq e¨vcK DrKl© mvab Ki‡e| G‡Z †`‡k e¨vcK Kg©ms¯’v‡bi m„wó n‡e; hv †eKviZ¡ jvNe K‡i 

A_©‰bwZK Dbœq‡b Zvrch©c~Y© f‚wgKv cvjb Ki‡e| ïay cÙv †mZyi ev¯ÍevqbB cÖZ¨¶ I c‡iv¶fv‡e 1 †KvwU gvby‡li Kg©ms¯’v‡bi 

my‡hvM m„wó Ki‡e| Avi me cÖKí ev Í̄evwqZ n‡j cÖZ¨¶ I c‡iv¶fv‡e `yB †_‡K AvovB †KvwU †jv‡Ki Kg©ms¯’v‡bi m„wó Ki‡e Avkv 

Kiv hvq| 

 

eZ©gvb miKv‡ii fwel¨r †Rvov‡jv D‡`¨vM 

MYcÖRvZš¿x evsjv‡`‡ki miKv‡ii gvbbxq cÖavbgš¿x Ô†kL nvwmbvi we‡kl D‡`¨vMÕ LvZ `k cÖKí ev Í̄evq‡b m‡e©v”P AMÖvwaKvi †`qv 

n‡”Q| iƒcKí-21 mvg‡b †i‡L Gme cÖK‡íi mdj ev¯Íevqb n‡j †`‡ki Av_©-mvgvwRK AMÖMwZi †¶‡Î bZyb gvBjdjK iwPZ n‡e 

e‡j g‡b Ki‡Q miKvi| Gme D‡`¨v‡Mi g‡a¨ i‡q‡Q-GKwU evwo GKwU Lvgvi cÖKí, mvgvwRK wbivcËv Kg©m~wP, N‡i N‡i we ỳ¨r, 

KwgDwbwU wK¬wbK I wkï weKvk, bvixi ¶gZvqb, AvkÖqY, wk¶v mnvqZv, wWwRUvj evsjv‡`k, cwi‡ek myi¶v I wewb‡qvM weKvk| 

cÖavbgš¿xi we‡kl D‡`¨v‡M †bqv GB `k Kg©m~wP‡K eª¨vwÛs Kivi D‡`¨vM †bqv n‡q‡Q| G‡Z me‡P‡q †ewk †Rvi †`qv n‡q‡Q `vwi`ª¨ 

we‡gvP‡b `¶Zv AR©‡b Avqea©K Kg©m~wP wn‡m‡e †bqv- GKwU evwo GKwU Lvgvi cÖKí‡K GwM‡q †bqv Ges †`wk-we‡`wk wewb‡qvM 

AvKl©‡Y wewb‡qvM weKvk Kg©m~wPi mdj ev¯Íevqb m¤¢e| G QvovI †`wk-we‡`wk wewb‡qvM AvKl©‡Y wewb‡qvM weKvk Kg©m~wP MÖnY Kiv 

n‡q‡Q| cÖavbgš¿xi GB D‡`¨v‡Mi d‡j †`‡k wewb‡qv‡Mi Liv KvU‡e e‡jI mswkøóiv g‡b Ki‡Qb| Ôwewb‡qvM weKvkÕ ewnwe©‡k¦ 

Ggbfv‡e eª¨vwÛs Kiv n‡e hv‡Z we‡`wkiv G‡`‡k wewb‡qvM GwM‡q Av‡mb| G Qvov †`wk D‡`¨v³v‡`iI Av¯’v wdwi‡q wewb‡qv‡M 

DrmvwnZ Kiv n‡e| 

cÖavbgš¿xi GKvšÍ AvMÖ‡n GB `k Kg©m~wP MÖnY K‡i‡Q miKvi| GB Kg©m~wP `ªæZev Í̄evqb I eª¨vwÛs msµvšÍ welq¸‡jvi mgš^q Ki‡Q 

cÖavbgš¿xi Kvh©vjq| G cÖm‡½ cÖ¯ÍvweZ ev‡RU e³…Zvq ZLbKvi mg‡qi A_©gš¿x Aveyj gvj Ave`yj gywnZ Rvwb‡q‡Qb, MZ mvZ eQ‡i 

wewfbœ Lv‡Z †hme Dbœqb Kvh©µg MÖnY Kiv n‡q‡Q Zvi g‡a¨ A‡bK¸‡jv D‡`¨vMB cÖavbgš¿xi wPšÍv-cÖm~Z, hv BwZg‡a¨ Ô†kL nvwmbvi 

we‡kl D‡`¨vMÕ wn‡m‡e ¯^xK…wZ †c‡q‡Q| cÖavbgš¿xi Gme D‡`¨vM ev¯Íevq‡b we‡kl AMÖvwaKvi †`Iqv n‡q‡Q| wZwb e‡jb, G¸‡jvi 

mdj ev¯Íevq‡bi gva¨‡g †`‡ki Av_©-mvgvwRK AMÖMwZi †¶‡Î GKwU bZyb gvBjdjK iwPZ n‡e| GB `k cÖKí ev¯Íevq‡b Rb¨ 

†KŠkj wba©viY I cwiKíbv MÖn‡Y cjøx Dbœqb I mgevq wefvM, cÖavbgš¿xi Kvh©vjq, Z_¨ I †hvMv‡hvM cÖhyw³ wefvM, wk¶v gš¿Yvjq, 

gwnjv I wkï welqK gš¿Yvjq, we ỳ¨r wefvM, ¯̂v¯’¨ I cwievi Kj¨vY gš¿Yvjq Ges mgvRKj¨vY gš¿Yvj‡qi cÖwZwbwa‡`i m‡½ ˆeVK Kiv 

n‡e| Rvbv †M‡Q, AMÖvwaKvi LvZ wn‡m‡e wPwýZ Gme cÖKí `ªæZ ev¯Íevq‡bi Rb¨ BwZg‡a¨ mswkøó‡`i wb‡`©k †`qv n‡q‡Q| 

cÖavbgš¿xi Kvh©vjq g‡b Ki‡Q, †`k‡K ga¨g Av‡qi †`‡k iƒcvšÍi Ges GmwWwR AR©‡b Gme Lv‡Z m‡e©v”P ¸iæZ¡ †`qv cÖ‡qvRb| G 

m¤úwK©Z cÖavgš¿xi Kvh©vj‡qi wPwV‡Z ejv n‡q‡Q, RvwZmsN †NvwlZ †UKmB Dbœqb j‡¶¨i (GmwWwR) g~j fvebvi m‡½ cÖavbgš¿xi 

mve©Rbxb gvbe Dbœqb wPšÍvi e¨vcK wgj i‡q‡Q| cÖavbgš¿xi Dbœqb fvebv Kvh©Kifv‡e Dc ’̄vcb K‡i mKj Kg©Kv‡Û wewfbœ Í̄‡ii 

bvMwiKM‡Yi cÖZ¨¶ AskMÖn‡Yi gva¨‡g 2021 mv‡ji g‡a¨ †hgb ¶yav I `vwi ª̀¨ jvMe ga¨g Av‡qi evsjv‡`k Mov m¤¢e n‡q‡Q| GKB 

m‡½ AvMvwg 2031 g‡a¨ ga¨g Av‡qi †`‡k iƒcvšÍi nIqvi ¯̂cœc~iY n‡e| cwiKíbvq †bqv me cÖK‡íi mdj ev Í̄evq‡bi ci Dbœqb aviv 

Ae¨vnZ _vK‡j 2041 mv‡ji g‡a¨ DbœZ †`‡k iƒcvšÍwiZ n‡e GgbUvB cÖZ¨vkv Kiv n‡”Q| 

 

¯§vU© evsjv‡`k I 2041 

¯§vU© evsjv‡`k 2041 n‡”Q evsjv‡`k miKv‡ii me‡P‡q D”Pvwfjvlx Ges `~i`k©x cwiKíbv| GwU 2041 mv‡ji g‡a¨ †`k‡K GKwU 

¯§vU© †`‡k iƒcvšÍwiZ Kivi GKwU †KŠkwjK I cÖhyw³MZ cwiKíbv| GKwU ¯§vU© †`k hv cÖhyw³ e¨envi K‡i Zvi RbM‡Yi RxebhvÎvi 

DbœwZ Ki‡Z Ges Zvi miKv‡ii Kg©¶gZv evov‡Z, A_©bxwZi cÖe„w× evov‡Z Ges ivóª, mgv‡Ri mvgÄm¨ eRvq ivL‡Z m‡Pó n‡e| 

¯§vU© †`k ej‡Z Ggb GKwU †`k‡K eySvq †hwU Zvi RbM‡Yi RxebhvÎvi gvb DbœZ Ki‡Z, Zvi miKv‡ii `¶Zv I ¯^”QZv evov‡Z, 

Zvi A_©bxwZi DZ&cv`bkxjZv Ges cÖwZ‡hvwMZv evov‡Z Ges GKwU Revew`wn I AšÍf©yw³g~jK mgvR MV‡bi Rb¨ DbœZ cÖhyw³ e¨envi 

nq| GwU 21 kZ‡Ki me‡P‡q ¸iæZ¡c~Y© P¨v‡jÄ †gvKv‡ejv Kivi Rb¨ K…wÎg eyw×gËv (AI), B›Uvi‡bU Ad w_sm (IoT), weM †WUv, 

K¬vDW Kw¤úDwUs, eøK‡PBb BZ¨vw`i A‡bK wKQyi g‡Zv D`xqgvb cÖhyw³i kw³‡K Kv‡R jvMvq| GB P¨v‡jÄ¸wji g‡a¨ i‡q‡Q Rjevqy 

cwieZ©b, `vwi`ª¨, ˆelg¨, ¯^v¯’¨‡mev, wk¶v Ges wbivcËv| GKwU ¯§vU© †`k Zvi bvMwiK‡`i wWwRUvj `¶Zv, wWwRUvj mv¶iZv Ges 
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AbjvB‡b Z_¨, cwi‡lev Ges my‡hvM¸wj A¨v‡·m Kivi wWwRUvj AwaKvi w`‡q ¶gZvqb K‡i| GwU D™¢veb Ges D‡`¨v³v‡K 

DZ&mvwnZ K‡i aviYv¸wji weKv‡ki Rb¨ GKwU AbyK~j cwi‡ek ˆZwi K‡i, ÷vU©Avc¸wj e„w× Ges e¨emv¸wj‡K eo Kivi Rb¨ KvR 

K‡i| GKwU ¯§vU© †`k wj½, RvwZ, ag© ev A¶gZv wbwe©‡k‡l cÖ‡Z¨‡K mgvb AwaKvi Ges my‡hvM Dc‡fvM K‡i Zv wbwðZ Kivi 

gva¨‡g ˆewPÎ Ges AšÍf©yw³Z¡‡K MÖnY K‡i|¯§vU© bvMwiKiv wkw¶Z n‡e Ges Zv‡`i Rxeb Ges Zv‡`i m¤úª`v‡qi m`m¨‡`i Rxeb 

cwieZ©b Ki‡Z bZyb Ávb Ges D™¢veb e¨envi Ki‡Z m¶g n‡e| ¯§vU© A_©bxwZ wWwRUvj cÖhyw³, K…wÎg eyw×gËv, Ges †iv‡evwU·‡K 

K…wl, wkí, cwi‡lev Lv‡Z Ges ¶y`ª I gvSvwi D‡`¨v‡M Drcv`b evov‡Z wbhy³ Ki‡e hv‡Z m¤ú~Y© kÖg `~i nq Ges Drcv`b LiP Kg 

nq| ¯§vU© miKvi n‡e GKwU `¶, Kvh©Kix Ges cwi‡lev cÖ`vbKvix wm‡÷g, hv iv‡óªi mKj ¯Íi I cÖwZôvb, †emiKvwi ms¯’v I 

cÖwZôvb IoT, †gwkb jvwb©s Ges K¬vDW Kw¤úDwUs e¨envi K‡i wewfbœ cwi‡lev cÖ`v‡bi Rb¨ †WUv ˆZwi I e¨envi Ki‡e| cwi‡k‡l, 

¯§vU© mgvR n‡e Ggb GKwU mgvR hv AšÍf©yw³g~jK Ges ÁvbwfwËK Ges mgZvi gš¿ Øviv cwiPvwjZ| 

¯§vU© evsjv‡`k n‡j Avgv‡`i AšÍf©yw³g~jK KvR n‡e- evsjv‡`‡ki kvlK †Mvwó, ivóxq †meK ms¯’v, RbMY I bvMwiK‡`i m¤ú‡K©i 

†mZye›`b ˆZwi n‡e| GwU †UKmB wWwRUvj mgvavb D™¢veb Ges †¯‹j Kivi gva¨‡g wWwRUvj wefvR‡bi †mZyeÜb m¤ú‡K© hv mg¯Í 

bvMwiK, Zv‡`i Av_©-mvgvwRK cUf‚wg wbwe©‡k‡l, mg¯Í e¨emv, G †_‡K DcK…Z n‡Z cv‡i| kvlK †Mvwói e³e¨ I †cÖiYv n‡”Q 

wWwRUvj evsjv‡`k Gi ci ¯§vU© evsjv‡`k M‡o †Zvjv hv RvwZi wcZv e½eÜyi †mvbvi evsjv‡`‡ki ¯^cœ ev¯Íevq‡bi cieZ©x eo 

c`‡¶c| 2024 mv‡ji wbe©vPb c~e© evsjv‡`k AvIqvgx jx‡Mi wbe©vPbx Gk‡Znv‡i cÖavbgš¿x D‡jøL K‡ib, GB Bk‡Znv‡i GKwU "¯§vU© 

evsjv‡`k" Movi iƒcKí aviYv D‡jøL K‡ib| gyw³hy‡×i †PZbvi aviK-evnK evsjv‡`k AvIqvgx jxM miKvi g‡b K‡ib, 2031 

mv‡ji g‡a¨ evsjv‡`k GKwU D”P-ga¨g Av‡qi †`k Ges 2041 mv‡ji g‡a¨ GKwU DbœZ, mg„×, ¯§vU© †`k wn‡m‡e cÖwZwôZ n‡e| 

Gme wPšÍv weKv‡ki †cÖwÿ‡Z ¯§vU© evsjv‡`‡ki wfwË n‡”Q wWwRUvj evsjv‡`k (B-Mf‡b©‡Ýi Ges B-Mfb©‡g›U G‡`i †KŠkj cÖwµqv 

ev¯Íevq‡bi ci Ges ¯§vU© evsjv‡`‡ki ¯Í¤¢ 1.¯§vU© bvMwiK, 2.¯§vU© miKvi, 3.¯§vU© B‡Kvbwg Ges 4.¯§vU© †mvmvBwU ev¯Íevqb Kiv| Gme 

ev¯Íevq‡b evsjv‡`k miKv‡ii cÖavbgš¿x †kL nvwmbv miKv‡ii gv_vq D™¢e n‡jv Ô¯§vU© evsjv‡`k wfkb 2041|  

¯§vU© evsjv‡`k wfkb 2041 n‡jv fwel¨Z evsjv‡`‡ki †P‡qI †ewk, 5G B›Uvi‡b‡Ui †ewk, 100 kZvsk Gi †ewk ¯§vU©‡dv‡bi 

AbycÖ‡ek, 100 kZvsk Gi †ewk D”P-MwZi B›Uvi‡bU cÖ‡ek, bM`nxb nIqvi †P‡qI †ewk| hv Ki‡Z †c‡i‡Q mgMÖ BD‡ivc I DbœZ 

†`k| Avgiv hviv BD‡ivc Ny‡iwQ ev ågb K‡iwQ Zviv cÖ‡Z¨‡KB †`‡LwQ bM` wewbg‡qi †Kv‡bv my‡hv †bB| G‡Z `yb©xwZ cuPvbeŸD 

kZvsk n«vm †c‡q‡Q| Kv‡RB ¯§vU© evsjv‡`k iv‡óªi mKj ¯Í‡i `yb©xwZ I ỳe©„Ëvqb n«vm cv‡e, RbM‡bi avi‡Mvovq AwZ mn‡R ivwóªq 

mKj ai‡Yi †mev †cŠ‡Q hv‡e| iv‡óªi †Kw›`ªq Kvh©µ‡g, wefvM, †Rjv, Dc‡Rjv, BDwbqb, MÖvgxY GjvKvq RbM‡bi Kv‡Q ¯§vU© 

evsjv‡`‡ki mKj †mev †cŠ‡Q hv‡e| RbMY wb‡Riv hLb ¯§vU© †mev MÖnY weZiY wk‡L hv‡e ZLb Gi Kvh©µg `ªæZ †e‡o hv‡e| GRb¨ 

†`‡ki mKj RbMY eB LvZv Kj‡gi evB‡i e¨envwiK wkÿvq wkwÿZ n‡Z n‡e| 

1971 mv‡ji 7 gv‡P©i ¯^cœ wQj-evsjv‡`‡ki ¯^vaxbZv hv i³ÿqx gnvb gyw³hy‡Øi gva¨‡g 16 wW‡m¤^i 1971-G ev¯Í‡e cwiYZ n‡qwQj| 

12 wW‡m¤^i 2008 mg‡q e½eÜy Kb¨vi ¯^cœ wQj-wWwRUvj evsjv‡`k hv 16 wW‡m¤^i 2021-G ev¯Í‡e cwiYZ n‡qwQj| 12 wW‡m¤^i 

2022 gvbbxq cÖavbgš¿xi KZ…©K †NvwlZ ¯^cœ-¯§vU© evsjv‡`k hv 16 wW‡m¤^i 2041-G ev¯ÍevwqZ n‡e| myZivs AvbyôvwbKfv‡e Avgiv 

GLb ¯§vU© evsjv‡`‡ki hy‡M AvwQ ejv hvq| 

 

Dbœq‡b P¨v‡jÄmg~n  

evsjv‡`‡ki AR©b Zzjbvg~jK wePv‡i MÖvgxY GjvKvq Dbœqb wKQyUv msKzwPZ Ges knivÂ‡j cÖk Í̄ n‡q‡Q| weP¶Y mvgwóK A_©‰bwZK 

bxwZi Øviv mgw_©Z †KvwfW-19 gnvgvix †_‡K †`kwU `ªæZ cybiæ×vi K‡i‡Q hvi AvbygvwbK D”P cÖe„w× FY 23 mv‡j 6.0 kZvsk e„wØ 

†c‡q‡Q| evsjv‡`‡ki A_©bxwZ‡Z mgMÖ wkÿvi `~iAe¯’v, wkí I evwYR¨ Lv‡Z cðvZMvgxZv AR©b, eZ©gvb ivR‰bwZK Aw¯’wZwkjZv, 

µgea©gvb gy`ªvùxwZi Pvc, A_© kw³i NvUwZ, AvšÍR©vwZK evwYR¨ I †jb‡`b fvimv‡g¨i NvUwZ, A_© cvPvi, e¨vsK Zvij¨ Ges ivR¯^ 

NvUwZi mv‡_ h‡_ó P¨v‡j‡Äi m¤§yLxb| Avw_©K A¨vKvD›U NvUwZi ms‡KvP‡bi d‡j e¨v‡jÝ Ae †c‡g‡›Ui NvUwZ Ges ˆe‡`wkK gy`ªvi 

wiRvf© nªvm cÖvq Zjvq †b‡g‡Q| Pjgvb Avg`vwb `gb e¨e¯’v A_©‰bwZK Kg©KvÐ‡K e¨vnZ Kivi Kvi‡Y cÖK…Z wRwWwc e„w× AviI gš’i 

n‡e| gvSvwi †gqv‡` cÖe„w× Avevi Z¡ivwš^Z n‡e e‡j Avkv Kiv n‡”Q, KviY gy`ªvùxwZi Pvc K‡g †M‡j evwn¨K A_©bxwZi Ae¯’vi DbœwZ 

n‡e Ges ms¯‹vi ev¯Íevq‡b MwZ Avm‡e| gvSvwi †gqv‡`, A_©cÖev‡ni cybiæ×vi Ges †iwgU¨v‡Ýi cÖevn e„w× cvIqvq A_© cÖev‡ni 

fvimvg¨ DØ…‡Ë wd‡i Avm‡e e‡j aviYv Kiv n‡”Q| 2031 mv‡ji g‡a¨ D”P-ga¨g Av‡qi gh©v`v AR©‡bi j‡¶¨ evsjv‡`‡ki GKwU 

cÖwZ‡hvwMZvg~jK e¨emvwqK cwi‡e‡ki gva¨‡g Kg©ms¯’vb m„wó Ki‡Z n‡e, gvbe cyuwR evov‡Z n‡e Ges GKwU `¶ kÖgkw³ M‡o Zyj‡Z 

n‡e, `¶ AeKvVv‡gv M‡o Zyj‡Z n‡e Ges GKwU bxwZMZ cwi‡ek cÖwZôv Ki‡Z n‡e hv †emiKvwi wewb‡qvM‡K AvKl©Y K‡i| Dbœqb 
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AMÖvwaKv‡ii g‡a¨ i‡q‡Q AviGgwR †m±‡ii evB‡i ißvwb eûgyLxKiY; Avw_©K Lv‡Zi `ye©jZv¸wj mgvavb Kiv; cwienb, hvZvqZ 

e¨e ’̄v I bMivqY‡K AviI †UKmB Kiv Ges Dbœq‡bi Rb¨ AviI Af¨šÍixY ivR¯^ ˆZwi Ki‡Z ivR¯^ ms¯‹vimn miKvwi cÖwZôvb¸wj‡K 

kw³kvjx Kiv| AeKvVv‡gvMZ NvUwZ c~iY Ki‡j cÖe„w× Z¡ivwš^Z n‡e| Rjevqy cwieZ©b Ges cÖvK…wZK `y‡h©v‡Mi SyuwK †gvKv‡ejv 

evsjv‡`k‡K fwel¨‡Zi av°v †gvKv‡ejvq w¯’wZ¯’vcKZv ˆZwi Ki‡Z mnvqZv Ki‡e| meyR A_©bxwZ e„w×i w`‡K AMÖmi nIqv cieZ©x 

cÖR‡b¥i Rb¨ Dbœqb djvd‡ji w¯’wZkxjZv mg_©b Ki‡e| 

ˆewk¦K A_©bxwZ‡Z MZ wZb eQ‡i (2019-21) †KvwfW-19 gnvgvixi cÖfve, Pjgvb ivwkqv-BD‡µb hy×, BmivDj-AveMvwb¯Ívb hy× 

Gme µgea©gvb cÖwZK~j cÖfv‡ei Kvi‡Y 2023 mv‡j wek¦e¨vcx A_©‰bwZK cÖe„w× AZ¨šÍ AwbwðZ n‡q c‡o‡Q| BD‡µ‡b. Iqvì© 

B‡KvbwgK AvDUjy‡K GwcÖj 2023, AvšÍR©vwZK gy`ªv Znwej Avkv K‡i‡Q †h wek¦ A_©bxwZi cÖe„wØ 2022 mv‡j 3.4 kZvsk †_‡K 

2023 mv‡j 2.8 kZvs‡k †b‡g G‡m‡Q Ges 2024 mv‡j 3.0 kZvs‡k wd‡i Avm‡e| c‡Y¨i `vg e„w× Ges hy‡×i cÖfve Øviv PvwjZ 

mieivn k…•L‡ji e¨vNv‡Zi Kvi‡Y A_©‰bwZK Kvh©Kjv‡ci g›`v cwijw¶Z nq| DbœZ A_©bxwZ Ges D`xqgvb evRvi Ges Dbœqbkxj 

A_©bxwZi g‡a¨ gš’i cÖe„w×i nvi wfbœ n‡q‡Q| DbœZ A_©bxwZi cÖe„w× 2022 mv‡j 2.7 kZvsk †_‡K 2023 mv‡j 1.3 kZvs‡k Ges 

2024 mv‡j 1.4 kZvs‡k †b‡g Avm‡e e‡j Avkv Kiv n‡”Q| D`xqgvb evRvi gvwK©b hy³ivó« Ges wKQy D`xqgvb I Dbœqbkxj 

A_©bxwZ‡Z gy`ªvùxwZi nvi evo‡Z _v‡K| †ewkifvM †¶‡Î, gnvgvix PjvKvjxb Pvwn`v-mieiv‡ni Awgj Ges c‡Y¨i `vg e„w×i Kvi‡Y 

GB †`k¸wj‡Z gy`«vùxwZ Pig AvKvi aviY K‡i‡Q| ivwkqv-BD‡µb hy× wek¦e¨vcx gy`«vùxwZ‡K D‡¯‹ w`‡q‡Q| BDGm †dWv‡ij wiRvf© 

(†dW) mn we‡k¦i A‡bK †`‡k †Kw›`«q e¨vs‡Ki bxwZ¸wj gy`«vùxwZ wbqš¿‡Y K‡qK¸Y my‡`i nvi evwo‡q‡Q| evsjv‡`k GB Ae¯’v †_‡K 

gyw³ cvqwb eis ivR‰bwZK, AwZ‡jvwf e¨emvwqK KvimvwR, Pvwn`v †hvMv‡bi Amvgb¨Rm¨Zvi Kvi‡b gy`ªvùxwZi cÖfve Av‡iv cÖ‡Kve 

AvKvi avib K‡i‡Q| A_P †KvwfW 19 c~e© 2018-19 mg‡q evsjv‡`‡ki A_©‰bwZK cÖe„wØ wQj 7.88 kZvsk| †KvwfW Kvjxb mg‡q 

2020-21 A_© eQ‡i 6.94 kZvsk Ges 2021-22 mg‡q 7.10 kZvsk DbœxZ nq|| 2022-23 A_© eQ‡i 6.03 kZvsk G DbœxZ n‡e 

Avkv Kiv hvq|  

†gvU †`kR Drcv`b ev wRwWwci Zyjbvq evsjv‡`‡ki ißvwb Avq LyeB Kg| GgbwK cÖwZ‡hvMx A‡bK †`‡ki ißvwb-wRwWwc Abycv‡Zi 

†P‡qI evsjv‡`k wcwQ‡q Av‡Q| G †`‡ki A_©bxwZi mvg‡b eo P¨v‡jÄ A_©bxwZ‡Z ˆewPÎ¨ Avbv I ¯^‡ívbœZ †`k (GjwWwm) †_‡K 

DËiY| P¨v‡jÄ †gvKvwejvq †emiKvwi Lv‡Zi e¨emvi cwi‡e‡ki DbœwZi cvkvcvwk miKvwi-‡emiKvwi LvZ I eûRvwZK ms¯’vi g‡a¨ 

avivevwnKfv‡e msjvc ev WvqvjM `iKvi| evsjv‡`k cwimsL¨vb e¨y‡ivi (weweGm) wnmv‡e, MZ 2022-23 A_©eQi †k‡l †`‡ki †gvU 

†`kR Drcv`‡bi AvKvi wQj cÖvq 44 jvL †KvwU UvKv| Avi IB eQi ißvwbi cwigvY wQj 5 jvL 54 nvRvi †KvwU UvKv (ißvwb Dbœqb 

e¨y‡ivi Wjv‡ii Mo wewbgqg~j¨ 99 `kwgK 845 cqmv a‡i)| †mB wnmv‡e †`‡ki ißvwb Av‡qi cwigvY wRwWwci cÖvq 13 kZvsk| 

evsjv‡`‡ki ißvwb Av‡qi eo AskB GKK LvZwbf©i| MZ A_©eQi †k‡l †gvU ißvwb Av‡qi cÖvq mv‡o 84 kZvskB wQj ˆZwi †cvkvK 

Lv‡Zi| G Kvi‡Y ißvwb c‡Y¨i †¶‡Î ˆewPÎ¨ Avbv Riæwi|  

†ckv`vi ivRbxwZe`iv e‡j _v‡Kb, ivRbxwZ A_©bxwZ‡Z †kl K_v ej‡Z wKQz †bB| evsjv‡`‡ki ivRbxwZ A_©bxwZi w¯’wZkxjZvi 

¯^v‡_© we‡`wk †Kv‡bv kw³ mnvqK n‡e e‡j g‡b nq bv| G Rb¨ †`kxq ivR‰bwZK e¨w³‡`i mg‡SvZvi gva¨‡g Dbœqb I †`k 

cwiPvjbvi Rb¨ GwM‡q Avm‡Z n‡e| miKvwi I we‡ivax `jxq †bZ…‡Z¡i Awnsm ivRbxwZB †Kej w¯’wZkxj A_©bxwZ AR©‡bi Rb¨ 

mnvqK n‡Z cv‡i| ivRbxwZ‡Z wg_¨v I Ab¨vq wbh©vZb Ges gvbevwaKvi j•Nbg~~jK mKj Kg©KvÛ eÜ Ki‡Z n‡e| †`‡ki wbixn 

RbM‡Yi Rvbgvj I e¨emv-evwYR¨‡K nÆ‡Mvj ivRbxwZi evB‡i ivL‡Z n‡e| †`k I †`‡ki gvby‡li Rxebgvb Dbœq‡bi ¯^v‡_© Aek¨B 

my¯’ ivRbxwZi PP©v Kiv Riæwi| ivRbxwZ‡Z e¨w³¯^v‡_©i wPšÍv cwinvi K‡i †`‡ki ¯^v_© ¸iæ‡Z¡i m‡½ we‡ePbv Kiv Riæwi| G Rb¨ 

Avgv‡`i ivR‰bwZK gbgvbwmKZvi cwieZ©b Avb‡Z n‡e| KviY mevi Av‡M †`k eo| Avgv‡`i ivRbxwZwe‡`i Abyaveb Kivi mgq 

G‡m‡Q †h, wek¦ †cÖ¶vcU `ªæZ e`‡j hv‡”Q| K…wÎg eyw×gËv, †iveU gvby‡li RvqMv `Lj K‡i wb‡”Q| Ávb-weÁvb bZzb m¤¢vebv I 

P¨‡jÄ e‡q Avb‡Q| `ªæZ cwieZ©bkxj GB cwiw¯’wZi m‡½ `ªæZ Lvc KvB‡q wb‡Z evsjv‡`k‡K `¶ gvbem¤ú` M‡o Zyj‡Z n‡e| 

Avgiv ivRbxwZi gv‡V AcÖ‡qvRbxq jovB‡q wjß _vKwQ| A_P we‡k¦i mKj DbœZ I DbœqbKvgx †`‡k Drcv`b LvZ, e¨emvqwqK LvZ, 

Avw_©K LvZ I A_©bxwZi m‡½ RwoZ LvZmg~n‡K nVKvix I wek„•Lj ivRbxwZi cÖfv‡ei evB‡i ivLv nq, †h Kvi‡Y Zv‡`i GZ Dbœqb 

I AMÖMwZ n‡”Q| evsjv‡`‡ki Rb¨ Gme welq¸‡jv P¨v‡jb&R †gvKv‡ejv Ki‡Z n‡e| 

Mbgvby‡li A_©bxwZwe` Aa¨vcK W. Aveyj eviKvZ (2020), Zvi Ôeo c`©vq mgvR A_©bxwZ ivóª fvBiv‡mi gnv wech©q †_‡K †kvfb 

evsjv‡`‡ki mÜv‡bÔ M‡elbv cy¯Í‡K Dbœq‡bi cÖwZeÜKZv wel‡q e‡jb, `vwi`ª¨-ˆelg¨-AmgZv, `yb©xwZ, Kv‡jvUvKv, A_© cvPv‡ii 

ivR‰bwZK A_©bxwZ - Gme Kvi‡Y evsjv‡`‡ki Dbœqb evavMÖ¯’ n‡”Q| evsjv‡`‡k `vwi ª̀¨-ˆelg¨-AmgZv MZ Pvi `k‡K eqven AvKv‡i 

†e‡i‡Q| `vwi‡`ª¨i eûgyLxZvi g‡a¨ Av‡Q Av‡qi `vwi`ª¨, ÿzavi `vwi ª̀¨, Kg©nxbZvi `vwi`ª¨, ¯^í gRywii `vwi`ª¨, Avevm‡bi `vwi`ª¨, 
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wkÿvi `vwi`ª¨, ¯^v‡¯’¨i `vwi`ª¨, A¯^”QZv-D™¢~Z `vwi`ª¨, wkï `vwi`ª¨, cÖexY gvby‡li `vwi`ª¨, bvixcÖavb Lvbvi `vwi`ª¨, f‚wgnxb I cÖvwšÍK 

K…l‡Ki `vwi`ª¨, fvmgvb gvby‡li `vwi`ª¨, cÖwZeÜx gvby‡l `vwi`ª¨, Ôg½vÕ GjvKvi gvby‡li `vwi`ª¨, ewnt¯’ Rb‡Mvôxi `vwi`ª¨, ew¯Íevmx I 

¯^í Av‡qi gvby‡li `vwi`ª¨, cwi‡ek-cÖwZ‡ek wech©‡qi `vwi`ª¨, wbivcËvnxbZv-D™¢~Z `vwi`ª¨, cÖvwšÍKZv †_‡K D™~¢Z `vwi`ª¨, ivR‰bwZK 

`vwi ª̀¨ †h c‡_ `vwi`ª¨ †e‡o‡Q, ˆelg¨-AmgZv, mgv‡R abx-`wi`ª †giæKiY Gi gvÎvMZ †e‡o‡Q, A_©bxwZ I ivRbxwZ `ye©„ËvwqZ 

n‡q‡Q, A_©-ÿgZvi †Rv‡i ivR‰bwZK ÿgZv `Lj K‡i‡Q ÿz`ª GK ¯^v_©‡Mvôx‒ hviv wb‡Riv †Kv‡bv m¤ú` m„wó K‡i bv, hviv A‡b¨i 

m„ó m¤ú` `Lj- †e`Lj-Rei`Lj-AvZ¥mvr K‡i A_©vr jy‡Uiv abx ev †i›U-wmKvi †Mvôxi Kvi‡b Dbœqb evavMÖ¯’ n‡”Q| 

ỳb©xwZi ivR‰bwZK A_©bxwZ wel‡q e‡jb, †h‡nZz ÔKv‡jvUvKvÕ (Black Money) I ÔA_© cvPviÕ (Money Laundering) Df‡qiB g~‡j 

Av‡Q Ô ỳb©xwZÕ (Corruption)| Kv‡jvUvKvi A_©bxwZ (Economics of Black Money) I A_©cvPv‡ii A_©bxwZ (Economics of Money 

Laundering) DfqB Ô ỳb©xwZi ivR‰bwZK A_©bxwZÕi (Politcal Economy of Corruption) Awe‡”Q`¨ A½| AvaywbK mgvR-A_©bxwZ-

iv‡óªi Ggb †Kv‡bv LvZ-†ÿÎ †bB †hLv‡b ỳb©xwZ nq bv| mgv‡Ri AšÍt ’̄ wewfbœ ai‡bi m¤ú‡K©i g‡a¨ bxwZnxbZv A_ev bxwZMwn©Z welqvw` 

Lyu‡R †c‡Z Amywe‡a nq bv| wewfbœ †ckvi gvbyl Kg‡ewk bxwZåó nb‒ ỳb©xwZ K‡ib (Zv Avgiv mevB Rvwb); GgbwK gnr †ckvi wkÿKI 

hLb ÁvbvR©b I Ávb weZi‡Y MvwdjwZ A_ev ˆbwZKZv wemR©b †`q, †mUvI †Zv ỳb©xwZ| iv‡óªi wZb A‡½i (wbe©vnx wefvM, AvBb mfv I 

wePvi wefvM) †nb cÖZ¨½ †bB, †hLv‡b ỳb©xwZ †bB| evsjv‡`‡ki cÖqvZ A_©gš¿x Rbve kvn G Gg Gm wKewiqv Zvi gwš¿‡Z¡i AwfÁZv †_‡KB 

wj‡L‡Qb (2007 mv‡j) Ò ỳb©xwZi weiæ‡× †Kv‡bv Kvh©Ki e¨e ’̄v MÖnY m¤¢e nqwb KviY hviv miKv‡i _v‡Kb, ZvivB ỳb©xwZ K‡ib| wKš‘ Zv‡`i 

weiæ‡× †Kv‡bv e¨e ’̄v MÖnY Kiv hvq bv| GUv me miKv‡ii †ÿ‡ÎB cÖ‡hvR¨Ó| GKwU †`‡ki KZ kZvsk gvbyl mivmwi ỳb©xwZ K‡ib G ai‡bi 

†Kv‡bv cwimsL¨vb c„w_ex‡Z Av‡Q e‡j Avgvi Rvbv †bB| Z‡e Avgvi „̀p wek̂vm c„w_ex‡Z mgqKvj wbwe©‡k‡l GKwU †`kI cvIqv hv‡e bv 

†hLv‡b †gvU Awkï-RbmsL¨vi (A_©vr †gvU RbmsL¨vq wkï‡`i ev` w`‡q, KviY ỳb©xwZwePv‡i Zviv cÖ‡hvR¨ bq) 5 kZvs‡ki †ewk ỳb©xwZ 

K‡ib| Zvn‡j ỳb©xwZ mve©Rbxb (corruption is universal)‒ G K_v †Kv‡bv w`bB mwZ¨ wQj bv Ges †Kv‡bv w`bB mwZ¨ n‡e bv| Aa¨cK 

Iqvwn`DwÏb gvngy` g‡b K‡ib †h we`¨gvb KvVv‡gv‡ZB ÔD”P ỳb©xwZ fvimvg¨Õ (high corruption equilibrium) Ges ÔmZZvi fvimvg¨Õ 

(Ôhonest equilibrium’)- G ỳ‡qi ga¨eZ©x GKUv Ae ’̄vb _vKv m¤¢e, hv ỳb©xwZ‡K cÖ‡Yvw`Z Kiv I bv Kivi g‡a¨ fvimvg¨ ’̄vcb Ki‡Z 

mÿg; Ges Ô ỳb©xwZi duv`ÕUv (corruption trap) Ggb †h GKUv wµwUKvj mxgv Qvov‡j welqwU n‡q ùvov‡e AwbeZ©bxq, hvi Rb¨ mgvR‡K 

Acwi‡gq g~j¨ w`‡Z nq|  

Kv‡jvUvKvi ivR‰bwZK A_©bxwZ wel‡q Aa¨vcK eviKvZ e‡jb, cÖPwjZ (conventional) A_©bxwZ‡Z †hme A_©‰bwZK Kg©KvÐ I 

†jb‡`‡bi cÖPjb Av‡Q, Zvi Zzjbvq Kv‡jv A_©bxwZi †jb‡`‡bi wKQz †gŠwjK cv_©K¨ jÿYxq| Kv‡jv A_©bxwZi †jb‡`b Awbqwš¿Z 

(unregulated), Kv‡jv A_©bxwZi †jb‡`b Kiv‡ivwcZ bq (untaxed) Ges Kv‡jv A_©bxwZi †jb‡`b cwigvc Kiv nq bv| KviY 

IBme †jb‡`b bw_fz³ bq (working off the books)| evsjv‡`k Kv‡jvUvKvi ivR‰bwZK A_©bxwZi mvie¯‘ D`&NvU‡bi Rb¨ 

Kv‡jvUvKvi cwigvc-cwigvY cÖm½wU ¸iæZ¡en weavq Avgv‡`i GB cÖqv‡mi c×wZ I cÖqvm dj ejv `iKvi| evsjv‡`‡k †gvU 

Kv‡jvUvKvi cwigvY KZ Zv Kv‡iv Rvbv †bB| evsjv‡`‡k Kv‡jv A_©bxwZi we¯Í…wZ cwigv‡ci Rb¨ cÖPwjZ c‡ivÿ I cÖZ¨ÿ c×wZ Lye 

GKUv Kvh©Ki bq| miKv‡ii ivR¯^ Av‡qi LvZmg~‡ni mv‡_ hviv RwoZ, Zviv mevB Ô‰ea Lv‡Z Kg©iZÕ| wKš‘ Kv‡jvUvKv A‰ea LvZ 

†_‡KI m„wó nq| †hgb †PvivPvjvb, Kv‡jvevRvwi, Nyl, A_©cvPvi, †UÛvievwR, Puv`vevwR, Lyb-gv¯ÍvwbivnvRvwb,†Rvic~e©K A‡b¨i Rwg-

m¤úwË `Lj, gvbecvPvi, gv`K e¨emv, wmwÛ‡KU I Ab¨vb¨ A‡bK| A‰ea LvZ-D™‚¢Z Kv‡jvUvKvi cwigvY wbY©‡q Avgiv c‡ivÿ 

c×wZ Aej¤^b K‡iwQ| evsjv‡`‡k mgMÖK `yb©xwZi ivR‰bwZK A_©bxwZi KvVv‡gv‡Z Kv‡jvUvKvi D™¢e I weKv‡ki †h we‡kølY †`qv 

n‡q‡Q, Zv †_‡K ¯úó ejv hvq: evsjv‡`‡ki mgMÖ A_©bxwZ mgvR- ivóª e¨e¯’vq Kv‡jvUvKvi gvwjK †kÖwY- †i›UwmKvi-jy‡Uiv-ciRxex-

Abyrcv`bkxjwbK…ó cyuwRi gvwj‡Kiv †h †`v`©Ð cÖZvckvjx wn‡m‡eB Rb¥MÖnY K‡i‡Qb Ges cyó n‡”Qb-G wel‡q wØg‡Zi †Kv‡bv AeKvk 

†bB|  

A_© cvPv‡ii ivR‰bwZK A_©bxwZ wel‡q Aa¨vcK eviKvZ e‡jb, A_© cvPvi `yb©xwZi ivR‰bwZK A_©bxwZiÕB AšÍ¯’ Awe‡”Q`¨ A½| Zvi 

gv‡b A_© cvPvi n‡jv `yb©xwZ-bxwZnxb welq| A_© cvPvi GKB mv‡_ Kv‡jvUvKv (black money) Avevi Kv‡jvUvKv bq| †h Kv‡jvUvKv 

cvPvi nq, Zv wbtm‡›`‡n Ô`yb©xwZMÖ¯Í- A_©cvPviÓ| `yb©xwZi ivR‰bwZK A_©bxwZ, Kv‡jvUvKvi ivR‰bwZK A_©bxwZ, A_© cvPv‡ii 

ivR‰bwZK A_©bxwZ G m‡ei mw¤œwjZ Kvi‡Y evsjv‡`‡ki A_©‰bwZK Dbœqb evavMÖ¯’ n‡”Q| Kv‡RB Gme P¨v‡jb&R †gvKv‡ejvq 

miKv‡ii K‡Vvi Ges k³ nv‡Z c`‡ÿc MÖnY e¨vwZZ Dbœqb aviv Ae¨vnZ ivLv mb&fe bq| 2041 DbœZ I ¯§vU© evsjv‡`k iƒcvqb 

ïayB ivR‰bwZK e³‡e¨i Bmy¨ n‡q _vK‡e| 

¯^vaxbZvi AR©‡bi 52 eQi c‡i G‡mI evsjv‡`‡k RvZxq wbe©vPb G‡j fwel¨‡Z Kviv miKvi MVb Ki‡e, cwieZ©b n‡e wK bv BZ¨vw` 

welq wb‡q mevB k¼vi _vK‡Q| wbe©vP‡bi Av‡M I c‡i mwnsmZv n‡Z cv‡i Ggb D‡ØM-DrKÉvI gvby‡li g‡a¨ fi Ki‡Q| GB Ae¯’v 
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LyeB †e`bv`vqK| A_P †`‡ki mvwe©K Dbœq‡bi c‡_ ivR‰bwZK w¯’wZkxjZv Ab¨Zg kZ©| evsjv‡`‡ki A_©bxwZ MZ ỳB `kK a‡i 

avivevwnKfv‡e GwM‡q hv‡”Q| gvbe Dbœqb m~PK Ges bvix-cyiæl mgZv AR©‡b `w¶Y Gwkqvi Ab¨vb¨ †`‡ki Zyjbvq evsjv‡`k A‡bK 

GwM‡q †M‡Q| AvMvwgh 20-30 eQi evsjv‡`‡ki Rb¨ LyeB ¸iæZ¡c~Y©| †Kbbv G mgq evsjv‡`k †W‡gvMÖvwdK wWwf‡W›U hy‡M evm 

Ki‡e| G Rb¨ Kg©¶g Rb‡Mvôx‡K `¶ gvbem¤ú` iƒ‡c ˆZwi Kivmn miKv‡ii bxwZ mnvqZv evov‡Z n‡e| G Ae¯’vq me‡P‡q †ewk 

cÖ‡qvRb ivR‰bwZK w¯’wZkxjZv| evsjv‡`‡ki avivevwnK Dbœqb‡K †UKmB iƒc w`‡Z n‡j bxwZi avivevwnKZv i¶v Kiv `iKvi| G 

Rb¨ ivRbxwZwe`‡`i mnvqK I mnbkxj ivRbxwZ I A_©bxwZi aviv Pjgvb ivL‡Z D‡`¨vMx n‡Z n‡e| miKvi I miKv‡ii wec‡ÿi 

ivRbxwZwe`‡`i RbM‡Yi ¯^v‡_© I ivRbxwZ I A_©bxwZi Dbœq‡bi j‡ÿ¨ hyMcr I mnbkxj †`k‡cÖ‡gi Av‡e‡M KvR Ki‡Z n‡e|  

ˆe‡`wkK FY I gv_vwcQz FY wb‡q evsjv‡`‡ki eo P¨v‡jb&R Gi g‡a¨ Av‡Q- 

 †K›`ªxq e¨vs‡Ki Z_¨ Abyhvqx, 2021-22 A_©eQ‡i miKvwi Lv‡Z ˆe‡`wkK FY I wRwWwci AbycvZ wQj 14 `kwgK 9 kZvsk| 

evsjv‡`k e¨vs‡Ki cwimsL¨vb Abyhvqx, 2021-22 A_©eQ‡i gv_vwcQy ˆe‡`wkK FY wQj 558 Wjvi, hv 2020-21 A_©eQ‡i wQj 

482 Wjvi| 2015-16 A_©eQ‡i †`‡ki gv_vwcQy ˆe‡`wkK F‡Yi cwigvY wQj 257 Wjvi| 2017-18 A_©eQ‡i †`‡ki wRwWwci 

Abycv‡Z miKv‡ii FY wQj 34 `kwgK 6 kZvsk| 

 AvBGgGd ej‡Q, 2022-23 A_©eQi †k‡l evsjv‡`k miKv‡ii F‡Yi cwigvY wQj 147 `kwgK 8 wewjqb Wjvi| cÖwZ Wjv‡ii 

g~j¨ 100 UvKv ai‡j evsjv‡`kx gy`ªvq Gi cwigvY `uvovq 14 jvL 78 nvRvi †KvwU UvKv| wecyj G F‡Yi 58 kZvsk †`‡ki 

Af¨šÍixY LvZ †_‡K †bqv n‡q‡Q| evwKUv G‡m‡Q we‡`wk Drm †_‡K| 2022 mv‡ji †m‡Þ¤^i †k‡l eûRvwZK wewfbœ ms¯’vmn 

we‡`kx Drm †_‡K miKv‡ii F‡Yi cwigvY `uvwo‡q‡Q 67 wewjqb Wjvi, hv G †`‡ki wRwWwci cÖvq 18 kZvsk| †`‡ki cÖwZwU 

gvby‡li Nv‡o GB gyn~‡Z© (MZ Ryb 2023 ch©šÍ) 23 nvRvi 425 UvKv 52 cqmv K‡i ˆe`wkK FY i‡q‡Q| gv_vwcQy ˆe‡`wkK FY 

558 Wjvi, 7 eQ‡i wØ¸Y n‡q‡Q| 2024 mvj †k‡l wRwWwci 45 kZvsk Qvwo‡q hv‡e e‡j cÖ‡¶cY Kiv n‡q‡Q|  

 cÖv³b cwiKíbv cÖwZgš¿x W. kvgmyj Avjg e‡jb, F‡Yi †¶‡Î evsjv‡`k GL‡bv wbivc` †Rv‡bi g‡a¨ i‡q‡Q| Avgiv wRwWwci 

67 kZvsk ch©šÍ FY wb‡Z cvwi| Avgv‡`i e¨q `¶Zv evwo‡q Av‡iv FY †bqv DwPZ| KviY FY e¨env‡i Avgv‡`i A‡bK my‡hvM 

i‡q †M‡Q| fvi‡Zi wRwWwci 85 kZvsk, cvwK¯Ív‡bi 87 kZvsk I wm½vcy‡ii 119 kZvsk FY i‡q‡Q| evsjv‡`‡ki G‡¶‡Î 

DwØMœ nIqvi wKQy †bB| 

 

mycvwik †cÖwÿZ gšÍe¨ (Concluding remarks with recommendation) 

evsjv‡`‡ki ¯^vaxbZvi cÂvk eQi c~wZ© D`hvc‡bi A‡bK gvBjdjK KvR n‡q‡Q| RvwZms‡Ni †iRz‡jkb (November 24, 2021) 

h_v_©fv‡e D”PviY K‡i‡Q †h, mœvZK GKwU MšÍe¨ bq, wKš‘ GKwU gvBjdjK ¯^‡ívbœZ †`k¸‡jvi Dbœqb hvÎv| Dbœqb MÖ¨vRy‡qkb 

†UKmB n‡Z n‡e, GjwWwm MÖ¨vRz‡qk‡bi A¨v‡Ub‡W›U P¨v‡jÄ †gvKv‡ejv Ki‡Z n‡e| mvg‡b GwM‡q hv‡”Q †`k Gi Rb¨ KswµU e¨e¯’v 

wb‡Z n‡e| †`kwU GLb 2041 mv‡ji g‡a¨ GKwU `vwi`ª¨gy³ Ges DbœZ A_©bxwZi Rb¨ cÖ‡Póvi Rb¨ Dchy³| P¨v‡jÄ¸wj Lvov wKš‘ 

AcÖwZ‡iva¨ bq| evsjv‡`k BwZg‡a¨B GKwU kw³kvjx Uª¨vK †iKW© i‡q‡Q hv †`Lvq Kxfv‡e kw³kvjx †bZ„Z¡, mwVK bxwZ wba©viY Ges 

`„p cÖqvm †`k‡K GwM‡q wb‡q †h‡Z cv‡i| b¨vq I b¨v‡qi bxwZ, gyw³hy‡×i AšÍwb©wnZ g~jbxwZ, Gi Avmbœ hvÎvi gvBjdjK AwZµg 

Kivi Rb¨ c_ cÖ`k©K nIqv DwPZ| wek¦e¨vsK evsjv‡`‡ki `vwi`ª¨ cwiw¯’wZ g~j¨vqb K‡i mv¤úªwZK GK cÖwZ‡e`‡b e‡j‡Q, G‡Zv 

AR©‡bi ciI w`‡b GK Wjv‡ii Kg Avq K‡i Ggb `wi`ª¨ gvby‡li msL¨v GL‡bv 43 kZvsk| hw`I Zv 1990 mg‡q wQj 70 kZvsk| 

myZivs evsjv‡`k‡K GL‡bv A‡bK `~i †h‡Z n‡e| ˆewk¦K A_©bxwZi cÖfve n«vm, †`kxq gy`ªvùxwZ wbqš¿b, Avw_©K evRvi w¯’wZkxjZv, 

gy`ªv cvPviK…Z A_© c~b:iæ`vi I cvPvi †iva, e¨vs‡Ki †Ljvwc A_© cÖvwß, ‰e‡`wkK evwb‡R¨i evRvi c~b:iæÏvi cÖf„wZ cwi‡ek AbyKz‡j 

Avbvi cÖ‡qvRbxqZv Riæwi, Gi Rb¨ †emiKvwi c`‡ÿ‡ci cvkvcvwk ivóxq c`‡ÿc MÖnY Ki‡Z n‡e| AvBGgGd ej‡Q, ivR‰bwZK 

AwbðqZv I Aw¯’wZkxjZvi Kvi‡Y evsjv‡`‡ki A_©bxwZ SyuwKi g‡a¨ c‡o †M‡Q| cÖe„w× mv‡o 5 kZvsk †_‡K e„wØ Ki‡Z n‡Z n‡e| 

A_©vr A_©bxwZi AMÖMwZ _g‡K hvIqvi mb&fvebv Av‡Q| G cwiw¯’wZ‡Z evsjv‡`‡ki A_©bxwZ Dbœ‡q‡bi Rb¨ ivRbxwZ, A_©bxwZ, FY 

e¨e ’̄v w¯’wZkxj nIqv cÖ‡qvRb| cÖwZnZ Ki‡Z n‡e `yb©wwZi ivRbxwZ, Kv‡jv UvKv, A_© cvPvi| K…wl wkÿv e¨e¯’vi cwieZ©b, e¨emv 

evwYR¨, cwi‡ek e¨e¯’v‡Kmylg ivLvi Dci †Rvi w`‡Z n‡e| ¯§vU© evsjv‡`k M‡o †Zvjvi Rb¨ G me e¨em_v c~e© †_‡KB 

cwiKíbvgvwdK MÖnY Ki‡Z n‡f| Zvn‡jB Dbœqb LvZ¸‡jv Zv‡`i Dbœqb MwZ‡eM Ae¨vnZ ivL‡Z mÿg n‡e| ivRbxwZ A_©bxwZ cÿ 

wecÿ Df‡qB †`‡ki ¯^v‡_©, RbM‡bi fvM¨ Dbœq‡bi Rb¨ GK‡hv‡M KvR Ki‡Z n‡e|  
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eøy-B‡Kvbwg: †cÖwÿZ evsjv‡`k I ˆewk^K m¤¢vebv-AMÖMwZ 

Blue-Economy of Bangladesh : Global Prospects  and  Progress 

 

†gvt RvwKi †nv‡mb 
*

 

Md. Zakir Hossain 

 

gnvmgy‡`ªi †ejvf‚wg‡Z I AZj bxj Rjivwk‡Z Rxeb I RxweKvi ZvwM‡` hviv cªvY I m¤ú‡`i mÜv‡b eªZ Av‡Qb wKsev wfbMÖ‡n Rxeb 

weKv‡ki m¤¢vebv hv‡`i Av‡›`vwjZ K‡i evisevi Zviv ej‡Z cv‡ib ‡mB gnvRvMwZK Kwe ÒRxebvb›` `v‡ki fvlvq ÒAvgvi I B‡”Q 

K‡i GB Nv‡mi NªvY nwir g‡`i g‡Zv †Mjv‡m †Mjv‡m cvb KwiÓ| 

Blue Economy-i evsjv cwifvlv mybxj A_©bxwZ| G‡K mgy`ª A_©bxwZI e‡j| A_©bxwZ‡Z m¤ú` mxwgZ wKšÍ Afve Amxg| 

RbmsL¨v e„w×i mv‡_ mv‡_ gvby‡li Pvwn`v †gUv‡bvi Rb¨ R‡j, ¯’‡j I evq~gÛ‡ji mKj m¤ú` AvniY K‡i gvby‡li e¨envi Dc‡hvMx 

KivB eZ©gvb we‡k^i eo P¨v‡jÄ| mgy‡`ªi wekvj bxj Rjivwk Ges Gi Zj‡`‡k ‡h cwigvb wecyj m¤ú` i‡q‡Q ‡mB m¤ú`‡K †UKmB 

Dbœq‡bi 
1

 j‡ÿ¨ fv‡jvfv‡e Kv‡R jvwM‡q A_©bxwZ‡Z wekvj Ae`vb ivL‡Z cv‡i| wek^ gbwP‡Î evsjv‡`k AvqZ‡bi Zzjbvq RbmsL¨v 

AwaK n‡jI eøy-B‡Kvbwgi ‡ÿ‡Î evsjv‡`k LyeB m¤¢vebvgq GKwU ‡`k| 2050 mv‡j c„_xwei RbmsL¨v n‡e cÖvq 900 †KvwU| GB 

wecyj Rb‡Mvôxi Lvevi †hvMvb w`‡Z wek^evwmi n‡Z n‡e mgy‡`ªi gyLv‡cÿx|    

 

eøy-B‡Kvbwg 

mybxj A_©bxwZi avibvwUi cÖeZ©K wn‡m‡e †ejwRqv‡gi ¸ëvi cvDwj 2010 mv‡j cÖKvk K‡ib| cieZx©‡Z 2012 mv‡ji wiIwW
+20

 

‡Rwbi‡Z COP-202

 †UKmB Dbœqb jÿ¨ gvÎv welqK m‡¤§j‡b eøy-B‡Kvbwg ¯^xK…wZ cvq| 

mvMi, gnvmvMi, cÖevjØxc I mgy‡`ª ‡h wekvj bxj Rjivwk Av‡Q Zvi bxj kw³ e¨envi I Kv‡R jvwM‡q grm, Dw™¢` I cÖvwYR Ges 

LwbR m¤ú‡`i myôz e¨envi K‡i †UKmB Dbœq‡bi j‡ÿ¨ gvbe Kj¨vY mvab KivB nj eøy-B‡Kvbwg| mxmë, mxDBW, gy³v, evwj, 

‡Kvevë, MÖv‡fj Ges Kcvi BZ¨vw`i Avavi wn‡m‡e mgy`ª e¨eüZ nq| †Zj I M¨vm Avni‡Yi †ÿÎ wn‡m‡e e¨eüZ Gme Dcv`vb‡K 

ejv nq eøy-B‡Kvbwg| 

 

eøy-B‡Kvbwgi †ÿÎmg~n 

eøy-B‡Kvbwgi kw³kvwji †ÿÎ¸‡jvi g‡a¨ Ab¨Zg n‡”Q bxj kw³ I Zv‡`i g‡a¨ †Rvqvi fvUvi mvnv‡h¨ e¨v‡iR wbgv©Y K‡i we ỳ¨r 

Drcbœ, mgy`ª‡¯ªvZ I †XD e¨envi K‡i we`y¨r Drcbœ, mgy`ªZ‡U ev AMfxi PivÂ‡j †mvjvi c¨v‡bj ¯’vcb K‡i evZvm Øviv kw³ 

Drcv`b, Rxevk¥ R¦vjvbx
3

 n‡Z we ỳ¨r Drcv`b BZ¨vw`| Gi e¨env‡i RjR Pvl †hgb-  

i. ‰kevj Drcv`b  

ii. mvgyw`ªK ch©Ub  

iii. LwbRm¤ú` 

iv. bxj ˆRekw³ 

v. mvgyw`ªK grmPvl I AvniY 

vi. mvgyw`ªK cÖwµqvKiY 

vii. e›`i evwYR¨ 

viii. RvnvR †mev 

                                                      
*  mn‡hvMx Aa¨vcK I †Pqvig¨vb, A_©bxwZ wefvM, wm‡×k^ix K‡jR, XvKv, evsjv‡`k| B †gBj: zakirsue@yahoo.com 
1

  cwi‡e‡ki fvimvg¨ Ae¨vnZ †i‡L ’̄vqxfv‡e A_©‰bwZK Dbœqb| 

2

  eªvwR‡ji evwYwR¨K ivRavbx wiIwW ‡RbvwiI‡Z AbywôZ ˆewk^K DòZv I Rjevqy kxl©K m‡¤§jb| 

3

  g„Z ˆRe‡`n cÖvK…wZK Dcv‡q ch©vqµwgK cwieZ©‡bi gva¨‡g Rvbvjx‡Z iƒcvšÍi| 
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ix. Kb‡UBbvi wkwcs cwi‡mev 

x. wbivcËv I cÖwkÿY 

xi. ïéMÖnY 

xii. e›`i cªwZwbwaZ¡mn mKj †gwib BwÄwbqvi cwi‡mev cvIqv| 

 

mgMÖ ˆewk^K eøy-B‡Kvbwg cwi¯’wZ I m¤¢vebv 

2013 mv‡j B‡›`v‡bwmqvi evwj‡Z Lv`¨ wbivcËv eøy ‡cÖvMÖvg m‡¤§j‡bi bvg we‡klfv‡e D‡jøL†hvM¨| A_©‰bwZK mnvqZv Ges Dbœqb 

ms¯’v (OECD) RvZxms‡Ni cwi‡ek Kg©m~wP (UNEP), wek^ e¨vsK, Lv`¨ K…wl ms¯’v (FAO)
4

, BD‡ivwcq BDwbqb (EU)-mn wewfbœ 

AvšÍR©vwZK ms¯’vi g~‡j i‡q‡Q eøy-B‡Kvbwg| AvšÍRv©wZK ms¯’vi cvkvcvwk wewfbœ †QvU eo †`‡k eøy-B‡Kvbwg wbf©i Dbœqb ‡KŠkj cÖYqb 

K‡i‡Q| 

i. B‡›`v‡bwmqvi RvZxq A_©bxwZi wmsnfvM mgy‡`ªi Dci wbf©ikxj| hw` mwVK cwiKíbv gvwdK mgy`ª m¤ú` AvniY Kiv hvq 

hvi g~j¨gvb n‡e RvZxq ev‡RU Gi cÖvq 10¸Y| cvkvcvwk 114.88 wgwjqb gvwK©b Wjvi Avq Ki‡e Ges cÖvq 7770 bZzb 

Kg©ms¯’vb ˆZwi n‡e| 

ii. A‡÷ªwjqvq wRwWwc‡Z
5

 eøy-B‡Kvbwgi Ae`vb n‡e 47.2 wewjqb A‡÷ªwjqvb Wjvi hv Zv‡`i wRwWwci 3 kZvsk †ewk Ges 

2025 mvj bvMv` eøy-B‡Kvbwgi Ae`vi n‡e 100  wewjqb A‡›Uªwjqvb Wjvi| 

iii. Pxb MZ 5 eQ‡ii mg‡q Px‡bi A_©bxwZ‡Z 1.2 wUwjqb gvwK©b Wjv‡i †gwiUvBg BÛvw÷ª e„w× †c‡q‡Q hv Px‡bi wRwWwci 10 

kZvsk Ges 2035 mvj bvMv` wRwWwc‡Z †gwib †m±‡ii Ae`vb n‡e 15 kZvsk|  

iv. BD‡ivwcqvb BDwbqb (EU) evrmwiK Gross VaIue Added 500 wgwjqb BD‡iv Ges ‡mLv‡b 5 wgwjqb †jv‡Ki 

Kg©ms¯’vb ˆZix n‡e|  

v. Avqvij¨vÛ 2016 mv‡j †gvU wR wf G wQj 3.37 wewjqb BD‡iv hv wRwWwci 1.7 kZvsk|  

vi. gwikvm 2012 †_‡K 2014 mvj bvMv` wRwWwc‡Z eøy-B‡Kvbwgi Ae`vb 10 kZvsk e„w× †c‡q‡Q| 

vii. hy³ivóª 2023 mv‡j A_©bxwZ‡Z eøy-B‡KvbwgK Ae`vb wQj 359 wewjqb gvwK©b Wjvi hv Zv‡`i ‡gvU wRwWwci 2 kZvsk 

Ges ‡mLv‡b 3 wgwjqb Kg©ms¯’vb ˆZwi n‡e|  

G QvovI gvjØxc, kÖxjsKv, gvqvbgvi Ges fviZ I _vBj¨vÛ eøy-B‡Kvbwg‡Z fv‡jv Ae`vb †i‡L Pj‡Q| ˆewk^K mgy`ª A_©bxwZ ‡_‡K 

AvnwiZ Drcv`‡bi wnmve wbKvk Abyhvqx †Møvevj Ikb Kwgkb 2014-Gi cÖv°jb Abyhvqx †gwib I DcK~jxq Drcvw`Z m¤ú‡`i †gvU 

evRvi g~j¨ 3.00 wUªwjqb gvwK©b Wjvi Ges †gvU ivR¯^ Av‡qi cwigvb cÖv°jb Kiv n‡q‡Q 2.6 wUªwjqb gvwK©b Wjvi| 

 

evsjv‡`‡ki A_©bxwZ‡Z eøy-B‡Kvbwgi f‚wgKv I ¸iæZ¡ 

evsjv‡`k gvj‡qwkqvmn Ab¨vb¨ †`‡ki mv‡_ GKmv‡_ mgy`ª Zj‡`‡ki m¤ú` D‡Ëvj‡b Kvh©Kvix c`‡ÿc MÖnY Ki‡Q| B‡Zvg‡a¨ 

miKvi eØxc I †WjUv cøvb
6

 nv‡Z wb‡q‡Q| g‡nkLvwj‡Z off Shore Wind Energy cÖKí nv‡Z wb‡q‡Q| mybxj A_©bxwZ m¤úwK©Z 

Ávb AR©b I Zv weKv‡k `ÿZv AR©‡bi j‡ÿ¨ 2013 mv‡j Avgv‡`i †`‡k Sheikh Mujibur Rahman Maretime University 

of Bangladesh bv‡g GKUv wek^we`¨vjq M‡o I‡V‡Q| wewfbœ wek^we`¨vj‡q  Economics Study wefvM Pvjy Kiv n‡q‡Q| Gfv‡e 

Avgv‡`i `ÿ Rbkw³ M‡o DV‡e e‡j Avkv KiwQ| 2041 mv‡j DbœZ mg„× evsjv‡`k wewbgv©‡Y mvgyw`ªK A_©bxwZ n‡q DV‡Z cv‡i 

Uvg©KvW©| my›`ieb †_‡K cÖevj Øxc †m›UgvwU©b Aewa Avgv‡`i mgy`ª †iLv 710 wK. wg. evsjv‡`‡ki AvnwiZ †gvU gv‡Qi 16 kZvsk 

Bwjk gvQ hv mgy`ª I b`x †_‡K AvniY Kiv nq| K·evRvi †Rjvi g‡nkLvwj Dc‡Rjv cÖZ¨šÍ GjvKv gvZvievwo Mfxi mgy`ª e›`i 

e½cmvM‡ii DcK~jxq GjvKvi 1000 GKi f‚wg‡Z jeY Pvl n‡”Q| wKš‘ mg‡qi cwiµgvq †mB jeY f‚wg‡Z ˆZwi n‡”Q gvZvievwo 

Mfxi mgy`ª e›`i, hv‡K ejv n‡”Q evsjv‡`‡ki AvMvgx w`‡bi ¯^cœ| G e›`i wN‡iB A_©‰bwZK wecøe NU‡e evsjv‡`‡ki hv Qvwo‡q hv‡e 

wm½vcyi‡K| Bnv n‡e AÎ GjvKvi evwYwR¨K nve
7

| G e›`i ‡_‡K PÆMÖvg, †gvsjv, cvqviv e›`‡i mivmwi cY¨ cwienb n‡e| we‡k^i 

Ab¨vb¨ ‡`k G e›`i e¨envi Ki‡e| ZLb cÖPyi ˆe‡`wkK gy`ªv AR©b n‡e| g‡nkLvwj‡K ¯§vU© bMwi‡Z iƒcvšÍi Kivi cÖwµqv ïiæ 

                                                      
4

  Food & Agriculral Organigetion. Gi cÖavb m`i `ßi BZvjxi †ivg kn‡i| 

5

  Gross Development Product. ‡Kv‡bv wbw ©̀ó mg‡q GKwU A_© eQ‡i †Kv‡bv †`‡ki Af¨šÍ‡i †h cwigvY e¯‘MZ I Ae ‘̄MZ `ªe¨ I cY¨ Ges †mev mvgMÖx I 

†mev Kg© Drcvw`Z nq Zvi Avw_©K g~j¨| 
6

  2041 mvj bvMv` DbœZ I mg„× evsjv‡`k MVb Kivi gnv cwiKíbv| 

7

  2041 mvj bvMv` evsjv‡`k `wÿY Gwkqvq ˆe‡`wkK evwY‡R¨i †K‡› ª̀ iƒcvšÍi Kivi gnvcwiKíbv| 
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n‡q‡Q| gvZvievwo Mfxi mgy`ª e›`‡ii Kvi‡Y Avgv‡`i Avg`vwb ißvwb‡Z mgq K‡g Avm‡e| mivmwi GLvb †_‡K cY¨ ißvwbi Kvi‡Y 

cÖwZ eQi mvkÖq n‡e 6 wgwjqb gvwK©b Wjvi| wewfbœ †`k G e›`i e¨env‡ii d‡j Av‡iv wewjqb wewjqb Wjvi Avq n‡e| e›`i Pvjy 

nIhvi Rb¨ AÎ GjvKvi Dbœq‡b Avgyj cwieZ©b n‡e| cªZ¨ÿ fv‡e KY©d~wj U¨v‡b‡ji Rb¨ mg¯Í A_©‰bwZK Kg©Kv‡Û `~iZ¡ Kwg‡q G‡b 

A_©‰bwZK cÖwµqv †K Z¦ivwš^Z Ki‡e| BwZ‡gv‡a¨ gvZvievwo e›`‡i ˆZwi n‡q‡Q I‡qj †RwU| †RwU‡Z 3112wU RvnvR b½i K‡i‡Q| 

KvM© n¨v‡Ûwj‡q n‡q‡Q 1.37 jvL K‡›Ubvi hv Øviv 6 †KvwU 84jvL UvKv Avq n‡q‡Q G ch©šÍ Ges ‡mLv‡b 6 wU †RwU ˆZwi n‡q‡Q| 

bZzb †ij jvB‡bi KvR K·evRvi ch©šÍ `ªæZ m¤úªmviY Kiv n‡”Q| evsjv‡`‡ki mßg cÂevwl©Kx cwiKíbvq
8

 AvMvgx‡Z mgy‡`ª gvQ aiv 

I mgy`ª m¤ú` RvZxq Lv‡Z A_©bxwZi AwaKZi weKv‡ki m¤¢vebvi K_v D‡jøL Kiv n‡q‡Q| K·evRvi wegvbe›`i‡K ch©UK‡`i Kv‡Q 

AvKl©Yxq Kivi Rb¨ AvšÍRv©wZK wegvbe›`‡i iƒcvšÍi K‡i‡Q|   

 

evsjv‡`‡ki eøy-B‡Kvbwg I mgy`ª weRq  

m`¨ ¯̂vaxb ‡`k wn‡m‡e ¯̂vaxbZvi mydj RbM‡Yi gv‡S ‡cŠu‡Q ‡`qvi j‡¶¨ mgy «̀ m¤ú`‡K Kv‡R jvMv‡bvi D‡Ï‡k¨ RvwZi wcZv e½eÜy ‡kL 

gywReyi ingvb KZ©…K Territorial Waters and Maritime Zones Act, l974 c«eZ©b Kiv nq| cieZ©x‡Z eZ©gvb miKv‡ii HKvwšÍK 

c«‡Póvq RvwZms‡Ni mgy «̀ AvBb welqK AvšÍR©vwZK U«vBeybvj (International Tribunal for the Law of the Sea) KZ©…K 2012 mv‡j 

gvqvbgv‡ii mv‡_ Ges 2014 mv‡ji fvi‡Zi mv‡_ mgy «̀mxgv we‡iva wb®úwËi gva¨‡g ‡gvU 1,18,813 eM©  wK‡jvwgUvi mgy «̀ GjvKvq 

evsjv‡`‡ki AwaKvi c«wZwôZ nq| 200 bwUK¨vj gvBj GK”QÎ A_©‰bwZK AÂj I PUªMÖvg DcK~j ‡_‡K 354 bwUK¨vj gvBj ch©šÍ 

gwnmcv‡bi Zj‡`‡k meai‡bi cÖvwYR I AcÖvwYR m¤ú‡`i Dci mve©‡fŠg AwaKvi| eZ©gv‡b wgqvbgv‡ii mv‡_ we‡ivac~Y© 17wU eø‡Ki 12wU 

†c‡q‡Q evsjv‡`k| fvi‡Zi KvQ †_‡K `vweK…Z 10wU eø‡Ki me¸‡jv †c‡q‡Q evsjv‡`k| evsjv‡`‡ki ’̄jfv‡Mi evB‡ii Rjmxgvq cÖvq bZzb 

GK Av‡iK evsjv‡`‡ki Afy¨`q N‡U‡Q| 

 

eøy-B‡Kvbwg weKv‡k cÖavb cÖwZeÜKZvmg~n 

i. eQ‡i 65 w`b  mgy`ª I †`‡ki Af¨šÍ‡ii b`x‡Z Bwjk gvQ aivi wb‡lavÁvwU ev¯Í‡e mwVK cvjb Kiv| 

ii. mgy`ª weR‡qi ci mgy`ª msjMœ †gvU Rwg‡bi AvqZb ‡e‡o 1 jvL 18 nvRvi 813 eM© wK‡jvwgUvi †`Lfvj/Z`viwK Kivi gZ 

`ÿ †jvKej wb‡qvM Kiv| 

iii. K·evRvi, †UKbvd, †m›UgvwU©b, c‡Z½v I KzqvKvUv Ges Pvjbv e›`‡i Uy¨wi÷‡`i Ae¨nZ I AwbqwgZ Pvc mvgvj †`Iqv| 

iv. b`xgvZ…K †`k evsjv‡`k Af¨šÍixb b`xi cwj AcmviY I Lbb K‡i b`xi be¨Zv Ges cvwb cÖevn e„w× Kiv| 

 

eøy-B‡Kvbwg Dbœq‡b P¨v‡jÄmg~n 

i. mwVK Kg© cwiKíbv I ch©vß bxwZgvjvi Afve| 

ii. `ÿ Rbkw³i Afve| 

iii. †gwib m¤ú` wfwËK chvß M‡elYv nIqv cÖhyw³ Áv‡bi Afve| 

iv. m¤ú‡`i g~j¨ I m¤ú‡`i mvwe©K cwigvb I wbw`ó GjvKv wPwýZ KiY| 

v. mwVK mv‡f©i Afve| 

vi. eyøB‡Kv‡bvwg m¤ú©wKZ AvšÍR©vwZK I AvÂwjK ‡hvMv‡hv‡Mi Afve| 

vii. mgy`ªMvgx e¯‘ M‡elYv Kvh©µ‡gi Rb¨ RvnvR µq|  

 

P¨v‡jÄ‡gvKv‡ejvq c`‡ÿcmg~n 

i. ¯^í, ga¨, `xN©‡gqv`x cwiKíbv MÖnY| 

ii. `vwi ª̀¨ we‡gvPb 

iii. Lv`¨ Drcv`b I ¯̂qsm¤ú~Y©Zv AR©b 

iv. cwi‡e‡ki fvimvg¨ iÿv 

v. Rjevqy cwieZ©‡bi weiæc cÖfve †gvKv‡ejv 

vi. A_©‰bwZK Kg©Kv‡Û mgy`ª m¤ú‡`i f‚wgKv Acwimxg| 

                                                      
8

  5eQi †gqv`x ev Í̄evqb †hvM¨ wewfbœ A_©‰bwZK c`‡ÿc MÖnY I jÿgvÎv wba©viY Kiv| 
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eøy-B‡Kvbwg Avgv‡`i Rb¨ Ly‡j w`‡Z cv‡i Dbœq‡bi bqvw`MšÍ| B‡Zvg‡a¨ d«vÝ I A‡÷ªwjqvi cÖwZwbwa‡`i mv‡_ Kg© `ÿZv e„w× wb‡q 

Av‡jvPb Kiv n‡q‡Q|  

 

eøy-B‡Kvbwg Dbœq‡b evsjv‡`‡ki M„nxZ c`‡ÿc 

2019 mv‡ji 3-4 †m‡Þ¤^i †UKmB bxj A_©bxwZ Dbœqb msµvšÍ XvKv m‡¤§jb AbywôZ nq Ges evsjv‡`‡ki gvbbxq cÖavbgš¿x Rb‡bÎx 

†kL nvwmbv D³ m‡¤§j‡bi D‡Øvab K‡ib| e½cmvM‡ii bxj Rjivwki wb‡P wekvj m¤ú‡`i ‡h fvÛvi cÖ‡qvM Zvi †UKmB e¨envi, 

AvniY I msiÿ‡Yi Rb¨ B‡Zvg‡a¨ evsjv‡`k miKvi †ek K‡qKwU Kvh©Ki AvBb I bxwZgvjv cÖYqb K‡i‡Qb| grm I RjR Pv‡l 

m¤ú~Y© I LÐKvjxb Kg©ms¯’vb wbwðZ K‡i mgy`ªZ‡j jeY Drcv`b I RvnvR fv½b wk‡í ‡`o jvL gvbyl wbhy³ i‡q‡Q| bZzb mvgyw`ªK 

mxgvbvq †Zj I M¨v‡mi m¤¢vebvgq gRy‡`i Avkv K‡i †`kx I we‡`kx †Kv¤úvwb D‡Ëvjb I A‡š^lY K‡i hv‡”Q| we‡kl K‡i wkcwewìs 

Ges ch©Ub wkímn Ab¨vb¨ LvZ‡K kw³m¤ú` wn‡m‡e Kv‡R jvwM‡q A_©bxwZi AvKvi e„w× cv‡e e‡j Avkv Ki‡Q| AvMvgx 10 eQ‡i G 

LvZ n‡Z 9.30 kZvsk nv‡i Avq e„w× cv‡e| B‡Zvg‡a¨ K·evRv‡ii mgy`ª‰mKZ ch©UK‡`i Rb¨ AvK©lYxq I wbivc` wbwðZ åg‡Yi 

Rb¨ mgy‡`ªi wfZi †_‡K wekvj wegvbe›`‡ii AvšÍiR©vwZK gv‡bi ivbI‡q ˆZix K‡i‡Qb| B‡Zvg‡a¨ miKvi mgy`ª M‡elYv Bbw÷wôDU 

cÖwZôv K‡ib| 2019 mv‡ji 5 A‡±vei w`jøxi n‡q`ªvev` fe‡b fviZxq cÖavbgš¿x b‡i›`ª ‡gv`xi m‡½ evsjv‡`‡ki cÖavbgš¿x †kL 

nvwmbv mwVK Z_¨ DcvË w`‡q 50 eM©gvBj a~mi GjvKvi mve© †fŠgZ¡ `vwe K‡ib Ges Rvg©vbxi nvgeyM©¯’ AvšÍR©vwZK mgy`ª AvBb 

UªvBeybvj Zvi cÖwZev` †ck K‡ib| Z‡e A‡b‡KB (Rywoiv) Av`vj‡Z GB mgm¨vi 50 eM© wK. wg. Ry‡o †h gnx‡mvcvb e‡q‡Q Zvi 

wb‡Pi Ask evsjv‡`‡ki n‡e e‡j gZ w`‡q‡Qb| evsjv‡`k miKvi RvwZ ms‡Ni †UKmB Dbœqb jÿ¨gvÎv (SDG)
9

 KvVv‡gv 2030-G 

¯^vÿi K‡i‡Q ZvB G KvVv‡gvi AvIZvq ÒjÿgvÎv 14 wk‡ivbvgÓ R‡ji wb‡P Rxeb wel‡q KvR Ki‡ZI Avgv‡`i miKvi Aw½Kvie×| 

evsjv‡`k miKv‡ii R¦vjvbx I LwbR m¤ú` gš¿Yvjq eøy-B‡Kvbwg †mj MVb K‡i‡Q|  

 

mybxj A_©bxwZi h_vh_ weKv‡ki j‡¶¨ eøy-B‡Kvbwg ‡mj KZ©…K wbgœewY©Z fwel¨r cwiKíbv cªYq‡bi D‡`¨vM MÖnY Kiv n‡”Q:  

i. ÔDevelopment of Integrated Marine Spatial Planning (MSP) for BangladeshÓ c«Kí ev¯Íevqb; 

ii. evsjv‡`‡ki eøy-B‡Kvbwgi ‡UKmB Dbœq‡bi ¯^v‡_© AvÂwjK I ˆewk¦K mn‡hvwMZv ¯’vcb; 

iii. wbqwgZfv‡e mfv/‡mwgbvi/c«wk¶Y Av‡qvR‡bi gva¨‡g ey B‡Kvbwg m¤ú‡K© Rbm‡PZbZv e…w×; 

iv. RvZxq ¯^v‡_© eøy-B‡Kvbwg msµvšÍ Kvh©µg myôyfv‡e mgš^‡qi Rb¨ A¯’vqx eøy-B‡Kvbwg ‡mj‡K ¯’vqx KvVv‡gvi AvIZvq wb‡q Avmv; 

v. eøy-B‡Kvbwg ‡m‡ji mv‡_ miKvwi, ‡emiKvix c«wZôvb I GKv‡Wwgi Avš—t‡hvMv‡hvM e…w×i gva¨‡g c«vwZôvwbK m¶gZv e…w×; 

vi. ˆe‡`wkK I ‡emiKvix wewb‡qvM AvK…ó Kivi gva¨‡g eøy-B‡Kvbwg †m±‡ii cwiwa e…w×; 

vii. e½eÜy mybxj A_©bxwZ dvÛ MV‡bi gva¨‡g Avw_©K mnvqZv c«`v‡bi gva¨‡g wewfbœ e¨w³ c«wZôvb‡K eøy-B‡Kvbwg M‡elYvq DØy× 

Kiv| 

m‡e©vcwi mgy‡`«i grm¨, c«vwYR m¤ú`, LwbR I c«vK…wZK m¤ú`, hvÎx I cY¨ cwienY, DcK~jxq I Øxc AÂ‡j ch©U‡bi weKvk, 

DcK~jxq AÂ‡ji bvbvwea m¤ú` I m¤¢vebv, wk¶v, M‡elYvmn bvbv gvwÎK Kg©Kv‡Ûi gva¨‡g ‡`‡ki Av_©-mvgvwRK Dbœq‡b mgy‡`«i 

f‚wgKv wbwðZ Kiv m¤¢e n‡e| 

 

†UKmB Dbœq‡b eøy-B‡Kvbwg 

2012 mv‡j GB MÖ‡n bxj A_©bxwZi aviYv RbwcÖq n‡q I‡V| GB mgy`ª n‡Z cv‡i gvby‡li AbvMZ w`‡bi Lvev‡ii eo fvÐvi| iÿv 

Ki‡Z cv‡i Rjevqy, LwbR m¤ú`, Jlwa m¤ú` I grm m¤ú‡`i wekvj †hvMvb fvÐvi| wek^ e¨vs‡Ki wnmve Abyhvqx 2015 mv‡j 

evsjv‡`‡ki A_©bxwZi Ae`vb cÖvq 6.2 wewjqb gvwK©b Wjvi| eZ©gvb mgy`ª A_©bxwZi Av‡qi wfZi 25 kZvsk ch©Ub I we‡bv`b LvZ 

†_‡K Avq 22 kZvsk, hvZvqZ LvZ †_‡K Avq 22 kZvsk, M¨vm I †Zj D‡Ëvjb LvZ †_‡K Av‡m 19 kZvsk| grm wkí, jeb wkí 

Ges RvnvR wb©gvY wkí n‡Z †gvU cÖvq GK †KvwU gvbyl Zv‡`i Rxeb I RxweKvi cÖ‡kœ mgy‡`ªi Dci wbf©ikxj n‡q c‡o‡Q| GQvov 

wSbyK, mvgyw`ªK gy³v I kvgyK mvgyw`ªK m¤ú` mswkøó e¨emvq eû¸‡Y e„w× cv‡e|  

Avgiv GLbI mybxj A_©bxwZi cÖv_wgK ch©v‡q i‡qwQ| GB gyû‡Z© Avgv‡`i mwVK †UKmBDbœqb cwiKíbv MÖnY K‡i ‡hme ‡`k GwM‡q 

†M‡Q Zv‡`i mv‡_ m¤úK© ¯’vcb Ki‡Z n‡e| XvKvq eøy-B‡Kvbwg wb‡q (IOBA) †h m‡¤§jb XvKvq n‡q‡Q †mwU‡K †ekx ¸iæZ¡ w`‡q KvR 

Kiv DwPr| e‡½vcmvM‡ii Acvi m¤¢vebv I m¤ú` wPwýZKiY, cwigvb wba©viY I †ÿÎmg~n wPwýZ K‡i RvZxq A_©‰bwZK Dbœq‡b 

                                                      
9

     Sustainable Development Goal. we‡k^i A_©‰bwZK ˆelg¨ ~̀ixKi‡Yi Rb¨ ¯̂í DbœZ †`‡ki ¯’vqx Dbœqb cwiKíbv| 
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h_vh_fv‡e e¨envi Ki‡Z n‡e| ˆewk^K DòZv e„w×, AvenvIqv cwieZ©b I Kve©b wbtmiY, meyR ebvqb
10

 Ges †UKmB Dbœq‡bi w`‡K 

†ewk bRi w`‡Z n‡e| evsjv‡`k Ikvb MÖvwdK wiPvm© Bbw÷wUD‡Ui gva¨‡g †`kx we‡`kx M‡elYv cÖwZôv‡bi mv‡_ m‡nv‡hvwMZv wb‡q 

wbR¯^ `ÿRbej ˆZix Kiv Ges `wÿY Gwkqv mgy`ª A_©bxwZi Dci D‡jøL‡hvM¨ ¸iæZ¡ w`‡q A_©bxwZ GwM‡q wb‡Z n‡e|  
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10

  ˆewk^K DòZv wbqš¿Y I cwi‡e‡ki fvimvg¨ ivLvi Rb¨ e„ÿ‡ivcYmn ebvqb Kg©m~Px cÖYqb| 



888 

 

 

Does the Global Supply Chain Disruption Affect Domestic  

Inflation in Bangladesh? 
 

 

Md.Yousuf * 

Mohammad Shafiur Rahman Chowdhury ** 

 

 

Abstract 

Inflation is a matter of concern to policymakers. In this case, global supply chain disruption becomes more 

important for developing countries like Bangladesh. This study examines the long-run effect of global supply 

chain disruption on Bangladesh's domestic inflation. This analysis uses monthly time series data for 2010M07 

to 2023M07, a sample of 157 observations. Since the authors used time series data, the stationarity of the 

variables was checked by using ADF and PP tests. Among the variables, some are stationary at level I(0), and 

some are stationary at first difference I(1). So, the appropriate analysis method was the autoregressive 

distributed lag (ARDL) approach. ARDL-bound tests indicate the long-run relationship among the variables. 

Finally, the ARDL estimates indicate that the global supply chain disruption and domestic output gap with 

lags significantly affect Bangladesh's headline, food, and nonfood inflation. Moreover, food inflation is more 

persistent than nonfood and headline inflation. However, the effect of changes in global energy prices on 

domestic inflation in Bangladesh is insignificant because the government strongly controls energy prices in 

Bangladesh. We use various diagnostic tests, such as the Durbin-Watson test for serial correlation and the LM 

test for heteroskedasticity, to check the reliability of the results. 

Keywords: Global Supply Chain disruption ‧ Bangladesh ‧ Global Food Prices ‧ Global Energy Prices 

   

1.      Introduction 

Global commodity prices have risen. As a result, several low-income countries are struggling with high prices, 

trade deficits, and an unstable macroeconomic environment (Dureval, Loening and Birru, 2013). As food price 

developments have varied widely across countries, our understanding of transmission patterns remains difficult 

(Baltzer, 2013). Nevertheless, high commodity prices, especially for food, clearly hurt poverty in countries with 

a high share of net food buyers (Wodon & Zaman, 2010). Several studies have attempted to address the 

underlying causes of the increase in prices around the world. Typically, these studies have identified a 

combination of factors, including long-term economic and demographic trends combined with short-term issues 

like bad weather, speculation, high oil prices, and export bans in several countries. At the same time, we know 

little about how local food costs in specific developing nations, notably in Asia, are affected by global food 

prices. One of the most affected countries is Bangladesh. In the past Bangladesh inflation was often linked to 

shocks to the agricultural supply, but the recent spike in prices corresponded with very excellent harvests. 

The link between Global supply chain disruption and domestic prices is as old as international trade itself 

Changes in global commodity prices brought about by trade affect trading nations' inflation rates (Hanif, Iqbal, 

and Kahn, 2017). Kwack (1973), Kravis and Lipsey (1977) are two important studies that examine the 

relationship between domestic inflation in trade partners and the prices of commodities internationally. Kwack 

(1973) provided a straightforward model that illustrated how the inflation rate of imported commodities 

influences the inflation rate at home. Kravis and Lipsey (1977) discovered that domestic (US) pricing for 

exported items were responsive to price changes, which is contrary to the standard assumption in international 

trade models that a country's export price for a particular good is equal to its home price.. The channels through 

which changes in the foreign exchange prices of commodities in the world market can affect prices in a small 

open economy like Bangladesh include: i) imported intermediates used in the production of goods, ii) society's 
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use of imported consumer goods, iii) changes in the income of exporters, and iv) domestic availability of export 

goods.  

Bangladesh's economy has expanded rapidly in recent years, with GDP per capita growth averaging 5.11% 

between 2010 and 2023, according to government figures. In 2021, the Government of Bangladesh reported that 

20.58% of the country's 170 million residents were living below the official poverty line (Bigsten & Shimeles, 

2008). However, it's plausible that a greater proportion of them experienced extended periods of hardship due to 

shocks. For example, the rise in urbanisation is likely due to the increase in food inflation. Recently Bangladesh 

has never experienced nearly double-digit inflation rate. In 2023 headline inflation rate was 9.07 percent, a 12-

month average—the highest in the previous ten years. Therefore, it's critical to understand the variables that 

have a major impact on the inflation of Bangladesh and take proper policy measures to tackle the high inflation 

rate. 

 

2.        Literature Review 

Various empirical studies have estimated the contribution of foreign prices as a determinant of inflation in 

different countries. The government of Bangladesh passed on a sharp drop in crude oil prices that occurred on 

the world market in late 2014 and early 2015 to local consumers at a rate that was higher than that of many other 

nations, including India, Pakistan, Sri Lanka, Thailand, France, and Australia.  Rising/falling import crude 

petroleum oil prices affect inflation dynamics by slowing/stimulating productivity growth and 

increasing/decreasing the "inflation-accelerating-rate-of-unemployment" (Carruth et al., 1998). The pricing of 

specific goods on the domestic market (such as those for rice, sugar, and vegetables, for instance) are also 

influenced by the prices of Bangladeshi exportable commodities on the global market. Another route could be 

through the indirect impact of changes in the value of commodities priced in US dollars on the global market on 

Bangladeshi local currency pricing. These may include i) changes in nominal wages due to changes in the price 

of traded products (Kwack, 1973) and ii) changes in the pricing of substitutes in the domestic economy as a 

result of changes in the price of traded goods. Furthermore, unless there is a monetary policy reaction (to the 

altered domestic demand), changes in the prices of traded products have an impact on domestic income (Hanif, 

2012), domestic demand, and prices of non-tradables. 

Using monthly inflation datasets for G7 countries from 1973 to 1996, Eun and Jeung (1999) established that 

each country's domestic inflation rate variance is attributable to foreign price shocks, despite the views of Mussa 

et al. (2000) that floating exchange rates help countries absorb international commodity price shocks, and that 

flexible exchange rates do not insulate the domestic prices from global price shocks. The 2008 global 

commodity price shock piqued scholars' interest in the relationships between commodity price shocks at the 

world level and domestic inflation outcomes, particularly those involving food and oil prices. Timmer (2008) 

discovered connections between domestic and foreign inflation for a number of commodities, including edible 

oil, rice, wheat, and corn. While accounting for changes in other factors that affect inflation (such as interest 

rates and exchange rates), Zoli (2009) found that shocks to the price of food and oil abroad have an effect on 

domestic inflation rates in developing European economies. Following the 2008 global price shock, domestic 

food price rises were found to be larger (relative to overall domestic inflation) in 90 countries, according to 

Akosy and Ng (2010), who used this dataset. Robles and Torero (2010) discovered empirical evidence of links 

between international prices of a number of commodities and domestic food prices in Honduras, Guatemala, and 

Nicaragua, and Peru while analyzing transmission of wheat, corn, and rice from international prices to domestic 

prices in these four countries. In a separate study, Kalkuhl (2014) found that local prices could react to 

international prices even if there is no trade now but trade is anticipated in the future when examining the link of 

world food prices onto domestic prices of food and grain price indexes for 180 nations. 

Khan and Ahmed (2011) investigated how changes in global pricing affected the rate of inflation in Bangladesh. 

Studies on Bangladesh solely take changes in the price of oil as a proxy for changes in the prices of all other 

commodities when examining the effects on inflation rates. According to Hanif (2012), the 'proportion of 

supply-side determinants to rate of inflation in Bangladesh quadrupled (to half) in the next five years compared 

to (one-quarter) during the pre-2008 shock period. Despite the fact that Bangladesh’s food inflation volatility 

was discovered to be half of what was seen on the global food market during the analysis period (Jan 1992 to 
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Dec 2011), he observed that "higher prices for food worldwide in 2008 led to in a greater (than the past average) 

food price increases in the country." This data, along with the disinflation that occurred in Bangladesh between 

2014 and 2015 due to a decline in global commodity prices, calls for a study of the relationship between these 

variables. 

 

3.       Research objectives 

The central objective of this study is to investigate the effect of global supply chain disruption on domestic 

inflation in Bangladesh.  

 

4.       Methodology 

Data: This study examines the long-term impact of global supply chain pressure on domestic headline, food and 

non-food inflation in Bangladesh. We use monthly time series data for 2010M07 to 2023M07, a sample of 157 

observations. Data were collected from the World Bank data bank and International Financial Statistics of IMF, 

Bangladesh Bureau of Statistics (BBS).  

 

Domestic variables 

Following the standard Phillips curve, from domestic variables, we include the lagged inflation, and domestic 

output gap.  

Lagged Inflation:  

Because of price stickiness, inflation tends to have high persistency. We use one period lag, assuming the AR 

(1) process, to capture the persistency.   

Output Gap:  

We use the industrial production index as a proxy for economic activities for calculating the output gap. The 

Hodrick-Prescott (HP) filter isolated the cyclical fluctuations and trends in the index. 

 

Global variables  

Global variables become a major determining factor of inflation if the economy is highly integrated with the 

world economy.  As in Borio and Filardo (2007), Auer and others (2017), and Forbes (2019), inflation becomes 

a global phenomenon if global variables play a dominant role in shaping the inflation dynamics. Based on the 

literature, the following global variables are included in the study. 

Global Supply Chain Pressure:  

We use the GSCP index of Benigno et al. (2022) to measure the supply chain disruptions. An increase in the 

value of GSCP leads to more supply chain disruptions. 

Exchange Rate: 

The US dollar mainly dominates the Bangladesh Foreign Exchange market.  An increase in the exchange rate 

indicates a depreciation of the local currency against the US dollar. 

Global Output Gap:  

We use the world IPI constructed by Baumeister and Hamilton (2019) as a proxy variable for global economic 

activities. The Hodrick-Prescott (HP) filter isolated the cyclical fluctuations and trends in the index. 

World Food and Energy Price:  

Data on world food and energy prices are collected from the world commodity price index. Global energy and 

food price changes could affect domestic inflation through international trade, especially imports. 
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Econometric Model 

Testing the basic characteristics of the data is crucial as we employ time series data. According to Nelson and 

Plosser (1982), most macroeconomic series have unit roots, making them non-stationary. Regression testing on a 

non-stationary series may produce erroneous results.  

The most often used method for figuring out whether a variable is stationary is the Dickey-Fuller test. The DF 

test is valid only in cases where the error term is white noise. The error term will be autocorrelated if there is no 

autocorrelation in the series' first difference, which we have not expressed. Cheung and Lai (1995) suggest that 

using p delays of the dependent variable to "augment" the test is the solution. In ADF tests, the model does not 

account for heteroscedasticity. Phillips and Perron (1988) proposed a test that directly corrects for any serial 

correlation (like ADF) and heteroskedasticity in the errors, removing the ADF test's drawback by directly 

altering the DF test statistics in a non-parametric way.For the reliability of the result, we use both tests ADF and 

PP tests to check the stationarity of the variables. 

Following Binici et al. (2022), we set three specific equations for our analysis to analyze the inflation dynamics 

for general price level, food price and nonfood price separately.  

The equation for the general price level can be written as  

 --

------------------------------------------(1) 

LGeneral is the log of the Index of Domestic General price level (headline inflation) , GSCP is the Global 

Supply Chain Pressure, Out_G is the Domestic Output Gap, G_Out_G is the Global Output Gap, Lexc is the log 

of the Exchange rate of taka per USD, G_Inf is the Index of Global price level, and t is the error term. 

 

LFood is the log of the Index of Domestic food price level, GSCP is the Global Supply Chain Pressure, Out_G 

is the Domestic Output Gap, G_Out_G is the Global Output Gap, Lexc is the log of the Exchange rate of taka 

per USD, LG_Food is the Index of Global food price level, LG_Energy is the Index of Global Energy price 

level, and t is the error term. 

 

 

LNon_Food is the log of the Index of Domestic Non_food price level, GSCP is the Global Supply Chain 

Pressure, Out_G is the Domestic Output Gap, G_Out_G is the Global Output Gap, Lexc is the log of the 

Exchange rate of taka per USD, LG_Food is the Index of Global food price level, LG_Energy is the Index of 

Global Energy price level, and t is the error term. 

Where,  

Variable  Definition Source 

LGeneral log of the Index of Domestic General Price Level 

(Headline Inflation) 

BBS 

LFood log of the Index of Domestic food price level BBS 

LNon_food log of the Index of Domestic Non-food price level BBS 

GSCP Global Supply Chain Pressure Benigno et al. (2022)  

Out_G Domestic Output Gap The authors’ Calculation 

based on data from the IFS 



892 

G_Out_G Global Output Gap The Authors’ Calculation 

based on Baumeister and 

Hamilton (2019), IMF 

Lexc log of the Exchange rate of taka per USD IFS 

LG_inf the Index of Global price level WB 

LG_food log of the Index of Global food price level WB 

LG_Energy log of the Index of Global Energy price level WB 

 

We use the autoregressive distributed lag (ARDL) bound test method originated by Pesaran and Shin (1999) and 

expanded by Pesaran and Shin, and Smith (2001), to look at the long-term relationship. We shall calculate the 

effect of financial restraint on economic growth while accounting for some macroeconomic factors. 

The ARDL bound test approach has significant benefits compared to conventional cointegration tests. Different 

variables can be stationary at level, I(0)and at first difference,  I(0) and with various lag lengths in the ARDL 

technique. Additionally, the ARDL bound allows the use of dummy variables in the model. 

For the ARDL Bound test Approach, the equation can be written as  

 

Here,  represents the first difference and q represents the maximum lag length. Pesaran et al. (2001) developed 

the F-test with two sets of critical values (lower and Upper bound) to test the null hypothesis  

 against the alternative hypothesis 

. If the F-value is higher than the upper critical value, the long-term 

relationships among the regressors are present. Once more, if the F-value is below the lower critical value, there 

is no evidence of a long-term relationship between the regressors. However, decision will only be inconclusive 

if the F-value is between the critical values. 

If the bound test shows that a long-term relationship exists, we can estimate that relationship using the equation 

below.  

 

Here, p, k, q, l, j, and z are the optimal lags of the respective variables.   

Finally Short run dynamics can be derived by using the following error correction form  
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Furthermore, since critical values for bound testing are still valid in the presence of a dummy variable, we can 

modify the ARDL model to include it. 

 

5.       Empirical Results 

In empirical analysis, we use the time series data. First, we describe the basic characteristics of the data. Table-1 

shows the descriptive statistics, including each variable's Mean, Standard Deviation, Minimum, and Maximum.  

 

Table 1: Descriptive statistics 

Variables Observation Mean Standard Dev. Minimum Maximum 

LGeneral 157 2.36 0.099 2.17 2.54 

LFood 157 2.40 0.100 2.20 2.58 

LNon_food 157 2.32 0.097 2.13 2.49 

GSCP 157 0.39 1.218 -1.56 4.31 

Out_G 157 0.00 15.750 -84.62 40.47 

G_Out_G 157 0.00 1.894 -13.21 3.61 

Lexc 157 1.91 0.036 1.84 2.04 

LG_inf 157 1.97 0.124 1.67 2.20 

LG_food 157 2.02 0.075 1.92 2.20 

LG_Energy 157 1.97 0.160 1.50 2.24 

 

Before running the regression model, we have to check the stationarity of the time series data. We use the 

Augmented Dicky-Fuller (ADF) and Phillips-Parron (PP) Test to check the unit root. Table-2 represents the 

result of the unit root tests. Among the ten variables ADF test shows four variables, LGeneral, LFood, Out_G 

and G_Out_G , are stationary at level that is integrated of order zero I(0). The remaining six variables, 

LNonfood, GSCP, Lexc, LG_inf, LG_food and LG_Energy are stationary at the first difference integrated of 

order one I(1). The results of the PP test indicate the same level of stationarity of variables.   

  

Table 2: Unit Root Test 

 ADF Test PP Test 

Variables Level First 

Difference 

Decision Level 

 

First Difference Decision 

LGeneral -5.387***   -5.290***  I (0) 

LFood -5.520***  I (0) -5.624***  I (0) 

LNon_food -3.006 -16.223*** I (1) -2.591 -13.057*** I (1) 

GSCP -3.487 -8.082*** I (1) -3.5847** -8.2082*** I (1) 



894 

Out_G -10.005***  I (0) -9.834***  I (0) 

G_Out_G -4.527***  I (0) -4.901***  I (0) 

Lexc 0.850 -10.844*** I(1) 0.274 -10.992*** I(1) 

LG_inf -1.227 -8.423*** I(1) -1.611 -8.250*** I(1) 

LG_food -0.951 -9.377*** I(1) -1.319 -9.343*** I(1) 

LG_Energy -1.488 -8.711*** I(1) -1.813 -8.479*** I(1) 

 

Based on the information criterion, we select the optimal lag length. According to the FPE and AIC criteria, the 

maximum lag length is 2, as shown in Table-3.  

Table 3: Lag Selection Criteria 

Lag LogL LR FPE AIC SBIC HQIC 

0 -198.02 NA 0.000 2.68 2.818 2.736 

1 1039.30 2474.6 0.000 -12.85 -11.744* -12.403* 

2 1096.78 114.96 0.000* -12.96* -10.885 -12.120 

3 1135.04 76.528 0.000 -12.82 -9.774 -11.585 

* indicates lag order selection by criterion. 

LR: sequential modified LR test statistic, FPE: Final prediction error, AIC: Akaike information criterion  

SBIC: Schwaz-Bayesian information criterion, HQIC: Hannan-Quinn information criterion 

 

Since some variables are I(0) and others are I(1), the appropriate econometric model to find the long-run 

relationship is the ARDL bound test approach. Table-4 reports the result of the bound test. For the three models, 

the estimated values of F-statistic are 8.180, 12.23, and 16.02, respectively larger than the Upper bound value at 

any significance level. The result indicates the existence of a long-run relationship among the variables.  

 

Table 4: Cointegration/Bound Test for Long Run Relationship 

Test Statistic  General 

 

food 

 

Nonfood Significance 

Level 

Lower Bound I 

(0) 

Upper Bound 

I (1) 

F-test 8.180 12.23 16.02 10% 2.12 3.23 

    5% 2.45 3.61 

    1% 3.15 4.43 

The estimates of the long-run ARDL model are reported in Table-5. The baseline model shows how the domestic 

general inflation is affected by the domestic and global variables. The coefficient of lag inflation is 0.86 which 

indicates the high persistence of Headline inflation. On average, GSCP at the level and two-month lags 

significantly increases the Headline inflation in Bangladesh. In addition, the domestic and global output gap also 

significantly affects general inflation. However, the effect of exchange rate fluctuation and global inflation on 

Headline inflation in Bangladesh is insignificant.  

The model of food inflation shows how domestic food inflation is affected by domestic and global variables. 

The coefficient of lag inflation is 0.99, indicating the high persistence of food inflation, high persistency 

compared to general inflation. On average, GSCP at the level and two-month lags significantly increase food 

inflation. In addition, domestic food inflation is significantly affected by the domestic and global output gap. 
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That is, local and global production highly affects Bangladesh's food prices.  However, the effect of exchange 

rate fluctuation and changes in global food and energy prices is insignificant.  

The model of nonfood inflation shows how domestic nonfood inflation is affected by domestic and global 

variables. The coefficient of one-period lag inflation is 0.69, indicating the persistence of nonfood inflation, low 

persistency compared to food inflation. Moreover, nonfood inflation is also significantly affected by two-period 

lags.  On average, GSCP at the level significantly increases nonfood inflation. In addition, domestic non-food 

inflation is significantly affected by the domestic output gap and exchange rate fluctuation. Global output gap 

and energy price do not significantly affect nonfood inflation. 

 

Table 5: ARDL Result 

Variables Baseline Model Food Nonfood 

Constant -0.019 (0.031) -0.010 (0.042) -0.041* (0.023) 

LGeneral (-1) 0.862***(0.083)   

LFood(-1)  0.9914***(0.0215)  

LNon_Food(-1)   0.6917***(0.0774) 

LNon_food (-2)   0.2838***(0.0763) 

GSCP 0.287** (0.118) 0.310* (0.160) 0.075*(0.04) 

GSCP (-1) -0.583*** (0.170) -0.600*** (0.220)  

GSCP (-2) 0.336*** (0.123) 0.330* (0.166)  

Out_G -0.006* (0.003) -0.030 (0.004) 0.00005 (0.0020) 

Out_G (-1) 0.011*** (0.003) 0.009** (0.004) 0.005** (0.002) 

Out_G (-2) 0.005* (0.003) 0.011*** (0.004) 0.005** (0.002) 

G_Out_G 0.067 (0.044) 0.003 (0.057) 0.022 (0.024) 

G_Out_G (-1) -0.114** (0.044) 0.020 (0.070) 0.0220 (0.020) 

G_Out_G (-2)  -0.125** (0.054)  

Lexc 0.02824 (0.03641) 0.0229 (0.0507) 0.0554** (0.02618) 

LG_inf -0.000012(0.00631)   

LG_food  -0.0113 (0.0160) -0.0505** (0.02472) 

LG_Energy  0.0063 (0.0077) -0.0010 (0.0044) 
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From the above discussion, we can conclude that the GSCP, Domestic and Global output gap significantly 

affects Bangladesh's general, food and nonfood inflation. Among the three inflation indices, food inflation has 

the highest persistency compared to other inflation.   

  

Table 6: Diagnostic Tests 

 Test 

Statistic 

Baseline Food Non-Food 

Serial Correlation LM test  F-statistic 

 

 

1.9150 

(0.1513) 

1.862 

(0.1593) 

2.150 

(0.1213) 

Heteroskedasticity F-statistic 

 

1.460 

(0.147) 

1.080 

(0.3811) 

1.340 

(0.1581) 

 

To check the reliability of the result, we use different diagnostic tests, and the results are shown in Table-6. The 

LM test of serial correlation indicates that all models are free from the problem of autocorrelation. The test 

results indicate that all models are free from the problem of Heteroskedasticity. That is, the estimates of all 

models are statistically reliable. 

 

5.       Conclusions and Policy Recommendations 

This study examines the long-term impact of global supply chain pressure on domestic inflation in Bangladesh. 

It is a quantitative analysis using monthly time series data from 2010M07 to 2023M07. In the first stage, the 

ADF and PP unit root tests were used to determine the order of integration of the variables. After confirming the 

stationarity of the variables, the ARDL bound test was used to test whether the variables were cointegrated. The 

results suggest a long-run relationship between global supply chain pressure and domestic inflation. That is, they 

are cause and consequence of each other. This could be because Bangladesh has to import many goods every 

month to meet domestic demand. 

The baseline model shows how the domestic headline inflation is affected by its lag, which indicates the 

persistence of headline inflation.  Among the factors, global supply chain pressure, the domestic output gap, and 

the global output gap significantly affect headline inflation. The model of food inflation shows domestic food 

inflation is significantly affected by its lag, global supply chain pressure, the domestic output gap, and the global 

output gap. That is, local and global production highly affects Bangladesh's food prices. The model of nonfood 

inflation shows how domestic nonfood inflation is affected by lag inflation, although the persistence is low 

compared to food inflation. In addition, domestic non-food inflation is significantly affected by the GSCP, 

domestic output gap, and exchange rate fluctuation.  

We can conclude that all inflationary series have high persistence (Lubna et al., 2020). Moreover, global supply 

chain disruptions and the global output gap significantly affect all inflationary series. Various diagnostic tests 

confirm the reliability of the models in terms of heteroscedasticity, and serial correlation of the residuals of the 

models. Policymakers should be aware of these issues in formulating policies related to controlling the inflation 

rate in Bangladesh. 
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mvivsk Avk¼vRbK nv‡i †Ljvwc FY †e‡o hvIqvq Pig Am‡šÍvl cÖKvk K‡i‡Q AvšÍR©vwZK gy`«v Znwej (AvBGgGd)| we‡kl K‡i 

B”QvK…Z †Ljvwc‡`i ZvwjKv ‰Zwi K‡i Zv‡`i weiy‡× m‡e©v”P K‡Vvi e¨e ’̄v MÖn‡Yi cÖ Í̄ve w`‡q‡Q ms ’̄vwU| G‡¶‡Î evsjv‡`k 

e¨vs‡Ki Ae ’̄vb Rvb‡Z PvB‡j †K›`«xq e¨vs‡Ki Mfb©i wR‡iv Ujv‡iÝ bxwZi K_v Rvbvb| c`‡¶‡ci Ask wn‡m‡e †Ljvwci Ici 

wbqš¿Y I e¨vs‡K mykvmb †div‡Z BwZg‡a¨ e¨vsK †Kv¤úvwb AvBb ms‡kva‡bi K_v Rvbv‡bv n‡q‡Q| Aí mg‡qi g‡a¨ B”QvK…Z 

†Ljvwc‡`i ZvwjKv ˆZwii cÖwZkÖæwZ w`‡q‡Q evsjv‡`k e¨vsK| GKB m‡½ me †Ljvwci Rb¨ bZyb FY Aby‡gv`b eÜ I we‡`k 

åg‡Y wb‡lavÁv Av‡iv‡ci K_vI Rvwb‡q‡Q| cvkvcvwk †Ljvwc‡`i gvwjKvbvaxb cÖwZôvb‡K evsjv‡`k wmwKDwiwUR A¨vÛ G·‡PÄ 

Kwgkb (weGmBwm) I †hŠ_ g~jab †Kv¤úvwb I dvg©¸‡jvi wbeÜb‡K (Avi‡RGmwm) bZyb K‡i ZvwjKvfyw³i my‡hvM eÜ ivLvi 

cÖ Í̄ve w`‡q‡Q| 

 

f‚wgKv 

m¤úªwZ †Ljvwc FY wb‡q hZ Av‡jvPbv Pj‡Q, Zv‡Z mgvav‡bi †Zgb †Kv‡bv j¶Y †`Lv hv‡”Q bv| bvbv ai‡bi Qvo w`‡qI †Ljvwc FY 

Kgv‡Z mdj nqwb evsjv‡`k e¨vsK| MZ GwcÖj-Ry‡b †`‡ki e¨vsK Lv‡Z †Ljvwc FY †e‡o‡Q 24 nvRvi 419 †KvwU UvKv| d‡j, Ryb 

†k‡l †Ljvwc F‡Yi cwigvY †e‡o n‡q‡Q 1 jvL 56 nvRvi 39 †KvwU UvKv| †Ljvwc FY e¨vsK Lv‡Zi weZiY Kiv F‡Yi 10 `kwgK 

11 kZvsk| MZ gvP© †k‡l †Ljvwc FY wQj 1 jvL 31 nvRvi 620 †KvwU UvKv| A_P 2009 mv‡j AvIqvgx jxM hLb miKvi MVb 

K‡i, ZLb †`‡k †gvU †Ljvwc FY wQj 22 nvRvi 481 †KvwU 41 jvL UvKv| GLb Zv †`o jvL †KvwU UvKv Qvovj| A_©vr 14 eQ‡i 

†Ljvwc FY †e‡o‡Q cÖvq 7 ¸Y| GB mgqUv wQj FY †Ljvwc‡`i Rb¨ myeY© mgq|  

evsjv‡`k e¨vsK †Ljvwc F‡Yi †h wnmve w`‡”Q, Zv cÖK…Z Z_¨ bq| KviY, cÖK…Z †Ljvwc FY AviI A‡bK †ewk| gvgjvi Kvi‡Y 

A‡bK FY‡K †Ljvwc wn‡m‡e wPwýZ Kiv hv‡”Q bv| Avevi Ae‡jvcb Kiv FYI †Ljvwci wnmv‡e †bB| wKQy wKQy e¨vsK FY cybt 

Zdwmj Ki‡Z cv‡iwb| Avevi wKQy e¨vs‡Ki FY cybt Zdwmj Kivi ci Avevi †Ljvwc n‡q‡Q| g~jZ miKvi 2015 mvj †_‡K FY 

†Ljvwc‡`i Rb¨ eo eo Qvo w`‡q Avm‡Q| d‡j, †Ljvwciv evievi FY cybt Zdwmj K‡i wbqwgZ †`Lv‡”Qb| Gi gva¨‡g Zviv bZyb 

K‡i FYI wb‡”Qb Ges bZyb K‡i †Ljvwc n‡”Qb| evsjv‡`k e¨vsK MZ AvM‡÷ Avw_©K w¯’wZkxjZv cÖwZ‡e`b cÖKvk K‡i e‡j‡Q, 

†`‡ki e¨vsK Lv‡Z †Ljvwci †P‡q cybt Zdwmj F‡Yi cwigvY †ewk| 

 

evsjv‡`k e¨vsK-AvBGgGd ˆeVK 

AvBGgG‡di civg‡k© 1989 mvj †_‡K gy³evRvi A_©‰bwZK e¨e ’̄vq my`nvi evRv‡ii Ici †Q‡o †`q evsjv‡`k e¨vsK| Z‡e 

e¨emvqx‡`i `vwei gy‡L 2020 mv‡ji GwcÖj †_‡K e¨vsK F‡Yi my`nv‡ii m‡e©v”P mxgv 9 kZvsk wba©viY Kiv nq| Z‡e ‰ewk¦K 

cwiw¯’wZi Kvi‡Y †kl ch©šÍ Zv Avi a‡i ivL‡Z cv‡iwb| AvBGgGd A‡bK wel‡q wbw`©ó kZ© w`‡q evsjv‡`k‡K 470 †KvwU gvwK©b 

Wjv‡ii FY cÖ¯Íve Aby‡gv`b K‡i PjwZ eQ‡ii 2023 Rvbyqvwi‡Z| GB F‡Yi cÖ_g wKw¯Íi 47 †KvwU 62 jvL 70 nvRvi Wjvi 

†deªyqvwi‡Z cvq evsjv‡`k| †`‡k GLb Wjvi msKU Pj‡Q| GB mg‡q F‡Yi wØZxq wKw¯— LyeB ¸iyZ¡c~Y©| b‡f¤̂‡i GB wKw¯Í cvIqvi 

K_v| Z‡e Zv wbf©i Ki‡Q F‡Yi m‡½ Ry‡o †`Iqv kZ© cwicvj‡bi Ici| ZvB miKvwi wefvM¸‡jv kZ© c~i‡Y Kx ai‡bi c`‡¶c 

                                                      
*    M‡elK, A_©bxwZwe` I cÖv³b cwiPvjK, evsjv‡`k cjøx Dbœqb GKv‡Wgx, Kzwgjøv 
**  wmwbqi wimvP© Kbm¨vj‡U÷, GjKc, XvKv 
***  Kg©m~wP e¨e ’̄vcK, GjKc, XvKv 
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wb‡q‡Q, †m me welq wb‡q AskxRb‡`i m‡½ K‡qK `dv ‰eVK K‡i‡Q AvBGgGd| Avw_©K Lv‡Zi ¯’vwqZ¡, e¨vsK Lv‡Zi ms¯‹vi, 

Zvij¨ e¨e¯’vcbv, Wjv‡ii evRviwfwËK †jb‡`b, ivR¯^ e¨e¯’vcbv AvaywbKvqb, e¨q‡hvM¨ wiRvf© MYbv c×wZ, my‡`i nvi I gy`«vbxwZ 

ev¯Íevqb cÖf…wZ welq wb‡q Av‡jvPbv nq| ivó«vqË e¨vsK¸‡jvi †Ljvwc F‡Yi nvi bvwg‡q Avb‡Z GKwU Ômywbw`©ó cwiKíbvÕ †P‡q‡Q 

Avš—R©vwZK gy`«v Znwej (AvBGgGd)| cvkvcvwk e¨vs‡Ki g~jab NvUwZ wb‡qI cÖkœ Zy‡j‡Q ms¯’vwU| Z‡e m‡š—vl cÖKvk K‡i‡Q 

Ôms‡kvwaZ e¨vsK †Kv¤úvwb AvBbÕ cvk nIqvq| AvšÍR©vwZK gy`«v Znwej (AvBGgGd) eiveiB †Ljvwc FY wb‡q D‡ØM cÖKvk K‡i‡Q| 

cvkvcvwk †Ljvwc FY Kwg‡q Avbvi j¶¨gvÎv c~i‡Y Avw_©K cÖwZôvb wefvM Ges evsjv‡`k e¨vs‡Ki g‡a¨ GKwU mg‡SvZv ¯^v¶i 

(GgIBD) Kivi civgk© w`‡q‡Q G `vZv ms¯’vwU| 

GiB Ask wn‡m‡e cÖ_gw`b evsjv‡`k e¨vs‡Ki m‡½ Av‡jvPbvq e‡m ms¯’vwUi we‡kl cÖwZwbwa `j| ‰eV‡K †K›`«xq e¨vs‡Ki c¶ †_‡K 

Rvbv‡bv nq, AvBGgG‡di F‡Yi †hme kZ© evsjv‡`k e¨vs‡Ki c~iY Kivi K_v, Zvi g‡a¨ †ewkifvM c~iY n‡q‡Q| Z‡e †h cwigvY 

‰e‡`wkK gy`«vi wiRvf© ivLvi kZ© †`Iqv n‡qwQj, †mB cwigvY wiRvf© ivL‡Z cv‡iwb evsjv‡`k e¨vsK| AvBGgG‡di k‡Z©i g‡a¨ 

Ab¨Zg wQj Ry‡b cÖK…Z wiRvf© 2 nvRvi 446 †KvwU Wjvi ivLv, †m‡Þ¤^‡i Zv 2 nvRvi 530 †KvwU Wjvi Ges wW‡m¤^‡i 2 nvRvi 

680 †KvwU Wjvi ivL‡Z n‡e| GLb wiRv‡f©i wZb ai‡bi Z_¨ cvIqv hv‡”Q| †hgb- †gvU wiRvf©, wewcGg 6 Abyhvqx wiRvf© I cÖK…Z 

wiRvf©| `yB ai‡bi wnmve (†gvU wiRvf©, wewcGg 6) evsjv‡`k e¨vsK cÖKvk Ki‡jI cÖK…Z wiRv‡f©i Z_¨ cÖKvk Ki‡Q bv| Z‡e cÖK…Z 

wiRv‡f©i Z_¨ wbqwgZ AvBGgGd‡K Rvbv‡”Q evsjv‡`k e¨vsK| evsjv‡`k e¨vs‡Ki cÖKvwkZ Z_¨ ej‡Q, Ry‡b †`‡ki †gvU (MÖm) 

wiRvf© wQj 3 nvRvi 120 †KvwU Wjvi| AvBGgG‡di wnmve c×wZ wewcGg 6 (e¨vj¨vÝ Ae †c‡g›U A¨vÛ B›Uvib¨vkbvj Bb‡f÷‡g›U 

cwRkb) Abyhvqx Ry‡b wiRvf© wQj 2 nvRvi 475 †KvwU Wjvi| me©‡kl 27 †m‡Þ¤^i ch©šÍ†gvU wiRvf© wQj 2 nvRvi 705 †KvwU Wjvi 

Avi wewcGg 6 Abyhvqx Av‡Q 2 nvRvi 115 †KvwU Wjvi| Gi evB‡iI cÖK…Z wiRv‡f©i Av‡iKwU Z_¨ Av‡Q, hv cÖKvk K‡iwb evsjv‡`k 

e¨vsK| †mB wnmve Abyhvqx GLb ‰e‡`wkK gy`«vi wiRvf© Av‡Q 20 wewjqb 2 nvRvi †KvwU Wjv‡ii g‡Zv, hv AvBGgGd‡K Rvwb‡q‡Q 

†K›`«xq e¨vsK| cÖK…Z G wiRvf© w`‡q GLb 3 gv‡mi Avg`vwb `vq cwi‡kva Ki‡Z cvi‡e evsjv‡`k| 

 

†hfv‡e evo‡Q †Ljvwc FY  

K‡ivbvfvBivm gnvgvwii Kvi‡Y weMZ 2020 I 2021 mv‡j †Kv‡bv FY cwi‡kva bv K‡iI †Ljvwcgy³ wQ‡jb MÖvnKiv| 2022 mv‡j 

Gme bxwZ Qvo Zy‡j †`Iqvi ci e¨vsK Lv‡Z †Ljvwc FY evovi cÖeYZv †`Lv †`q PjwZ eQ‡ii ïi“ †_‡KB| G Ae¯’vq †Ljvwc F‡Yi 

cwigvY AviI †e‡o †h‡Z cv‡i, GB Avk¼vq evsjv‡`k e¨vsK MZ Ry‡b e¨vsK FY cwi‡kv‡a Avevi Qvo †`q| IB mg‡q †K›`«xq 

e¨vs‡Ki cÖÁvc‡b ejv nq, AvMvgx Ryb gv‡mi g‡a¨ F‡Yi wKw¯—i A‡a©K UvKv Rgv w`‡jB GKRb MÖvnK‡K †Ljvwc wn‡m‡e wPwýZ 

Kiv hv‡e bv| 

evsjv‡`k e¨vs‡Ki GB wm×v‡šÍi d‡j †hme FY MÖvnK †Ljvwc n‡q covi SyuwK‡Z c‡owQ‡jb, Zviv A‡a©K UvKv Rgv w`‡qB wbqwgZ 

MÖvnK wn‡m‡e _vKvi my‡hvM cvb| GB myweav †`Iqv nq ïay †gqvw` F‡Yi †¶‡Î| e¨vsK Lv‡Zi 15 jvL †KvwU UvKv F‡Yi cÖvq A‡a©KB 

†gqvw` FY| GZ myweav †`Iqvi ciI †Ljvwc †Kej evo‡QB| evievi Qvo †`Iqvi Kvi‡Y fv‡jv MÖvnKivI FY cwi‡kv‡a AvMÖn 

nviv‡”Qb e‡j g‡b K‡ib e¨vsKviiv| Zv‡`i g‡Z, G‡Z e¨vsK¸‡jv Zvij¨ msK‡U co‡Q Ges bZyb FY †`Iqvi ¶gZv nviv‡”Q| 

 

†Ljvwc FY wb‡q evsjv‡`k e¨vs‡Ki cÖwZ‡e`b 

evsjv‡`k e¨vsK MZ AvM‡÷ Avw_©K w¯’wZkxjZv cÖwZ‡e`b cÖKvk K‡i e‡j‡Q, †`‡ki e¨vsK Lv‡Z †Ljvwci †P‡q cybt Zdwmj F‡Yi 

cwigvY †ewk| evsjv‡`k e¨vs‡Ki cÖwZ‡e`b Abyhvqx, 2022 mvj †k‡l †`‡k cybt Zdwmj Kiv F‡Yi w¯’wZ wQj 2 jvL 12 nvRvi 780 

†KvwU UvKv, hv e¨vsK Lv‡Zi †gvU F‡Yi 14 `kwgK 40 kZvsk| myZivs evsjv‡`k e¨vsK GLb †Ljvwc F‡Yi cwigvY 10 `kwgK 11 

kZvsk †`Lv‡jI cÖK…Z †Ljvwci cwigvY A‡bK †ewk| Gi evB‡iI gvgjvi Kvi‡Y AvUKv Av‡Q AviI cÖvq GK jvL †KvwU UvKv| me 

wgwj‡q cÖK…Z †Ljvwc F‡Yi cwigvY n‡e 4 jvL †KvwU UvKvi †ewk, kZvsk nv‡i hv cÖvq 30 kZvsk| Avš—R©vwZK gy`«v Znwej 

(AvBGgGd) cybt Zdwmj Kiv FY I Av`vj‡Zi ¯’wMZv‡`k †`Iqv FY‡K †Ljvwc wn‡m‡e †`Lv‡bvi c‡¶| AvBGgGd evsjv‡`‡ki 

Rb¨ FY Aby‡gv`‡bi †¶‡Î †Ljvwc FY 10 kZvs‡k bvwg‡q Avbvi kZ© w`‡q †i‡L‡Q| G kZ©I AvcvZZ: c~iY n‡”Q bv e‡jB †`Lv 

hv‡”Q| 

 

†Kb †Ljvwc 

miKvi D`vi n‡¯Í FY †Ljvwc‡`i Qvo †`Iqv ïiyK‡i 2014 mv‡ji wbe©vP‡bi ci| bZyb K‡i ¶gZvq G‡m 2015 mv‡j miKvi 

cÖfvekvjx FY‡Ljvwc‡`i Rb¨ FY cybt Zdwm‡ji we‡kl GK w¯‹g nv‡Z †bq| ZLb wZbev‡ii †ewk FY cybt Zdwmj Kiv †hZ bv| 
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wKš‘ †ewkifvM cÖfvekvjx D‡`¨v³vB wZbevi my‡hvMwU wb‡qI †Ljvwc n‡q c‡owQ‡jb| d‡j, FY cybM©Vb bv‡g bZyb GK myweav †`Iqv 

nq| IB myweavi AvIZvq †`‡ki eo 11wU wkí MÖy‡ci cÖvq 15 nvRvi †KvwU UvKvi FY cybM©Vb Kiv n‡qwQj| Zvi ciI Gme MÖ y‡ci 

†ewkifvMB F‡Yi wKw¯Í Avi cwi‡kva K‡iwb| Avevi eo Qvo †`Iqv nq 2018 mv‡ji wbe©vP‡bi ci| 2019 mv‡j A_©gš¿x †`‡ki 

BwZnv‡m FY †Ljvwc‡`i Rb¨ me‡P‡q eo myweavwU †`b| †m mgq 2 kZvsk wKw¯Í w`‡q †Ljvwc FY wbqwgZ Kivi my‡hvM ivLv nq| 

bZyb wbq‡g FY cwi‡kv‡ai Rb¨ 10 eQi mgq †`Iqv nq| Gi g‡a¨ cÖ_g GK eQi †Kv‡bv wKw¯— w`‡Z nqwb| my‡hvM †bIqv 

†ewkifvMB c‡i †Ljvwc‡Z cwiYZ n‡q‡Q| A_P A_©gš¿x 2019 mv‡ji Rvbyqvwi gv‡mB GK Abyôv‡b e‡jwQ‡jb, Avi GK UvKvI 

†Ljvwc FY evo‡e bv| ZLb †`‡k †Ljvwc FY wQj 93 nvRvi 911 †KvwU UvKv| †mB †Ljvwc †e‡o GLb †`o jvL †KvwU UvKv 

Qvwo‡q‡Q| †Kej cwigv‡Y bq, kZvsk nv‡iI †e‡o‡Q †Ljvwc FY| AvBGgG‡di †`Iqv c×wZ Abyhvqx cybtZdwmj I gvgjvq AvU‡K 

_vKv F‡Yi wnmve wb‡j cwigvY I kZvsk nv‡i †Ljvwc FY †e‡o‡Q eû¸Y| 

 

AvBGgGd I GbweAvi  

AvšÍR©vwZK gy`«v Znwe‡ji (AvBGgGd) mdiiZ cÖwZwbwa `‡ji Kv‡Q F‡Yi kZ© Abyhvqx ivR¯^ Avq evov‡bvi Kg©cwiKíbv Zy‡j 

a‡i‡Q GbweAvi| Z‡e AvBGgG‡di Kg©KZ©viv D™¢vebx c×wZi cÖ‡qvM NwU‡q GbweAvi‡K AviI Zrci nIqvi mycvwik K‡i‡Qb| FY 

Kg©m~wPi AvIZvq AvBGgG‡di Ab¨Zg kZ© n‡”Q PjwZ A_©eQ‡i Ki-wRwWwci AbycvZ k~b¨ `kwgK 5 kZvsk evov‡Z n‡e| G kZ© 

c~i‡Y GbweAvi‡K PjwZ A_©eQ‡i 4 jvL 500 †KvwU UvKvi ivR¯^ AvniY Ki‡Z n‡e, hv MZ A_©eQ‡ii †P‡q 64 nvRvi †KvwU UvKv 

†ewk| GK eQ‡ii e¨eav‡b GZ eo cÖe„w× Kxfv‡e n‡e Zvi Kg©cwiKíbv GbweAv‡ii m`m¨ivv c„_K wZbwU ‰eV‡K XvKvq mdiiZ 

AvBGgGd cÖwZwbwa `‡ji mvg‡b Zy‡j a‡i‡Qb| 2023-24 A_©eQ‡ii ev‡R‡U Ki Ae¨vnwZ Kgv‡bv, Avg`vwb ch©v‡qi ïénvi ax‡i 

ax‡i Kgv‡bv I K‡ii AvIZv evov‡bvi civgk© wQj AvBGgG‡di| wKš‘ G¸‡jv h_vh_fv‡e ev¯Íevqb nqwb| G Qvov AvqKi, f¨vU I 

Kv÷g‡mi A‡Uv‡gk‡b axiMwZ wb‡q wgkb D‡ØM cÖKvk K‡i‡Q| ‰eV‡K ejv nq, Kv÷gm †_‡K MZ 2022-23 A_©eQ‡i 99 nvRvi 

800 †KvwU UvKvi ivR¯^ G‡m‡Q| kZ© Abyhvqx PjwZ A_©eQ‡i GB Drm †_‡K 1 jvL 18 nvRvi 700 †KvwU UvKv AvniY Ki‡Z n‡e| 

G Qvov †ek wKQy cY¨ Avg`vwb‡Z ïé cwieZ©b Kiv n‡q‡Q| Gi d‡j evowZ 1 nvRvi 245 †KvwU UvKvi ivR¯^ Avm‡e| G Qvov MZ 

A_©eQi ch©šÍ Í‡c‡U«vevsjvi gva¨‡g †c‡U«vwjqvg cY¨ Avg`vwb eve` ïé e‡Kqv i‡q‡Q cÖvq 10 nvRvi †KvwU UvKv| PjwZ A_©eQ‡i 

†c‡U«vevsjv †_‡K 3 nvRvi 583 †KvwU UvKv Av`v‡qi j¶¨gvÎv i‡q‡Q| g~j¨ ms‡hvRb Ki (g~mK) ev f¨vU DBs mfvq Rvbvq, G LvZ 

†_‡K MZ A_©eQi ivR¯^ G‡m‡Q 1 jvL 21 nvRvi †KvwU UvKv| kZ© Abyhvqx PjwZ A_©eQ‡i G Lv‡Z ivR‡¯^i cÖ‡qvRb 1 jvL 43 nvRvi 

900 †KvwU UvKv| PjwZ ev‡R‡U f¨v‡Ui AvIZv evov‡bv n‡q‡Q| Gi d‡j cÖvq 7 nvRvi 500 †KvwU UvKvi evowZ f¨vU Avm‡e e‡j 

Avkv Kiv n‡”Q| G Qvov f¨vU Av`v‡q ¯^”QZv wbwð‡Z B‡jKU«wbK wdmK¨vj wWfvBm g¨v‡bR‡g›U wm‡÷g (BGdwWGgGm) Pvjy K‡i‡Q 

RvZxh ivR¯^ †evW©| Gme D‡`¨v‡Mi Kvi‡Y PjwZ A_©eQ‡i Kvw¼Z ivR¯^ Avm‡e Avkv Kiv hv‡”Q| MZ 2022-23 A_©eQ‡i AvqKi 

LvZ †_‡K ivR¯^ AvniY n‡q‡Q 1 jvL 15 nvRvi 900 †KvwU UvKvi| PjwZ A_©eQ‡i G LvZ †_‡K ivR‡¯^i cÖ‡qvRb i‡q‡Q 1 jvL 37 

nvRvi 800 †KvwU UvKv| G LvZ †_‡K evowZ Ki Avni‡Y cvuPwU DcLvZ wba©viY Kiv n‡q‡Q| Gi g‡a¨ f‚wg wbeÜb †_‡K evowZ 3 

nvRvi †KvwU, RjevqymsµvšÍ mviPvR© I b~¨bZg Ki †_‡K 1 nvRvi 500 †KvwU UvKv KiQvo Kwg‡q 250 †KvwU, ZvgvK Ki †_‡K 

300 †KvwU Ges ågY Ki †_‡K evowZ 500 †KvwU UvKv Avq n‡e e‡j Avkv Kiv n‡”Q|MZ 2022-23 A_©eQi GbweAv‡ii Rb¨ 3 

jvL 48 nvRvi †KvwU UvKvi ivR¯^ Avni‡Yi j¶¨ wba©viY K‡i w`‡qwQj AvBGgGd| wKš‘ GbweAvi AvniY K‡i‡Q 3 jvL 36 nvRvi 

500 †KvwU UvKv| GbweAv‡ii c¶ †_‡K ‰eV‡K Rvbv‡bv n‡q‡Q, Wjvi msK‡Ui Kvi‡Y wKQy KovKwo Av‡ivc Kivq Zyjbvg~jK 

Avg`vwb K‡g‡Q| ZvQvov KwfW I BD‡µb-ivwkqv hy‡×i Kvi‡Y e¨emv-evwY‡R¨ kø_MwZ _vKvq KvwO&¶Z nv‡iI ïé-Ki Av`vq m¤¢e 

nqwb| cwiKíbv Kwgk‡bi ev¯Íevqb, cwiex¶Y I g~j¨vqb wefv‡Mi (AvBGgBwW) †m›U«vj cÖwKDi‡g›U †UKwbK¨vj BDwb‡Ui 

(wmwcwUBD) gnvcwiPvj‡Ki m‡½I ‰eVK K‡i AvBGgGd cÖwZwbwa `j| G mgq Zviv mvm‡UB‡bej cvewjK cÖwKDi‡g›U cwjwm 

‰Zwii AMÖMwZ Rvb‡Z Pvb| G cÖm‡½ wgkb‡K Rvbv‡bv nq, mvm‡UB‡bej cvewjK cÖwKDi‡g›U cwjwmi Lmov cÖ¯ÍyZ Kiv n‡q‡Q| †mUv 

GLb †Kwe‡b‡U Av‡Q| G bxwZ ev¯Íevqb n‡j miKvwi †KbvKvUvq †hgb ¯^”QZv evo‡e, †Zgwb cwi‡e‡ki ¶wZ nq Ggb †Kv‡bv wKQy 

†Kbvi AbygwZ †`Iqv n‡e bv| 

 

AvBGgGd, fZ©ywK, Avg`vwb-ißvwb evwYR¨ 

Gw`‡K R¡vjvwb I LwbRm¤ú` wefv‡Mi ˆeV‡K R¡vjvwb †Z‡ji g~j¨ mgš^‡qi bZyb dg©yjv Kvh©K‡ii wel‡q Rvb‡Z †P‡q‡Q AvBGgGd| 

ms¯’vwUi kZ© Abyhvqx wW‡m¤^‡ii g‡a¨ R¡vjvwb †Z‡ji g~j¨ mgš^‡q bZyb Kvh©Ki dg©yjv Pvjy Kivi K_v cÖm½Z, evsjv‡`k‡K 450 †KvwU 

Wjvi F‡Yi wecix‡Z AvBGgGd †hme kZ© w`‡q‡Q, Zvi GKwU n‡”Q R¡vjvwb †Z‡ji Ici †_‡K fZ©ywK Kwg‡q Avbv| R¡vjvwbi g~j¨ 
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wba©viY c×wZ evRv‡ii Ici †Q‡o †`Iqv| G‡Z R¡vjvwb †Z‡j fZ©ywK †`Iqvi cÖeYZv K‡g Avm‡e| Gi Av‡M MZ †g gv‡m AvBGgGd 

cÖwZwbwa`j R¡vjvwb wefv‡Mi m‡½ ‰eVK K‡i g~j¨ mgš^q Kivi ZvwM`I w`‡q †M‡Q| Gw`‡K AvBGgGd wgkb evwYR¨ gš¿Yvj‡qi m‡½I 

‰eVK K‡i‡Q| Avg`vwb I ißvwb ch©v‡q Wjv‡ii wewbgq g~j¨ ÔGK †iUÕ Ges ‰ewk¦K msK‡Ui gy‡L ißvwb Avq evov‡Z Kx ai‡bi 

c`‡¶c †bIqv n‡”Q, †m e¨vcv‡i Rvb‡Z †P‡q‡Q ms¯’vwU| gš¿Yvj‡qi c¶ †_‡K ejv nq, bvbvfv‡e ißvwbKviK‡`i mnvqZv †`Iqv 

n‡”Q| wewfbœ bxwZMZ mnvqZv w`‡q e¨emvi LiP Kgv‡bv n‡”Q| Gfv‡e mnvqZv †`Iqv n‡”Q| MZ A_©eQ‡i (2022-23) evsjv‡`k 

†_‡K wek¦evRv‡i cY¨ ißvwb n‡q‡Q 5 nvRvi 555 †KvwU Wjv‡ii| Avi †K›`«xq e¨vs‡Ki d‡ib G·‡PÄ W¨vk‡ev‡W©i wnmv‡e †`Lv hvq, 

ißvwbKviKiv MZ A_©eQ‡i evwYwR¨K e¨vs‡Ki gva¨‡g ißvwbi †NvlYv (BG·wc) w`‡q‡Qb 4 nvRvi 631 †KvwU Wjv‡ii| G Abyhvqx 

`yB ms¯’vi MZ A_©eQ‡ii ißvwb Z‡_¨ Miwgj i‡q‡Q 924 †KvwU (9 `kwgK 24 wewjqb) Wjv‡ii| Bwcwe I †K› «̀xq e¨vs‡Ki ißvwb 

Z‡_¨ eiveiB Mowgj _vK‡jI MZ A_©eQ‡iB Zv AZx‡Zi me †iKW© Qvwo‡q hvq| GUv †Kb n‡”Q? KviY e¨emvqxiv wKQy AvuP Ki‡Z 

cvi‡Qb| Zviv kw¼Z, Zv‡`i AwR©Z A_© i¶v Ki‡Z cvi‡eb? Avi AvMvgx w`b¸‡jv‡Z GB cvPv‡ii my‡hvMwU _vK‡e wKbv| e¨emvqxiv 

†`k I RbM‡Yi cÖwZ †h †cÖg †`Lvb, Zv †h weË Avi ‰efe M‡o wb‡R‡`i MYgvby‡li †_‡K A‡bK `~‡i gnvbM‡i emev‡mi j‡¶¨, 

GgbwK wm½vcy‡i, jmG‡Ä‡jm, wbDBqK©, jÛ‡b emev‡mi Rb¨ Zv ejvBevûj¨| cvPv‡ii FYvZ¥K dvUj ZvB evo‡QB| 

 

†Ljvwc FY I A_©‰bwZK ms¯‹vi 

†Ljvwc FY †VKv‡Z eo Qvo w`‡q bxwZgvjv Rvwi K‡i‡Q evsjv‡`k e¨vsK| Gi d‡j FY Av`vq bv evo‡jI mvgwqKfv‡e Kg‡e 

†Ljvwc FY| Avi wek…•Lj n‡q co‡e e¨vs‡Ki Zvij¨ e¨e¯’vcbv| †K› «̀xq e¨vs‡Ki G msµvšÍ cÖÁvc‡b ejv n‡q‡Q, Avw_©K Lv‡Z 

w¯’wZkxjZv eRvq ivL‡Z GB bxwZgvjv| ivwkqv-BD‡µb hy× I K‡ivbvi msµgY e„w× cvIqvq GB wm×vš—| MYnv‡i Ggb myweav 

KL‡bvB fv‡jv dj †`q bv| †Ljvwc FY Av`v‡q k³ c`‡¶c †bIqv cÖ‡qvRb| bZyb bxwZgvjvi d‡j †Ljvwc FY wbqwgZ Ki‡Z GLb 

AvovB †_‡K mv‡o 6 kZvsk A_© Rgv w`‡jB Pj‡e| Av‡M hv wQj 10-30 kZvsk| cvkvcvwk Gme FY 5-8 eQ‡i cwi‡kva Kiv 

hv‡e| Av‡M Gme FY †kva Ki‡Z m‡e©v”P 2 eQi mgq †`Iqv n‡Zv| Avevi bZyb K‡i FYI cvIqv hv‡e|cvkvcvwk †Ljvwc F‡Y Kx 

myweav †`Iqv n‡e, Zv wba©viY Kivi cy‡iv ¶gZv e¨vs‡Ki cwiPvjbv cl©‡`i nv‡Z Zy‡j †`Iqv n‡q‡Q| Gi d‡j e¨vsK gvwjKivB wVK 

Ki‡eb, Kx myweav cv‡eb FY †Ljvwciv| Av‡M we‡kl myweavq FY wbqwgZ Ki‡Z †K›`«xq e¨vs‡Ki Aby‡gv`b jvMZ, hv ¯^qs Mfb©i 

Aby‡gv`b Ki‡Zb| bZyb Mfb©i `vwqZ¡ wb‡q †mB ¶gZvi cy‡ivUvB e¨vsK¸‡jvi nv‡Z Zy‡j w`‡q‡Qb| bZyb bxwZgvjvi d‡j e¨vs‡Ki 

FY Av`vq AviI KwVb n‡q co‡e| FY wbqwgZ Kivi Av‡M MÖvn‡Ki FY cwi‡kv‡ai m¶gZv hvPvB I †Ljvwc nIqvi KviY cix¶v 

Ki‡Z n‡e| †KD Af¨vmMZ †Ljvwc n‡j Zvi FY wbqwgZ Kiv hv‡e bv| Gme MÖvn‡Ki FY Av`v‡q e¨vsK‡K AvBwb e¨e¯’v wb‡Z n‡e| 

e¨emvqx‡`i Pv‡c G wm×všÍn‡q‡Q, ZvB e¨emvqxiv G‡Z jvfevb n‡eb| Z‡e e¨vs‡Ki Rb¨ eo Pvc ‰Zwi Ki‡e| e¨vs‡Ki Zvij¨ 

e¨e ’̄vcbv KwVb n‡q co‡e| G‡Z bZyb FY K‡g hv‡e, bZyb D‡`¨v³vivI FY cv‡eb bv| we‡`kx e¨vsK I FY`vZv ms¯’v¸‡jv Gme 

Qvo fv‡jvfv‡e †bq bv| Gi d‡j †`kxq e¨vsK¸‡jvi ‰e‡`wkK e¨emvq †Kv‡bv cÖfve c‡o wKbv, Zv †`Lvi Rb¨ A‡c¶v Ki‡Z n‡e| 

Z‡e Av‡M evsjv‡`k e¨vs‡K we‡kl myweavq FY cybt Zdwmj Ki‡Z wewfbœ Z`wei AvmZ| G Kvi‡Y evsjv‡`k e¨vs‡Ki bZyb Mfb©i 

†mB myweav †`Iqvi ¶gZv e¨vsK¸‡jv‡K w`‡q‡Qb| evsjv‡`k e¨vs‡Ki Rvwi Kiv cÖÁvc‡b ejv n‡q‡Q, K‡ivbvi `xN©‡gqvw` †bwZevPK 

cÖfve, ewnwe©‡k¦ m¤úªwZ hy×ve¯’v cÖjw¤^Z nIqvi Kvi‡Y ‰ewk¦K A_©‰bwZK Aw¯’wZkxjZv Pj‡Q| Avw_©K Lv‡Z w¯’wZkxjZv eRvq ivLv I 

†kÖwYK…Z F‡Yi myôy e¨e¯’vcbvi ¯^v‡_© FY cybtZdwmjxKiY msµvšÍ bZyb bxwZgvjv Rvwi Kiv n‡jv| 

 

AvBGgGd F‡Yi wØZxq wKw¯Í wb‡q fvebv  

AvBGgG‡di F‡Yi wØZxq wKw¯Í Qvo wb‡q ms¯’vwUi m‡½ evsjv‡`‡ki mg‡SvZv n‡q‡Q| AvMvgx wW‡m¤^‡i,2023 AvBGgG‡di cl©` 

mfvq F‡Yi wØZxq wKw¯Í Qv‡oi welqwU Aby‡gv`b cv‡e| F‡Yi Rb¨ AvBGgGd †hme kZ© w`‡qwQj, Zvi g‡a¨ †ek K‡qKwU c~iY 

n‡q‡Q| Z‡e wiRvf© I ivR¯^ Avni‡Yi kZ© c~iY nqwb| Gi †cQ‡b †`kxq I ‰ewk¦K †hme KviY Av‡Q, †m¸‡jv AvBGgG‡di Kv‡Q 

Zy‡j aiv n‡q‡Q| Gi ciB F‡Yi wØZxq wKw¯ÍQv‡oi wel‡q mg‡SvZv n‡q‡Q| Avgv‡`i †mŠfvM¨ ejv hvq, wewfbœ kZ© c~i‡Y e¨_©Zv, 

Ab¨vb¨ mxgve×Zv, ÎæwU-wePz¨wZ ¸‡jvi †bc_¨ KviY m¤ú‡K© Zv‡`i †evSv‡bvi †Póvq mdj n‡q‡Q evsjv‡`k| AvBGgGd cwiw¯’wZ 

we‡ePbvq A‡bKUv Qvo w`‡Z ivwR n‡q‡Q| AvBGgGd ej‡Q, evsjv‡`‡ki ‰e‡`wkK gy «̀vi gRyZ ev wiRvf© GLb Kg| Z‡e Avkv Kiv 

hvq, ¯^í‡gqv‡` avivevwnKfv‡e Zv evo‡e| ga¨ †gqv‡` Pvi gv‡mi Avg`vwbi mgcwigvYI _vK‡e G wiRvf©| Z‡e ms¯’vwU g‡b K‡i, 

evsjv‡`‡ki mvg‡b Av‡Q D”P gvÎvi AwbðqZv I SyuwK| Zviv e‡j‡Q, mvgwóK A_©‰bwZK w¯’wZkxjZv AR©‡b evsjv‡`k‡K GKw`‡K 

ivR¯^ Avq evov‡Z n‡e, Ab¨w`‡K `¶Zv Avb‡Z n‡e LiP Kivi †¶‡Î| D”P g~j¨ùxwZi Kvi‡Y †h Pvc c‡o‡Q mvaviY RbM‡Yi 

Ici, Zv †gvKvwejvq AwaKZi g‡bv‡hvMx n‡Z n‡e evsjv‡`k‡K| ïay ZvB bq, µgea©gvb A_©vq‡bi Pvwn`v †gUv‡Z e¨vsK Lv‡Zi 
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`ye©jZv †gvKvwejv KivI evsjv‡`‡ki Rb¨ ¸iyZ¡c~Y©| ivó«gvwjKvbvaxb evwYwR¨K e¨vsK¸‡jvi †Ljvwc FY Kgv‡bv, cy‡iv e¨vsK Lv‡Z 

Z`viKe¨e ’̄v e„w× I mykvmbe¨e¯’v †Rvi`vi Ki‡j Avw_©K Lv‡Zi `¶Zv evo‡e| Avi cÖe„w×i j¶¨gvÎv AR©‡b Af¨šÍixY cyuwRevRv‡ii 

DbœqbI Riywi| 

 

†kl K_v 

evsjv‡`‡ki A_©bxwZ bvbv ai‡bi P¨v‡j‡Äi g‡a¨ i‡q‡Q| AvšÍR©vwZK evRv‡i c‡Y¨i g~j¨e„w×i Kvi‡Y Avw_©K †jb‡`‡bi fvimv‡g¨ Pvc 

c‡o‡Q, hv wiRvf© Kwg‡q‡Q| Ab¨w`‡K R¡vjvwb †Z‡ji g~j¨e„w× I UvKvi Aeg~j¨vq‡bi Kvi‡Y D”P g~j¨ùxwZ n‡q‡Q| GKB mg‡q 

GKvwaK wewbgq nvi, my‡`i nv‡ii mxgv wVK K‡i †`qv, e¨vsK Lv‡Z Ach©vß Z`viwK A_©bxwZ‡Z cÖfve †d‡j‡Q| gvby‡li Avq e„w×i 

†P‡q Lvev‡ii `vg †ewk †e‡o‡Q, hv G †`‡ki eû cwiev‡ii µq¶gZv Kwg‡q‡Q| bvbv AwbðqZvq †emiKvwi wewb‡qv‡M cÖe„w×i MwZ 

K‡g‡Q| G Qvov R¡vjvwbi D”Pg~j¨, KvuPvgv‡ji evowZ `vg Ges M¨vm-we ỳ¨‡Zi wbiew”Qbœ mieiv‡ni Afv‡e wk‡ívrcv`b K‡g‡Q| 

A_©bxwZi Ggb cwiw¯’wZ †gvKvwejvq wKQy ¯^í‡gqvw` ms¯‹vi jvM‡e| †hgb, bgbxq wewbgq nvi cÖevmx kÖwgK‡`i ‰ea P¨v‡b‡j †iwgU¨vÝ 

cvVv‡bvq mnvqZv Ki‡e, Avevi cÖevmx AvqI evo‡e| G Qvov my`nv‡ii mxgv Zy‡j †`qv I gy` ª̀vbxwZ kw³kvjx Kivi gva¨‡g g~j¨ùxwZ 

wbqš¿Y Kiv †h‡Z cv‡i| GKB mg‡q SyuwKc~Y© Avw_©K Lv‡Zi ms¯‹v‡i e¨vsK Lv‡Z kw³kvjx Z`viwK cÖ‡qvRb| evsjv‡`‡ki A_©bxwZ‡Z 

wZbwU `xN©‡gqvw` ms¯‹v‡ii cÖ‡qvRb i‡q‡Q| cÖ_gZ, evsjv‡`‡ki ißvwb LvZ GKK c‡Y¨i Ici †ewk gvÎvq wbf©ikxj| ZvB ¯^‡ívbœZ 

†`‡ki ZvwjKv (GjwWwm) †_‡K DËi‡Yi ci P¨v‡jÄ †gvKvwejv Ki‡Z ißvwb Lv‡Z ‰ewPZª¨ Avb‡Z n‡e| KviY, ißvwb I cÖe„w×i bZyb 

bZyb PvwjKv kw³ jvM‡e| wØZxq, Aóg cÂevwl©K cwiKíbv Abyhvqx cÖe„w× AR©‡b Kvh©Ki wewb‡qvM Avb‡Z n‡e| GRb¨ Avw_©K 

Lv‡Zi ms¯‹vi Ki‡Z n‡e| e¨vswKs Lv‡Zi SyuwK µgvš^‡q evo‡Q| †kqvievRvi‡K `xN©‡gqvw` wewb‡qv‡Mi Drm wn‡m‡e cwiYZ Kiv 

DwPZ| Z…ZxqZ, hvbRU I cwi‡e‡ki `ye©j cwiw¯’wZi Kvi‡Y bMivq‡Yi myweav †bqv hv‡”Q bv| G Qvov AeKvVv‡gv `ye©jZv I 

gvbem¤ú` wbgœgv‡bi Kvi‡Y cÖe„w× evavMÖ¯Í n‡”Q| G Qvov Kg©ms¯’vb ‰Zwi, wj½‰elg¨ Kgv‡bv, gvbem¤ú` Dbœqb I cÖvK…wZK `y‡h©vM 

†gvKvwejv Gme wel‡q AviI †ewk D‡`¨vMx n‡Z n‡e| evsjv‡`‡ki A_©bxwZ GLb Pv‡c co‡jI Avgiv †ek Avkvev`x| KviY, G 

†`‡ki A_©bxwZi †gŠwjK wfwË †ek kw³kvjx| †hgb, RbmsL¨v †evbvm, ‰Zwi †cvkv‡Ki ißvwb e„w×, wekvj cÖevmx †Mvôx BZ¨vw`| 

mgqg‡Zv mwVK bxwZ ms¯‹vi Ki‡Z cvi‡j AvKv¶v Abyhvqx evsjv‡`‡ki cÖe„w× AR©b n‡e| 
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Abstract 

Development has become a political phenomenon in Bangladesh. Instead of investing massive grants in 

intangible human development elements, quality life, mass transportation, respectful employment, universal 

health coverage, quality education, universal pension, unemployment benefit and other meaningful social 

safety allowances, the government mostly focuses on tangible aspects that are visible. From the government's 

point of view, megaprojects such as Padma Bridge, Padma Rail, Karnaphuli Tunnel, Payra Port, Rooppur 

Nuclear plant, Matarbari Deep Sea Port, Moheshkhali thermal plant and oil depot, Rampal thermal power 

station, Dhaka Metro Rail, etc would bring about high GDP growth. So, projecting significant GDP growth, 

economic benefits and economic development at large, the megaprojects are taken into consideration for 

implementation, mostly based on the external debt.   

But are the megaprojects of Bangladesh going to pay off their promised benefits and economic utilities over 

time? To what extent are these development projects going to improve people's lives? Those are the questions to 

be answered and another question of country’s external debt burden and its repayment related to the 

megaprojects are of great importance for better economic management.   

Bangladesh's internal and external debt seem to be skyrocketing. As the grace period for the megaprojects is 

nearing the end, foreign debt services are rising at an alarming rate. Moreover, the country is taking loans from 

the banking system. Being criticized for excessive debt from commercial banks, the government is now taking 

loans from the central bank, which in a sense is printing new money. This injection of new money into the 

economy is adding to the high inflation. So, we need to ask this now: what is the future of Bangladesh's debt-

ridden economy? 

This paper incorporates the present status of megaprojects, how it could contribute to the economic 

development of the country and will they be able to create economic benefits for further advancement of the 

country. What could be the extent of debt resulting from the implementation of the megaprojects, how the debt 

will be paid off and adversity of excessive debt payment to the economy are also the issues of discussion within 

this paper. 

Keywords: Political phenomenon in Bangladesh ‧ Promised benefits ‧ Infrastructure‧ Padma Bridge ‧ Debt  

 

1.       Introduction  

Megaprojects are large-scale investment projects. According to the Oxford Handbook of Megaproject 

Management, "Megaprojects are large-scale, complex ventures that typically cost $1 billion or more, take many 

years to develop and build, involve multiple public and private stakeholders, are transformational, and impact 

millions of people. However, $1 billion is not a constraint in defining megaprojects; in some contexts a relative 

approach is needed, such as in developing countries, where a much smaller project (such as one with a $100 

million budget) could constitute a megaproject. Therefore, a more general definition is "Megaprojects are 
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temporary endeavours (i.e. projects) characterized by large investment commitment, vast complexity (especially 

in organizational terms), and long lasting impact on the economy, the environment, and society". 

Infrastructure is an important driver for growth of economy of any region. There is widespread consensus among 

governments and businesses that increasing the quality of infrastructure is an imperative for economic growth. 

According to research, the current infrastructure spending at the global level is USD 4.30 trillion. According to 

World Economic Forum, worldwide investment in infrastructure is expected to be USD 79 trillion by 2040. 

However, the actual global investment need is closure to USD 97.00 trillion. To close this USD 18.00 trillion gap, 

average annual global infrastructure investment would need to increase by around 23% per year.   

According to The Global Competitiveness Index, 2019, Bangladesh has ranked 105th out of 141 countries. In 

terms of infrastructure, the country ranked 114th which is the lowest among South Asian countries. Sri Lanka 

ranked 61st. India 70th, Pakistan 105th and Nepal 112th. Considering these facts, Bangladesh has identified access 

to infrastructure services as a major driver for accelerating growth and empowering citizens in its national 

development strategies such as the Five Year Plan (FYP), Perspective Plan, and SDGs Financing Strategy. The 

seventh FYP has classified infrastructure investment as apriority and emphasized on the categorization of the 

infrastructure projects, allocation of resources, and timely completion of transformational infrastructure 

investment. According to the seventh FYP, Bangladesh needs more than five percent of GDP as additional 

investment in major infrastructure projects per year to sustain growth at a higher level. However, to attain the 

infrastructure related SDG targets, the additional cost for infrastructural development has been estimated to be 

5.67 percent for fiscal year 2030 (GED, 2017). Improving access to infrastructure services will boost our 

economic activities and produce spill-over effects in its various productive sectors. The potential economic 

impact can be as high as USD 35.5 billion for Bangladesh by 2030 (UNESCAP, 2017). The government is giving 

highest priority to accelerate the ongoing megaprojects with an aim to deliver the economic and social goods for 

millions of people of the country as per the Vision 2021 and Vision 2041. 

 

2.       Notable megaprojects that may contribute to make economy stronger 

In a remarkable turn of events, Bangladesh is on the brink of a monumental transformation as the completion of 

the megaprojects looms on the horizon. These ambitious endeavors are poised to redefine the nation's 

communication system and usher in a new era of progress and prosperity for its people. With a broad spectrum of 

sectors targeted, the impact of these projects is expected to extend far beyond the realm of infrastructure, touching 

the lives of every citizen and bolstering the country's economy. As anticipation builds, Bangladesh stands on the 

precipice of an unprecedented leap forward, ready to unleash a host of benefits and unlock new possibilities for 

its bright future. In its unwavering commitment to propel the country's communication system to new heights, the 

government has once again prioritized the implementation of megaprojects, with a particular focus on the 

communication sector, in its budgetary allocation. 

 

The Padma Multipurpose Bridge 

Padma Bridge a multi-purpose road and railway bridge on the padma river in Bangladesh. The road lanes of the 

Padma Multipurpose Bridge are in operation since June, 2022, while the single rail track will is been opened 

partially (Dhaka to Vanga). The bridge area falls in three districts- Munshiganj (Mawa Point/North bank), 

Shariatpur and Madaripur (Jajira/South bank) and connects the south-western part of the country with the north-

eastern part. For a developing country like Bangladesh, the Padma Bridge is a milestone for economic and 

regional development. This had been one of the biggest challenging construction projects in the history of the 

country's infrastructure development sector. The two-sided steel and concrete bridge known as Truss bridgehas a 

four-lane road over the top and a single railway track below. With a length of 6.150 km and a width of 18.10 m or 

62 feet, the Padma Bridge is the largest in Asia and the 25th in the world. At the beginning, time the cost was 

estimated at Tk.20,502 crore. The project is being funded from the own resources of the Government of 

Bangladesh. The cost estimate of the Padma Bridge has been increased further to Tk.30,193 crore in two more 

phases. The viaduct of the bridge is 3.17 km, the total viaduct is 61 pillars; the height of the Padma Bridge is 60 

feet from the water level, the piling depth is 363 feet and the total number of pilings is 264. The road connecting 

the bridge has a total length of 14 km on both sides, and the river has already ruled 12 km on both sides. 
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The Padma Multipurpose Bridge connects the southwestern part of Bangladesh with the center of the country 

through Mawa Jajira Point. This bridge is expected to significantly contribute to the social, economic and 

industrial development of Bangladesh and specially the relatively underdeveloped region of it. The project will 

directly benefit more than 30 million people in an area of about 44,000 sq km (16,000 sq mi) or 29% of the total 

area of Bangladesh. The Padma Bridge is a very important infrastructure for the country's transport network and 

regional economic development. The bridge has rail, gas, power lines and fiber optic cable expansion facilities. It 

is expected that this bridge will increase the country's GDP by 1.2 percent[Muhammad Abdul Mazid]. 

 

Padma Rail Link 

The Dhaka-Mawa part of the Dhaka to Bhanga rail line via the Padma Bridge has been opened for train operation 

in last quarter of 2023. The entire project of Dhaka- Jashore rail line will be ready for train operation 2024. 

According to the project information, 20 stations are being constructed on the line from Kamalapur to Jashore 

under the Padma Rail Connection Project. Of these, 14 stations will be new. The six old stations will be revamped 

to make them up-to-date.  

According to the project sources, the Padma Bridge rail link project was estimated to cost Tk.39,246 crore. China 

Exim Bank is financing the project on a G2G basis. Of this, China's Exim Bank will provide loan assistance of 

about Tk.21,000 crore. The final loan agreement was signed with China in April 2018. The remaining money 

would be spent from government funds.  

 

Metro Rail  

Dhaka Mass Transit Company Limited (DMTCL) has already commenced its full-fledged from Uttara to 

Motijheel and the public is availing the service of metro rail of MRT line-6. Still some minor works are in 

progress and works of the extended part (Motujheel to Kamalapur) are on going and expected to be completed as 

per revised schedule.  The 20.1-kilometre long metro rail line lies through Uttara Phase-3 and the Bangladesh 

Bank in Motijheel via Uttara North, Uttara Center, Pallabi, Mirpur Circle-10, RokeyaSarani, Khamarbari, 

Farmgate, Karwan Bazar, Shahbagh, Dhaka University's Teacher-Student Centre, DoyelChatwar and Jatiya Press 

Club. The JICA (Japan International Cooperation Agency) provided around Taka 16,600 crore as project 

assistance out of the total cost of Taka 22,000 crore. 

 

Dhaka Elevated Expressway 

The country’s first elevated expressway has been opened partially from Airport to Farmgate section (12 km) at 

the end of 2023. The Dhaka Elevated Expressway will run from Kawla south of Hazrat Shahjalal International 

Airport to Kutubkhali area of Dhaka-Chattogram highway via Kuril-Banani-Mahakhali-Tejgaon-Mogbazar-

Kamalapur-Syedabad-Jatrabari. If the project is fully implemented, traffic congestion in Dhaka city will be 

reduced and travel time and cost will be reduced too. The main elevated expressway is 19.73 km. The project has 

a total of 27 km long 31 ramps for boarding and alighting. The total length of elevated expressway including 

ramps is 46.73 km. The 20 km long expressway is being constructed in public-private partnership. Tk.8,940 

crores are being spent on it. Out of this, the government is bearing Tk.2,413 crores. The project is being 

completed in three phases.  

  

Dhaka Airport Third Terminal 

Construction work of the third terminal at HazratShahjalal International Airport is progressing well with an 

impressive completion rate within scheduled time. The project has been opened softly in October, 2023. Spanning 

an area of 542,000 square meters, the third terminal boasts aprons capable of accommodating up to 37 aircraft 

simultaneously. The terminal building itself will cover an impressive 230,000 square meters and will incorporate 

state-of-the-art technologies from around the world with cost of Tk.21,300.00 crore. Notably, the terminal will 

feature a rapid exit and connecting taxiway, as well as a main road adjacent to Le Meridien Hotel for convenient 

access to the airport. Furthermore, plans are underway to construct a subway connecting the Dhaka Elevated 

Expressway to the airport, further enhancing transportation options for travelers. The project received approval 

from ECNEC in October 2017. The initiative for the third terminal dates back to 2015 when a feasibility study 

report was presented to the Prime Minister's Office. Prime Minister Sheikh Hasina, recognizing the importance of 
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the project, directed the authorities to expedite its implementation. Upon completion, Hazrat Shahjalal 

International Airport will have the capacity to handle 0.8 million passengers and 0.2 million tonnes of cargo 

annually. 

 

Bangabandhu Tunnel 

The first ever under river tunnel in SouthEast Asia is Bangabandhu Tunnel constructed under the Karnaphuli 

River in Chattogram. The Bangabandhu Sheikh Mujibur Rahman Tunnel under the Karnaphuli River is fully 

operational at present. It is expected that after the opening of this tunnel, the economic picture of both banks of 

the Karnaphuli River will change, which will contribute uniquely to the country's growth. The Bangabandhu 

tunnel was built at a cost of Tk10,384 crore, directly connects the port city with South Chattogram and Cox’s 

Bazar. After inauguration of the tunnel, road communication with Cox’s Bazar from Dhaka and Chattogram has 

become easy and faster. The total length of the tunnel is around 9.092 kilometres including 3.40 kilometres under 

the Karnaphuli river with an approach road of 4.89 kilometres alongside 740 metres of bridges linking the main 

port city and western side of the Karnaphuli along with the heavy industry-prone eastern side of the river. The 

tunnel is being constructed at a depth of 18 to 31 metres under the Karnaphuli. The length of each of the two 

tubes, having four lanes, is 2.45km. Each of the tubes has a 10.80-metre diameter.  

 

Rooppur Nuclear Power Plant 

After the installation of heavy parts, preparations for fuel management are underway. Authorities say three-

quarters of the construction work is complete. The construction of this project in Pabna with the aim of generating 

2400 megawatts of electricity through two units of nuclear power is nearing completion. Two third generation 

reactors of VVER 1200 type funded by Russia will provide electricity to Bangladesh safely for hundreds of years 

at relatively low cost. At the same time, the country will also rise to a new level of technology use. 

With the culmination of these six megaprojects, Bangladesh is poised to emerge as a country of immense 

potential and possibilities. The improved communication infrastructure, enhanced transportation networks, and 

advanced technological facilities will undoubtedly stimulate economic growth and offer its citizens a better 

quality of life. The completion of these projects reflects Bangladesh's commitment to progress and innovation, 

heralding a new era for the nation. 

 

3.       Investment in megaprojects—how wise are these investment decisions? 

History manifests that megaprojects may become landmarks for a country by bringing transformational impact on 

the lives of the people. Megaprojects are material drivers for accelerating the economic growth of developing 

countries, especially while in transition to development. As Bangladesh is on the way to be graduated from LDCs, 

this leads the country to adopt the much-talked mega project culture-- a tendency to combine multiple projects 

into one mega project. Though Bangladesh's success story, especially in managing funds for "big-ticket 

megaprojects", has been applauded worldwide, criticism arises on the prudence of these investment decisions. 

How wise are these investment decisions? 

By prioritizing eight mega infrastructures as "fast-track projects", Bangladesh is basically planting seeds for 

sustainable future. These widely discussed projects are Padma Bridge and Rail Link, Metro Rail, Chattogram-

Cox's Bazar Rail Link, Rooppur Nuclear Power Plant, The Coal-Fired Power Plant of Matarbari and Rampal, and 

the Payra Sea Port. To materialize the vision-2041 of becoming a developed country, Bangladesh is giving big-

push for timely implementation of its "flagship projects" since these are expected to raise the country's GDP by 4 

per cent upon successful completion. Even amid economic fallout triggered by Covid-19, construction of these 

megaprojects is going on in full swing to set the stage for economic take-off. The ongoing megaprojects are 

intended to make the country exceptionally rewarding in terms of economic margin and safe investment by 

upgrading existing physical infrastructure and creating an standard business environment. 

The outlay of a big chunk of resources on long-awaited megaprojects results in the biggest investment boom in 

Bangladesh's development history-- showcasing economic rise and development records. These staggering 

projects are expected to transform the economic face of the country by opening new business horizons and acting 

as an economic development engine. For instance- the Padma bridge will connect 21 southern districts with the 
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capital ensuring cheap and regular supply of raw materials needed for industrialization; the Matarbari port will 

boost cross-border trade through facilitating speedy port service and integrated connectivity. These "multi-billion-

dollar projects" are duly weighted to generate sustainable returns to Bangladesh. Government's effort to mobilize 

the investors and donors to ensure "hefty investment" for megaprojects created a big financial space for hard 

infrastructure development. The country is trying to utilise megaprojects as a lever to turn it into lucrative 

investment destinations by offering tangible benefits e.g., logistics support, and non-tangible benefits like 

competitive environment. 

These signature projects, if properly managed, will successfully address Bangladesh's infrastructure deficiencies, 

transport crises, and power shortages in a sustainable manner. But the "iron law of megaprojects —over budget, 

over time, over and over again" created the "megaprojects paradox" giving birth to two opposite schools of 

thought regarding their impact on the community. One school criticises megaprojects questioning financial 

viability and complaining about cost overrun, environmental degradation, and overburdening external debt. While 

another school justifies megaprojects stating that government usually conducts extensive "cost-benefit analysis" 

before taking up any giant project and cancels any project if it is not economically viable or environmentally 

sustainable e.g., scrapping the plan of Sonadia deep sea-port. 

Investing in megaprojects to stimulate economic development has been one of the most popular policy 

instruments since the 1930's great depression. Even the "Sustainable Development Goals Framework" 

emphasised spending about $57 trillion on infrastructure by 2030 to ensure desired global GDP growth. 

Bangladesh envisaged implementing "large-infrastructure megaprojects", even before "Agenda 2030" was 

adopted, to make the country "investment hotspot" of South Asia. "East Asian Tigers", in their early days of 

development, invested heavily in "ground-breaking megaprojects" to deliver economic and social goods to the 

masses. To give momentum to the economy and change the course of national progress, Bangladesh is following 

in the footsteps of "The Asian Story of Grand Success"- a miracle of economic transformation. These "high-

yielding projects" will act as an economic game changer, through revenue generation for maintenance and capital 

accumulation for future funding, to take the growth rate to two-digit miracle number. These projects will change 

the social structure and landscape by exploiting "economies of scale". The gravest challenge is to address cost 

escalation due to snail's progress, redress red-tapism to avoid a "debilitating effect" on implementation, and 

prevent fund embezzlement to make sure that these initiatives do not turn into "leaky buckets". These projects 

may go off the rails due to over-complexity, over-optimism, and poor execution that also needs to be addressed. 

Mega project is not the panacea to all the infrastructural deficiencies, rather one of the best available alternatives. 

It is the responsibility of the government to confirm that the "cost underestimation and benefit overestimation" 

tendency is avoided while planning. Mega project promoters, while promoting their pet-projects, should be 

handled carefully since they may create a distorted hall-of-mirrors making the situation extremely perplexing to 

decide which projects deserve undertaking and which not. It is the best project that should be implemented, not 

the one that looks best on paper. These epoch-making initiatives of Bangladesh, taken to date so far, are just the 

beginning of a journey-- a journey that can shed more light on the path towards more prosperity. 

 

4.       Will megaprojects be able to pay off expected benefits?  

'Development' has become a political phenomenon in Bangladesh. Instead of investing massive grants in 

intangible human development elements, quality life, mass transportation, respectful employment, universal 

health coverage, quality education, universal pension, unemployment benefit and other meaningful social safety 

allowances, the government mostly focuses on tangible aspects that are visible to the naked eye. From the 

government's point of view, megaprojects such as Padma Bridge, Padma Rail, Karnaphuli Tunnel, Payra Port, 

Rooppur Nuclear plant, Matarbari Deep Sea Port, Moheshkhali thermal plant and oil depot, Rampal thermal 

power station, Dhaka Metro Rail, etc would bring about high GDP growth. But are the megaprojects of 

Bangladesh going to pay off their promised benefits and economic utilities over time? To what extent are these 

development projects going to improve people's lives?  

The Padma Multipurpose Bridge is made as a brass bridge, which has doubled the cost of the megastructure. The 

absence of double rail tracks will cause significant travel delays. Like the Jamuna rail bridge, probably a new 
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Padma rail bridge too had to be built instead of incorporating one into the current one. The government and the 

bureaucracy must be capable enough and be efficient in quality and timely implementation. Otherwise, the mega 

project-based development narrative will not create as much timely economic utility and employment opportunity 

as it promises. Due to a lack of accountability and the necessary technical expertise, various projects including the 

Padma bridge suffered from wrong design and poor-quality feasibility studies. For instance, complications arose 

in the design of 14 pillars of the Padma Bridge in 2016. Design inputs have been copy-pasted from only 11 actual 

test piles. Meanwhile, there are errors in the feasibility study and design of the Padma Rail Link project too. The 

via-duct plan of the Padma rail track was also found faulty. Similar errors were found in the design of the Rupsha 

Railway Bridge, which is part of the Khulna-Mongla Port Railway Project. The Khulna-Mongla port railway 

section also has design defects. Design issues were reported in Dhaka-Mawa 4 lane and Dhaka-Chattagram 4-lane 

projects. Design and implementation mistakes like these delay the revenue-generating phase of the projects. It 

increases the project duration and increases the cost of the project. For example, the 55km long Dhaka-Mawa-

Bhanga highway is the most expensive highway in the country and in the world, where more than Tk.200.00 

crore have been spent per kilometre. But it is not able to generate revenue as the toll plaza is not ready yet. 

Every such project experienced expenditure hikes at multiple stages, which had an immense impact on the toll 

rate.  

Payra Port is essentially a river port with the flavour of a seaport. The wide river channel of Payra is a shallow 

one because of the continuous sedimentation from the mighty Himalayan rivers. The Japanese feasibility study 

says it needs continuous capital dredging to keep the port active. But this message is being overlooked by the 

local planners and politicians. Imagine a 40-nautical-mile-long, 220-metre-wide area that needs regular dredging 

up to 10 metres on a regular basis! It demands 300 to 500 million dollars annually. The JICA report explicitly 

says 'these expenditures would not be feasible.' Only after spending a few thousand crores and borrowing 

another Tk.5,000 crores from the foreign currency reserves for capital dredging, did the government eventually 

realize that Payra could never become a deep seaport. Yet they are moving ahead with it as a regular seaport. 

One wonders whether Payra Port will be able to earn the Tk.5,000 crore it borrowed in the next 20 years or so. 

Rooppur Nuclear Power Plant (RNPP) is Bangladesh's largest infrastructure project to date. According to the 

original plan, the power plant was supposed to start generating 1,200 MW of electricity in 2021, 2,400 MW by 

2022, and 4,000 MW by 2030. In reality, the first reactor has been installed. But as of now, no electricity 

transmission line has been designed or built yet. So, even if the reactor gets ready it will not be able to move into 

production, the government will have to pay capacity charges against the idle plant. The same thing happened in 

the recently inaugurated thermal power plant Rampal, which in its rights was a widely controversial project. On 

top of that, the government is having to pay expensive capacity charges as the transmission line for the project is 

not yet ready for full capacity. Moreover, the construction cost of the RNPP has been estimated at Tk1,13,000 

crore. Russia is providing 90% of this money as loan assistance. In the wake of the Ukraine war, there are rising 

concerns about the project's production and operation capability, as the Russian financial system has been 

sanctioned. There is widespread ambiguity about its ultra-high-cost model as opposed to international cost 

standards of similar projects running in India and Indonesia. Intellectuals are also puzzled by the ambiguity of 

nuclear waste management. Bangladesh has not yet gathered any operations and maintenance experience of the 

nuclear power plant so far. Yet the government is planning to set up another nuclear power plant on the south 

coast, right next to the Sundarbans. Building a nuclear power plant in an area, where cyclones and catastrophic 

tidal surges like Aila and SIDR took place, is like playing with fire. 

Coal-fired power plants, currently, the electricity generation capacity in Bangladesh stands at 25,000 MW. But 

we can only transmit a maximum of 14,000 MW. On top of that, Bangladesh is still purchasing a few thousand 

MW of cross-border electricity from India. Then there are environmental concerns. Bangladesh is yet to reach 

the 5% mark of non-nuclear green electricity production. Despite growing global concern regarding climate 

change, the construction of many private and public coal-fired power plants is currently underway. The 

government has extended five unnecessary rentals and quick rentals that have not produced electricity for over a 

year. Over the past 12 years, the Bangladesh Power Development Board (BPDB) has paid Tk76,287 crores in 

electricity generation. In FY 2020-21 alone, purchasing electricity from the rental power plants cost BPDB 
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approximately Tk3,338 crores. The issue is this public expenditure is not paying off the promised economic 

utilities.  

There are some other megaprojects like Karnaphuli Tunnel, CTG-Cox's Bazar-Ghundhum railway, Mawa-Payra 

railway, Matarbari deep seaport, Moheshkhali power plant and oil refinery, Chittagong bay port, Dhaka Airport 

terminal expansion. There are plans to build five metro rail routes, including a BRT in the capital Dhaka, by 

2035. Twelve years from now, when all the metrorail routes will be launched, only 17% of the transportation 

pressure will be handled. The traffic jam situation is not being solved completely by the metro, the reason is that 

Dhaka development is not integrated with the decentralisation of the administration and economy. The 

government and the bureaucracy must be capable enough and be efficient in quality and timely implementation. 

Otherwise, the mega project-based development narrative will not create as much timely economic utility and 

employment opportunity as it promises.  

 

5.      Status of external debt of Bangladesh 

Bangladesh's debt (both internal and external) seem to be skyrocketing. As the grace period for the megaprojects 

is nearing the end, foreign debt services are rising at an alarming rate. Moreover, the country is taking loans 

from the banking system. Being criticised for excessive debt from commercial banks, the government is now 

taking loans from the central bank, which in a sense is printing new money. This injection of new money into 

the economy is adding to the high inflation, which is detrimental for macroeconomic stability.  

In September, 2023, the amount of Bangladesh's external debt exceeded $100 billion. Given that the country's 

GDP is $456 billion, the amount of external debt equals 22 percent of its GDP. In 2016, this amount was only 

$41 billion and equal to 16 percent of GDP. The country's foreign debt registered a growth of as high as 14 

percent over the last six years, while annual GDP growth was 6.55 percent on average. The growth of debt 

exceeding the growth of GDP is a clear sign of vulnerability (Dr Birupaksha Paul), the consequences of which 

are already present. Seventy percent of this debt burden was created in the last decade, during a period when 

Bangladesh's development was notable. But this obviously puts into question the method of financing 

development by borrowing funds from outside. 

Country's total external debt increased touched to $100.30 billion at the end of September, 2023- of which 

$79.00 billion belong to the government, and the rest $21.00 billion to the private sector. Among the foreign 

debt 84% is of long term debt and 16% belongs to short term debt. In just 10 years, the country's outstanding 

foreign debt more than tripled, says a World Bank report. 

As per the calculation of central bank, the external debt outstanding is 22% of the GDP and it is within the very 

acceptable range according to the intimation of government and Bangladesh Bank. Together with internal loans, 

the total debt-GDP ratio would then exceed 50 percent. Taking into account of only the external debt 

outstanding in alliance with the GDP, the country might have more appetite to accommodate more foreign debt 

considering the size of GDP of the country. But the fact is Bangladesh's GDP data is questionable – in recent 

years, the GDP data has been inflated by just changing the base year. Moreover, the country does not adjust 

inflation and deflation of the taka against the US dollar. According to the Bangladesh Bureau of Statistics 

(BBS), the country's per capita income fell one percent year-on-year to $2,765 in 2022-23. This is absurd, as the 

taka devalued at least by 21 percent in just one year. Moreover, while a recently released World Bank report 

says food prices have increased by 33 percent in one year in Bangladesh, the BBS still shows just nine percent 

inflation. Hence, there are significant doubt and concerns about the integrity of the country's official data. 

Bangladesh's private sector now occupies a 21 percent share of the composition of the foreign debt. While the 

debt growth is good for private investors because of lower cost of funds, the loans would require more and more 

foreign currency as repayments keep rising over time. But Bangladesh's foreign exchange reserves have 

dwindled over the last two years. The government should investigate whether private borrowers who collected 

foreign currencies have really invested in domestic businesses or have misused them somehow. Concerns over 

the rise in both foreign borrowing and money laundering are worth addressing. 

Although Bangladesh is not spending too much on expanding its military might, the country's debt effectiveness 

is one of the poorest in the world due to bureaucratic tentacles, inordinate delays in project implementation, and 

https://www.thedailystar.net/business/economy/news/external-debt-nears-100b-3433356
https://www.tbsnews.net/economy/banking/taka-devalued-tk15-biggest-fy23-625362
https://www.tbsnews.net/economy/banking/taka-devalued-tk15-biggest-fy23-625362
https://thedocs.worldbank.org/en/doc/40ebbf38f5a6b68bfc11e5273e1405d4-0090012022/related/Food-Security-Update-LXXXIII-April-20-2023.pdf
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massive corruption in public-sector projects. And all this makes the rise in foreign debt a real concern for 

Bangladesh's economy. 

 

6.      External debt repayment challenges 

In FY17, Bangladesh's debt service on external debt was $2.28 billion, which rose to $5.69 billion in FY21, 

according to the World Bank. In just four years, it grew 2.5 times. In the past few years, Bangladesh's foreign 

debt has increased more than $27 billion. While Pakistan's external debt has increased by 114 percent and Sri 

Lanka's by 61 percent in a decade, Bangladesh's external debt has increased by 227 percent. Bangladesh is 

definitely on the risky path of foreign debt.The government is also suffering from a severe shortage of money. 

Consequently, the government borrowing is increasing and very high from commercial banks in addition to the 

aforesaid significant external debts. This is simply alarming and needs to be taken into great attention.  

Thirteen years ago, in the fiscal FY10, the total debt repayment amounted to only $876 million, with $686 

million in principal repayment and $190 million for interest whereas in the fiscal FY23, the total debt repayment 

amounted to only $2,790 million, with $1,846 million in principal repayment and $944 million for interest. The 

growth of debt repayment is around 219% in ten years. In the fiscal FY27, the total debt repayment is projected 

to be $4,720 million which will be 1.70 times of FY23 and 5.39 times of FY10, indicating paramount repayment 

pressure.  

 

 
Source: Daily The Business Standard 

 

With the expiry of grace periods for some megaprojects such as the Padma Bridge rail and Bangabandhu 

Tunnel, Bangladesh is facing increasing pressure to service its debt comprising principal and interest amounts.  

The impending inclusion of the Rooppur Nuclear Power Plant in this list in 2026 is expected to significantly 

heighten the burden of loan repayment, as per estimates from the Economic Relations Division (ERD). 

According to ERD data, this fiscal year marks a record, with the principal loan repayment surpassing $2 billion 

for the first time in the country's history. Projections indicate that this figure will escalate to $2.9 billion and 

https://data.worldbank.org/indicator/DT.TDS.DECT.CD?end=2021&locations=BD&start=2001
https://sharebiz.net/%E0%A6%8F%E0%A6%95-%E0%A6%A6%E0%A6%B6%E0%A6%95%E0%A7%87-%E0%A6%AC%E0%A6%BE%E0%A6%82%E0%A6%B2%E0%A6%BE%E0%A6%A6%E0%A7%87%E0%A6%B6%E0%A7%87%E0%A6%B0-%E0%A6%AC%E0%A6%BF%E0%A6%A6%E0%A7%87%E0%A6%B6/
https://sharebiz.net/%E0%A6%8F%E0%A6%95-%E0%A6%A6%E0%A6%B6%E0%A6%95%E0%A7%87-%E0%A6%AC%E0%A6%BE%E0%A6%82%E0%A6%B2%E0%A6%BE%E0%A6%A6%E0%A7%87%E0%A6%B6%E0%A7%87%E0%A6%B0-%E0%A6%AC%E0%A6%BF%E0%A6%A6%E0%A7%87%E0%A6%B6/
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$3.31 billion in the next two fiscal years. In the previous fiscal year, Bangladesh paid $1.73 billion in principal 

payments for foreign loans. 

As the government started to take up and implement more and more billion-dollar megaprojects, the foreign 

debt service burden is now set to increase by $1.19 billion in the current fiscal year, considering interest 

payments, followed by $1.31 billion and $1.41 billion in the subsequent two fiscal years. Economists caution 

that the sustainability of these substantial loans hinges on Bangladesh's ability to leverage the advantages of 

these large-scale projects and simultaneously enhance exports and domestic productivity. 

For instance, Zahid Hussain, former lead economist at the World Bank's Dhaka office, emphasises that if 

Bangladesh cannot reduce its reliance on fuel oil imports following the launch of the Rooppur Nuclear Power 

Plant, the burden of repaying this loan will become substantial. Similarly, the success of the Bangabandhu 

Tunnel project's loan repayment depends on Bangladesh's ability to establish proposed economic zones around 

the tunnel and attract foreign investments. Dr Mainul Islam, former professor of economics at Chittagong 

University, said the government's current focus on megaprojects is expected to increase this pressure, as these 

projects are unlikely to generate significant returns. The country could face a significant financial burden as it 

begins to repay the principal on these loans. It is also a matter of warn that the deficit in the financial account 

that emerged last year could hinder future efforts to repay principal amounts and generate surpluses. As the 

grace periods for large loans expire one after another, the principal payments in the financial account are 

expected to rise steadily. 

 

 
Source: Daily The Business Standard 

 

Principal repayment to get higher  
Bangladesh secured a $2.667 billion loan from China for the Padma Rail Link project on 17 April 2018. The 

five-year grace period for this loan expired last April, necessitating the start of the repayment of principal 

instalments in the current financial year. Bangladesh has 15 years to repay this loan. Bangladesh will begin 

principal repayments for the $11.38 billion Rooppur Nuclear Power Plant loan in 2027. These repayments are 

expected to exceed $500 million annually over a 20-year term. Coinciding with the Rooppur loan repayments, 

the first phase of the metro rail project loan will also enter its repayment phase. This will result in additional 

principal payments of around $4.5 billion to $5 billion annually.Consequently, there will be a significant 

increase in actual loan repayments from FY 2025-26 to FY2026-27. 

 
Budget support loans to increase pressure 
To handle the economic impacts of the Covid-19 pandemic and the Russia-Ukraine war, the government has 

sought budget support from international lenders. Since the start of the pandemic, Bangladesh has received 
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$6.46 billion in budget support, according to ERD data. Some of these loans have a three-year grace period, 

followed by a 12-year repayment term.The grace period has already expired for some of these budget support 

loans. This includes the two $250 million loans from the Asian Infrastructure Investment Bank (AIIB) and the 

Asian Development Bank (ADB), whose grace periods ended in May last year. Furthermore, the grace period 

for another $250 million in budget assistance is set to expire next June. Negotiations are currently underway for 

an additional $1.05 billion in budget assistance from various development agencies for the current fiscal year.As 

a result, the budget support is expected to put pressure on debt repayment over the next two to three years, 

according to people concerned. 

 

Principal payments begins for large loans other than megaprojects 

The government secured a $1.4 billion loan from China on 4 July 2019 for the Expansion and Strengthening of 

Power System Network under DPDC project. The grace period for this loan will expire next June. The loan has 

a repayment period of 15 years. Additionally, loan repayments for the Bangabandhu Tunnel project commenced 

even before the tunnel's official opening. The grace period for the project's $405 million loan has ended, and 

principal payments began in the last financial year.The grace period for the $450 million ADB loan granted for 

the Rupsha 800MW Combined Cycle Power Plant project expired last August. This development was 

accompanied by the expiration of grace periods for several other large-scale ADB loans, including a $275 

million loan for the Railway Rolling Stock Operations Improvement project, a $225 million loan for the 

Secondary Education Sector Investment Programme (Sesip) Tranche-III project, a $351 million loan for the 

Southwest Transmission Grid Expansion project, and a $500 million loan for the Fourth Primary Education 

Development Programme. 

 

7.       Factors impacting on debt servicing 

 Most of the debt burden of the nation has been infrastructural development loans taken on projects, meaning 

spent on productive purposes instead of consumption. Nonetheless, the amount of debt service has been 

increasing consistently over the years. So, importantly, the foreign debt scenario of Bangladesh requires closer 

inspection and prudent steps due to the state of various macroeconomic indicators including inflation, foreign 

reserve, and import and export, among others.  

For instance, the country is facing a higher inflation rate, making external debt servicing costlier. Moreover, due 

to the Russia-Ukraine war, countries across the world are facing high inflation rates. Hence, Bangladesh needs 

adequate planning to curb the negative impacts of the rising inflation rate on debt servicing.  

On the other hand, the devaluation of the local currency against the US dollar has resulted in additional 

payments to repay external debts in 2022. According to the calculation by the Economic Relations Division, the 

country had to pay an additional Tk500 crore due to currency depreciation towards debt servicing. The similar 

state of local currency devaluation and inflationary rise prevails in 2023 and 2024. In addition, as projects 

funded by external debt generate income in local currency, currency depreciation poses a significant adverse 

impact and lessens real income generation. On that note, S&P Global Ratings has cautioned Bangladesh that 

further depreciation of its currency would result in external debt servicing costs being more expensive.  

The structure of external debt is also changing in Bangladesh, the short-term loans are increasing in proportion 

compared to the total external debt, from 14.6% in FY20 to 21.5% in FY22. The maturity period of short-term 

debts pose risk for the foreign exchange reserve, according to the financial stability report 2021 of the 

Bangladesh Bank. During the time period of FY16 to FY22, the ratio of forex reserves to total debt is decreasing 

while the ratio of external debt to current account receipts is increasing.  

Due to the graduation from a lower-income country to a lower middle-income country, Bangladesh is no longer 

eligible for borrowing exclusively on soft terms from the World Bank. Similarly, both ADB and Japan, the 

largest bilateral donor of Bangladesh, have hardened their lending terms since the graduation. Thus, graduation 

from LDC will further reduce the capacity to borrow soft-termed loans from various bilateral and multilateral 

donors.  
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The country has been historically experiencing revenue constraints due to the low tax-GDP ratio, coupled with 

recent events including comparatively lower export and remittance, and higher import payment resulting in 

falling forex reserves during 2022, threatening the debt servicing capacity.  

These constraints along with the recent increase in interest rates and decrease in grace period by various donors 

are causing the country to resort to non-concessional and hard-termed loans. On top of that, the increase in 

external debt solicited by the private sector, standing at around $24.9 billion as of March 2022, which is 27.1% 

in FY22 from 20.5% in FY20, is also a concern for stakeholders.  

 

8.     Cautions for external debt and its repayment 

 Although Bangladesh has had a good history regarding the debt servicing process and 

managing external debt, being cautious in selecting and implementing projects and replenishing 

the foreign exchange reserve by dealing with the current forex crisis is mandatory to ensure the 

continuation of such good history.  

 To ensure efficient use of external debt, the projects conceived with debt need to be selected 

prudently, ensuring the generation of adequate income and higher return on investment.  

 Moreover, the implementation of these projects needs to be timely and in an efficient manner 

rather than on an ad-hoc basis, avoiding both cost overrun and time overrun, so that the debt 

repayment starts at a comfortable period.  

 Last but not the least, acknowledging the changing pattern of the external debt scenario of the 

nation and preparing ahead is crucial. 
 

9.     Conclusion 

Bangladesh moves out of "least developed country" status in 2026. That means it stands to lose concessional 

market access to many countries, potentially impacting exports. "At this moment, the debt servicing issue needs 

to be given utmost care. In the last decade the country's development and economy accelerated, creating various 

infrastructure needs. This prompted the government to pursue a range of projects, but delays and cost overruns 

have been an issue. Thus, always, there is a mismatch between actual and projected returns from megaprojects, 

and they turn into a burden as foreign loans were taken to implement them. Since we have taken a number of 

megaprojects simultaneously, the debt repayment requirements are increasing fast and will continue rising, 

stressing the need to "be careful and selective in taking foreign loans." 

To secure the country's economic future, the government must reduce its operational expenses and control 

corruption, adopt prudent fiscal and monetary policies, diversify the economy, diversify export, secure new and 

skilled manpower markets abroad, attract foreign investment, and, last but not the least, ensure efficient utilisation 

of borrowed funds. It is imperative to strike a balance between the need for infrastructure development and the 

sustainable management of debt to safeguard long-term economic stability and prosperity for the people of 

Bangladesh. 

These escalating debt levels pose serious risks to Bangladesh's economic stability and growth prospects. Rapidly 

increasing external debt service payments indicate that a substantial portion of the country's foreign currency 

earnings is diverted towards servicing existing obligations. This trend can strain the balance of payments and 

reduce available resources for vital sectors like healthcare, education, and infrastructure development. 

One of the primary drivers of the mounting debt burden is the completion of megaprojects, power and energy 

sector debts, dues and the capacity charge payments, which were initiated to stimulate economic growth and 

enhance infrastructure. While some of these projects may have long-term benefits, the immediate debt servicing 

requirements are challenging the government's financial capacity. 
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Abstract 

The real problem is finding workers who have the employability skills or job willingness skills. Employability 

has been defined as "the capability of getting and keeping satisfactory work". Entrepreneurial economics is 

the study of the entrepreneur and entrepreneurship within the economy. The seven essential employability 

skills: 1) Positive approach, 2) Communication, 3) Teamwork, 4) Self-management, 5) Willingness to learn, 6) 

thoughts skills (problem solving and decision making) and 7) Resilience. Xoha limited is a business 

organization who also emphasizes on social and economic development of the country through engaging 

women in earning activities as one of their social responsibilities. To meet this need of their women staff and 

their child Xoha limited decided to establish day care facilities for the children aged below 5 aiming to create 

safe, secure and comfortable space and ensure holistic development for the children. Initially they have 

started a pilot project with 15 children of aged 1 to 3. They recruited one caregiver for the project and higher 

a part-time consultant for the technical support. To fulfill the demand of female employees they redesign the 

project by taking some new steps form their learning through pilot project. Xoha limited also discover some 

positive impact of the day care center. They decided to start and expand their business in two dimensions. In 

the time period 2012 to 2017 the rate of organizational subsidies has been decreased and 2016 it turns to 

zero. On the other hand, the parent’s contribution has been increased day by day. In 2018 it will start its 

journey by 20 centers and 2021 it will make it 80 centers according to its existing business. 

Keywords: Entrepreneurial Economics ‧ Employability Skill 

 

1.        Introduction 

Entrepreneurial economics is the study of the entrepreneur and entrepreneurship within the economy. The 

growth of factors of production per se does not explain economic development. They are essential factors of 

production, but they are not enough for economic growth. The capacity and willingness to develop organize and 

manage a business venture along with any of its risks in order to make a profit. The most obvious example of 

entrepreneurship is the starting of new businesses. An entrepreneur is an individual who starts and runs a 

business with limited resources and planning, and is responsible for all the risks and rewards of his or her 

business venture. The business idea usually encompasses a new product or service rather than an existing 

business model. The economics of entrepreneurship also analyses1: 

• the effects of borrowing constraints on rates of entrepreneurial entry and performance; 

• the role played by entrepreneurs in stimulating employment and innovation growth in the economy; 

• the existence of market failures in entrepreneurial economies and the scope for public policy to design 

programmes to correct these failures; 

                                                      
*  Researcher & Banker, Bangladesh. E-mail: mnudowlah@gmail.com 
**  Social Worker, Bangladesh. Email:nila.afroz1976@gmail.com 
***  Service holder, BRAC Bangladesh,email:mamun20014@gmail.com 
1  Simon Parker, Associate Professor of Entrepreneurship, Richard Ivey School of Business, University of Western Ontario, Canada 

mailto:mnudowlah@gmail.com
mailto:nila.afroz1976@gmail.com
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• stimulation of entrepreneurial spin-offs by incentives within incumbent firms and the effects on the broader 

economy 

• Identification of the economic determinants of growth, at the levels of the venture, the region and the 

economy as a whole. 

Employability has been defined as "the capability of getting and keeping satisfactory work". According to Peter 

Knight & Mantz Yorke, Employability skills have been defined as: "A set of achievements, understandings and 

personal attributes that make individuals more likely to gain employment and to be successful in their chosen 

occupations". The seven essential employability skills: 1) Positive attitude, 2) Communication, 3) Teamwork, 4) 

Self-management, 5) Willingness to learn, 6) Thinking skills (problem solving and decision making) and 7) 

Resilience. These skills referred to as transferable skills (because skills developed in one area of your life can be 

transferred to other areas) or personal skills. In the context of career planning and development, they are 

called career management skills. Other factors that help to make people employable include2:  

 Knowledge and abilities relating to a particular job; 

 The ability to identify suitable job opportunities; 

 Self-presentation (on applications and at interviews) 

 External factors such as the job market and personal circumstances. 

 

1.1 Objectives and format 

The overall objectives of the case study are to create safe, secure and comfortable environment for the children of 

working mothers. And another is Ensure children holistic (Physical, Psychological, Social, Emotional etc.) development.  

 

2 Research design 

This case study has been conducted by totally secondary data analysis and qualitative judgments with stakeholders. 

At first study team have been collected some selected companies’ profile. After that, those profiles have been 

analyzed by some selected criteria. And finally team has been selected one profile among of them. In a while, team 

has conducted some literature review. Then a triangulation process a analytical result has been found out.   

 

2.1 Relevant theoretical implications and perspectives 

Job willingness skills are clustered into three skill sets: basic academic skills, higher order thoughts skills, 

personal qualities Employability skills are those basic skills necessary for getting, keeping, and doing well on a 

job. What specifically are those skills, attitudes and actions, i.e., employability skills, essential for getting, 

keeping, and doing well on a job? Employability skills, while categorized in many different ways, are generally 

divided into three skill sets: (a) basic academic skills, (b) higher-order thinking skills and (c) personal qualities. 

The three skill sets are typically broken down into more detailed skill sets (see Box 1)3.  

 

Box 1: Listing of the employability skills included within each skill set 

Basic Academic Skills 
Higher-Order thoughts 

Skills 
Personal Qualities 

· Reading · Writing · 

Science · Math · Oral 

Communication · 

Listening 

Learning · Reasoning · 

Thinking Creatively · 

Decisions Making · 

Problem Solving 

Responsible · Self 

Confidence · Self 

Control · Social Skills · 

Honest · Have Integrity 

· Adaptable and 

Flexible 

Team Spirit · Punctual and 

Efficient · Self Directed · Good 

Work Attitude · Well Groomed · 

Cooperative · Self Motivated · 

Self Management 

(Prepared by the authors) 

                                                      
2  https://www.kent.ac.uk/careers/sk/skillsintro.htm 
3  Jacquelyn P. Robinson Community Workforce Development Specialist Alabama Cooperative Extension System 

https://www.kent.ac.uk/careers/compet/skillquest.htm
https://www.kent.ac.uk/careers/applicn.htm
https://www.kent.ac.uk/careers/sk/skillsintro.htm
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Berntson (2008) argues that employability refers to an individual's perception of his or her possibilities of 

getting new, equal, or better employment. Berntson's study differentiates employability into two main categories 

– actual employability (objective employability) and perceived employability (subjective employability). 

Several employability definitions have been developed based on or including input from business and industry. 

In the United States, an Employability Skills Framework was developed through a collaboration of employers, 

educators, human resources associations, and labor market associations. This framework states, "Employability 

skills are general skills that are necessary for success in the labor market at all employment levels and in all 

sectors".  

Saunders &Zuzel (2010) found that employers valued personal qualities such as dependability and enthusiasm 

over subject knowledge and ability to negotiate4Freelancer.com, a new way of organizing demand and 

supply.5 Freelancer is also an example of how employability can be developed even for people who are not 

employed – Freelancers offers exposure of certification and in the future similar platforms will also offer 

continuous upgrade of competencies for the people associated. 

According to Greatbach and Lewis (2007) generic employability skills are important because employers in 

private, public and the labour market is intensely competitive and the third sector are looking for people who are 

flexible, take the initiative and have the ability to undertake a variety of tasks in different environments. 

Employability skills are not as narrowly prescribed and defined as in the past and generally they are more 

‘service oriented’, making information and social skills increasingly important. Simply put, more and more 

research suggests that getting a degree, and putting a few letters after your name is just not enough to land you 

that plum job, or to launch your career. What you need is a portfolio of employability skills.  Employers like to 

recruit graduates who have gone the ‘extra mile’, 'joined in', can work both individually and in a team, shown a 

capacity for leadership, and demonstrated a willingness to take risks by spending time travelling, and 

experiencing new situations and cultures. The success of individuals in a knowledge-based economy will 

increasingly depend upon skills, creativity and imagination.6   

 

3          The Case 

3.1       Case Study: Case Study on A daycare project: Heaven of Children (Sneho) 
(Source: A real day care project of Dhaka city coordinated by a development organization). Disclosure is drawn directly from this project 

by use disguised name. 

 
3.2       Background of the case 

Xoha limited is a business organization who also emphasize on social and economic development of the country 

through engaging women in earning activities as one of their social responsibilities. So, empowering women is 

one of their key organizational objectives. To achieve this objective, they recruited more women in their head 

office to increase the ratio up to 30% from present ratio of 15% though their target is to make it 50:50. But the 

problem occur is the retention of female staff. They find that dropout ratio of women staff is significantly higher 

than their counterpart. Management of the organization also discovers that dropout mostly happen for the 

women staff who have children less than five years of age. Several discussions with staff specially women and 

analyzing various research findings the management agreed that the main cause of women staff dropout is the 

safety, security and developmental need of their children. So, to meet this need of their women staff and their 

child Xoha limited decided to establish day care facilities for the children aged below 5 aiming to create safe, 

secure and comfortable space and ensure holistic development for the children. 

 

                                                      
4  "Open Letter on the Digital Economy". Open Letter on the Digital Economy. Retrieved 24 June 2015. 
5  Chase, Robin (9 June 2015). Peers Inc: How People and Platforms Are Inventing the Collaborative Economy and Reinventing 

Capitalism. Publicaffairs. ISBN 1610395549. 
6     https://www.gcu.ac.uk/cbsrealworldfutures/whyemployability/ 

 

http://openletteronthedigitaleconomy.org/
https://en.wikipedia.org/wiki/International_Standard_Book_Number
https://en.wikipedia.org/wiki/Special:BookSources/1610395549
https://www.gcu.ac.uk/cbsrealworldfutures/whyemployability/
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3.3       Discussion of the case 

3.3.1    Project Start up 

Initially they have started a pilot project with 15 children of aged 1 to 3. They recruited one caregiver for the 

project and higher a part-time consultant for the technical support. They also allocate one room for the day care, 

provided same food for all children and provide some play materials and books. At the pilot phase they 

identified some difficulties as below- 

 Recruited caregiver is not properly trained 

 Need of children is different form age to age and person to person. 

 Same food is not suitable for all children. 

 They have structure and age-appropriate activities for child development.  

 Shortage of safety and security measures and equipment. 

 Spreading of inflectional diseases through clothes.    

Though they identified problems but they also realize that women are seeking opportunities to keep their child 

in day care center to their office.  

 

3.3.2    Design of new project 

To fulfill the demand of female employees they redesign the project by taking some new steps form their 

learning through pilot project. Steps were as below- 

 Build a separate infrastructure for the day care center.  

 Recruit a full-time expert in this field.  

 Create separate arrangements for different age group. 

 Arrange caregiver training. 

 Arrange parental education sessions 

 Psychosocial counseling for both parents and care givers.  

 Developed different age-appropriate play based curriculum for child development. 

 Ensure food from their home as parents better know the food habit of their children. 

 Some specific rules and regulations set to avoid diseases.      

To set up the structure and design they took one year time and invest 10 lack taka.  

 

3.4      Present Status of the Project:  

At the initial stages of the project, organization provided subsidies to run the center. But in the course of time, its 

demand increased. Organizations gradually decrease the subsidy and presently they are offering the facility with 

full cost bear by the parent of the children. Table -1 shows a picture of the development process of the project – 

 

Table 1: Development process of the project 

Year Number of Children Per child Cost Fees from Parents Subsides by the 

organization 

2013 40 2000 500 1500 

2014 90 2100 1000 1100 

2015 160 2200 1500 700 

2016 250 2300 2000 300 

2017 350 2400 2400 - 

 

It seems that though in the course of time the organization decreases the subsidies and increases the fees but the 

demand also increases.  
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The case study reveals the increasing status of the program. Figure 1 shows that in 2012 only 10 employees have 

been started at the pre-start-up and start-upstages. But growing the time the number of employees has increased 

smoothly. This is a tremendous changing also for a unique program.   

Figure 1: Trends of daycarecenter uses by year 

 

 

 

 

 

 

 

In figure 2 divulges the trends of the organizational subsidies pattern also. In the time period 2012 to 2017 the 

rate of organizational subsidies has been decreased and 2017 it turns to 0. On the other hand, the parent’s 

contribution has been increased day by day.  

Figure 2: Trends of organizational Subsidies vs. Parents Pay 

 

 

 

 

 

 

 

3.5      Impact of the day care centre  

Xoha limited also discover some positive impact of the day care centre as below- 

 It increases the retention rate of women employee that indirectly reduces their cost.  

 Increase quality performance of their women employees. 

 Their involvement in child development 

 Children of day care are better prepared for further schooling. 

 

Opportunity analysis and Challenges:    

After their experience of seven years in this field they find that there is a huge opportunity of social business in 

this field. So, they decided to expand this as a social business to meet the need of other working mothers outside 

their organization. In this regard they analyses their opportunity and challenges- 

 

Strength 

 Organizational Capacity 

 Trained workforce 

 Developed a play-based curriculum for 

different age groups. 

 years of experience  

Weakness 

 Meet the satisfaction of different level 

customers.  

 Fulfill the need of individual children. 

 Minimize the social and emotional gap of 

guardians. 
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Opportunities 

 Parents high demand. 

 Corporate demand 

 Expansion of the market 

 Create new employment 

 Available source of fund. 

Threat 

 Ensure proper safety and security. 

 Balancing between day care and family 

environment. 

 

3.6      Expansion Plan 

XohaLimited decided to start and expand its business in twodimensions.  

a. Establish day care centers for different level customers in Dhaka city. 

 Under this, they planned to set up different types of daycare centers based on 

customers’economicconditions. They define customers in three categories as low income, middle-

income, and high-level income. In this case, child development activities will be the same in every case 

but physical facilities may differ. 

 They will establish at least 10 centers in different places with their direct supervision. Children per 

center will be 20. After 5 years it will be 50 centers with 1000 children.  

   

b. Corporate level expansion.  

 Under this, they will create collaboration with big commercial houses especially garments to provide 

them the support.  

 They will provide consultancy and technical support to the organization.  

 Within five years duration they planned to provide support to 50 hoses that may cover another 2000 

children. 

In figure 3 explores the expansion plan and status of the program. In 2018 it will start its journey by 20 centers 

and 2021 it will make it 80 centers according to its existing business. 

 

Figure 3: Trends of expansion day care business plan: 2018 - 2022 

 

4 Summary and recommendations 

4.1 Summary 

The program summary describes in the below:  

Type of Enterprise  Social Enterprise  

Name of the venture  Day Care Center(Sneho)  

Implemented by  Xoha Limited  
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Background  To meet the retention and quality performance of the working 

mother  at workplace  

Piloting  1 Year(2012)  

Buildup startup stage  5 years(2013-2017)  

Expansion plan as social enterprise  5 years(2018-2022)  

Coverage   Different level customers in Dhaka city. 

 Corporate level  

 

4.2 Recommendations 

Employability skills are teachable skills and may be taught in both school and employment settings. Goals and 

objectives for teaching employability skills should be set. Instruction should be designed to ensure those goals 

and objectives are reached. 2. Parents need to be involved in goal setting and modeling behavior for in-school 

youth. 3. Teach employability skills using a democratic approach so that students’ awareness of values, attitudes, 

and worker responsibilities is increased. 4. Supervisors, trainers and teachers should set good examples of the 

desired behavior. Students should have the opportunity to observe the type of work place behavior that is being 

required of them. 5. When possible, classrooms should replicate the features of real work settings. 6. Set and 

communicate high expectations and hold students responsible for their behavior.7 

This project of XohaLimited will create some positive impacts– 

• Mainstreaming women through women empowerment. 

• Create social acceptance and a favorable environment for children and their parents. 

• Boosting financial security and helping to create a safer financial future of the women and the family.  

• Create a new window for social entrepreneurship. 

• Create an equal society for women and children 

• Create children as productive members of the country who will run the country in the future. 
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Abstract 

Amid the COVID-19 pandemic, Bangladesh has realized the necessity of health insurance though the country 

successfully surmounted the pandemic. The types and patterns of diseases have been growing with increased 

healthcare expenses. Moreover, the Russia-Ukraine war has hiked the price level in every aspect including the 

healthcare expenses, resulting in low access to healthcare. Low healthcare financing has created a high 

burden of Out-of-pocket (OOP) expenditures, which constitute 68.5% of the total healthcare expenditures of 

Bangladesh leading to financial insecurity. In this situation, Community-based health insurance (CBHI) can 

be considered as a potential alternative approach for ensuring health security towards Universal Health 

Coverage (UHC). The objective of the study is to explore the willingness-to-join (WTJ) the CBHI scheme and 

the determinants of enrollment among the community people of the Gaibandha district in Bangladesh. A total 

of 516 samples were selected by using a simple random sampling technique for the questionnaire survey. The 

data were analyzed by using bivariate and multivariate logistic regression with a 95% confidence interval and 

a p-value < 0.05 was considered significant. To determine the strength of the association the odds ratios were 

used. The study found a higher acceptance with 90.1% who agreed to join and 86.2% being willing to pay for 

the hypothetical CBHI scheme with a mean value of Bangladesh Taka (BDT) 97.34. A statistically significant 

association was found for family size, annual outpatient expenditure, distance from the hospital, choice 

scheme, and trust in the implementation committee on WTJ the scheme. To ensure the full functionality of the 

scheme, awareness creation programs were suggested as 97.1% had no knowledge or very small idea to some 

extent. Besides, the study showed about 96.7% of respondents wanted government involvement to operate the 

scheme. Hence, the government should act as a regulator by formulating a legal or policy framework that can 

be a factor in influencing enrollment in the CBHI scheme.  

Keywords: CBHI ‧ WTJ ‧ WTP ‧ Gaibandha ‧ Binary logistic regression ‧ Benefit package  

 

Background 

Bangladesh has realized the necessity of health insurance though the country has successfully surmounted the 

COVID-19 pandemic. Moreover, the Russia-Ukraine war has disrupted the global supply chain and economic 

stability which has hiked the price level in every aspect including the healthcare expenses across the world, 

resulting in low access to healthcare in the country. A wide range of economic instability has already been 

created by the war, both at the micro- and macro-levels. Besides, the types and patterns of diseases have been 

growing with increased healthcare expenses with the cost of living.  

In addition, low tax revenue, over-dependency on imports, low export base, the effectuality of the central bank's 

monetary policy, capping in interest rate, overrunning cost of projects, and weakness of the banking sector are 

some of the structural problems (The Daily Star, 2022). Those drained the central bank's reserves at an alarming 

rate, forcing the government of Bangladesh to adopt harsh restraints. Consequently, growth has slowed, 

Bangladesh taka has depreciated and reserves have shrunk, causing the government to approach international 

monetary financing organizations to collect funds.  
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The persistent trade deficit and current account deficit resulted in a huge gap between US dollar (USD) inflows 

and outflows throughout fiscal year (FY) 2021-22, which caused a high USD/Bangladesh Taka (BDT) exchange 

rate and a decrease in foreign exchange reserves (Hossain, 2022). Even though the depreciation of the BDT has 

proven to be an incentive for exporters, it has significantly increased the pressure on import payments. The 

import payments, increased the price level in every aspect including the healthcare expenses, resulting in low 

access to healthcare.  

In the United Nations Assembly-2030 agenda, Bangladesh has committed to achieving Universal Health 

Coverage (UHC) by 2030 under the Sustainable Development Goals (SDGs), which implies that all individuals 

and communities will receive the health services they need without suffering financial hardship (SDGs, 2030; 

WHO, 2023). A community-based health insurance (CBHI) scheme is increasingly recognized as a potential 

strategy to achieve UHC in developing countries. In Africa and Asia, the utilization of healthcare services and 

health-seeking behavior has been increased through CBHI schemes (Spaan et al., 2012). Hence, CBHI schemes 

can help improve access to healthcare services as well as provide financial protection to individuals and families 

in this regard. 

On one side, various diseases have been growing recently, on the other side healthcare services are being bought 

and sold at increased prices in Bangladesh. OOP payments are the major healthcare payment strategy in most 

low- and middle-income countries and Bangladesh (Ahmed et al. 2016). Thus, on the other side, a high burden 

of OOP payment strategies leads to catastrophic health expenditures in around 15.6% of households in the 

country. A heavy burden of OOP expenditures with a lack of sufficient healthcare financing which constitutes 

68.5% of total healthcare expenditures, causing financial insecurity in the country (Bangladesh National Health 

Accounts (BNHA), 1997-2020). A declining trend was observed during the last decade for the budgetary 

allocation in the health sector of Bangladesh. Even though the country has national health insurance, informal 

workers have low access to health insurance and social protection (Rockefeller Foundation, 2013). In this 

situation, the government of Bangladesh can take initiatives to increase access and utilization of healthcare 

services through CBHI schemes.  

A National Health Policy (NHP) was formally approved by the Parliament of Bangladesh in 2000. With the 

2011 revisions to NHP, new issues have been introduced, including a health insurance scheme for formal 

institutions with the provision of health cards for the ultra-poor and deprived parts of society (WHO, 2015). In 

addition, community clinics and maternal care vouchers provide limited health services under existing reforms 

(WHO, 2015). The proposal for health insurance in the formal sector did not address the informal and rural 

segments. However, a limited attempt was made by non-government organizations such as the Bangladesh Rural 

Advancement Committee (BRAC) in the form of health micro-finance schemes for the rural sector (Molla and 

Chi, 2017) based on the economic capacity of the individuals. A “pre-payment” national health insurance 

scheme has been initiated on a pilot basis named “Shasthaya Shurokkha Karmoshuchi, SSK” on a limited scale 

as well (Ahmed et al. 2018; SSK 2014). 

Although a lack of relevant infrastructure prevailed for the vast informal sector while implementing health 

insurance schemes effectively in Bangladesh, the CBHI schemes increased access to healthcare, health-seeking 

behavior, and health equity in Bangladesh (Hamid, 2015). Above all, a positive return on investment in health 

was found which improved working conditions and productivity of people (Uddin, n/d). 

There was limited research on demand for the CBHI scheme in rural contexts of Bangladesh especially in the 

rural areas of the Gaibandha district, selected as the study area. Therefore, the acceptance level of the 

hypothetical CBHI scheme as well as the influencing factors of WTJ was unknown. To fill this gap, the present 

study was conducted to explore the acceptability of the CBHI scheme among respondents and identify which 

factors would influence the WTJ in the research area. Thus, the findings of the study will give insight to 

policymakers for planning, and developing the CBHI policies with the influencing factors as well as expand the 

scheme throughout the country. Thus, this will increase access and will ensure everyone receives the healthcare 

services they need, which can be a way towards achieving UHC. 
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Methods  

Research Approach  

The research was explorative where both quantitative as well as qualitative data have been used. 

 

Pre-survey Work 

To determine WTJ and willingness-to-pay (WTP) for the proposed CBHI scheme, a questionnaire survey was 

conducted. Before designing a questionnaire, some key informants were interviewed, such as community 

leaders, teachers, health workers, and village-level non-government (NGO) staff. To identify the factors for 

implementing the scheme in the research area as well as the status of perceived healthcare services, were asked 

to know. The representatives of the prospective healthcare providers of the scheme were interviewed as well to 

assess their attitudes towards the insured population. Moreover, a reasonable amount of time was spent, 

mapping the locations of the districts and villages, where the survey would be conducted. Some representatives 

of the reputed NGOs were interviewed to assess the WTP of the target population as well as the starting bid 

amount. As the NGOs, were implementing many programs including micro-credit and health programs, the 

appropriate amount for WTP of the poor people in the study area was well-known to them. Before the final 

survey, a pretesting (survey) was carried out on 50 respondents in the rural areas of the district. The key 

informant interviews (KIIs) were also carried out to get supportive information about the functioning, problems, 

and prospects of the scheme. 

 

A Hypothetical CBHI Scheme Scenario 

Assuming that people will willing to pay a premium for a hypothetical CBHI scheme, would be contracted for 

one year to become a member. A particular portion of the insured people will fall ill during the period and will 

require healthcare services were assumed also. Hence, insured people would have no financial barriers to 

getting treatment for illnesses. Therefore, access to healthcare services through the scheme would increase. 

Thus, the insured members do not need to search for credit or sell assets while suffering illness. They do 

not need to delay in seeking care, will get quick recovery from their illness, and can return to work sooner. 

Generally, people living in rural areas rely mostly on their labor work for income generation (Jutting, 2003). 

However, the significant decline in income of insured members can be prevented by the protection of 

productive resources. Income would be stabilized and consumption would be more stable and sometimes even 

higher, resulting in positive impacts on health through the CBHI scheme. As a result, improved health will raise 

the gross income of the households. Moreover, as income rises, the demand for healthcare increases because of 

higher opportunity costs. Thus, it will encourage people to extend their membership which will also induce 

others to join the scheme as well. Therefore, the demand for health insurance will increase as well. In this 

situation, people would be willing to expend more money on defending against the barriers accessing to 

healthcare services than before, which will probably increase the utilization of health facilities and thereby will 

increase the financial resources of the facility. Hospitals or health facilities could use the financial resources to 

improve the quality of healthcare, such as by increasing the availability of drugs and purchasing surplus 

essential medical equipment, etc. Better quality of healthcare will enhance the expectations of people, to get the 

value of their expensed money during the time of illness which will thereby enhance the demand for health 

insurance as well. Risk pooling will therefore increase and that will in turn increase the participation rate which 

will reduce the administrative cost of insurance per member. The premium would be reduced due to “Economies 

of Scale”. Lower premiums will once more enhance the demand for health insurance and population coverage.  

 

Characteristics of the proposed benefit package included in the CBHI scheme 

A hypothetical scenario with a benefit package of the CBHI scheme was presented to the respondents of the 

study area to express their WTJ for the scheme. The proposed benefit package consisted of both curative and 

preventive services where doctors would provide consultations and play an important role in controlling 

endemic diseases. At the primary stage of the scheme, a low intensity of hospital care would be included, by 

raising the pooling fund, the intensity of hospital care will increase as well. Some basic primary healthcare 

services like outpatient care (only free consultation charge), inpatient care (limited at the primary stage), 
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maternal and child health services, etc. as well as secondary care on a referral basis would be offered at the 

primary stage of the scheme. A 15-25% discount on retail price for drugs with 14 types of services was included 

in the benefit package and the discount for drugs based on medicine category was included. The premium of 

BDT1200 annually or BDT100 monthly per household had been settled to get a membership card of a CBHI 

scheme. Similarities were found in the proposed benefit package with a concept paper of Bangladesh, SSK 

(SSK, 2014), where it was BDT1000 annually per household. In addition, among population groups, the 

proposed CBHI scheme expressing will run on a cross-subsidization method. 

 

Study area, Study time, and Study focus  

A questionnaire survey was carried out in the rural areas of the Gaibandha district. The survey was conducted 

from February 2019 to March 2019 which was the period of surveying with the focus of the study on the rural 

people of the Gaibandha district.  

 

Sampling  

For selecting the sample size, a technique by Taro Yamane (1967) was used. In the study, a simple random 

sampling technique has been used in two ways. Firstly, a total of 4 (four) Upazilas were selected from a total of 

7 (seven) Upazilas of the Gaibandha district named Fulchhari, Gaibandha Sadar, Gobindaganj, and Sundarganj 

(BBS 2011). Secondly, 2 (two) villages were selected randomly from each Upazila and 560 respondents were 

considered to conduct the survey. Finally, 516 were selected as the study sample and 44 were excluded, having 

no income. 

 

Sources of Data 

The primary data was collected using a questionnaire survey. Whereas, various reports, books, journal articles, 

web pages, and documents were used as secondary data sources. 

 

Statistical Analysis 

Statistical Package for Social Science (SPSS) version 26 was used for the statistical analysis. To describe the 

data, descriptive statistics (i.e., frequencies, percentages, mean values with standard deviations) were used. As in 

previous studies, binary logistic regressions were conducted with willingness-to-join (WTJ) to the CBHI scheme 

as a dependent variable. Hence, respondents were categorized as willing to join or unwilling to join to CBHI 

scheme as the “YES” or “No” category. The results of logistic regression were reported as adjusted odds ratios 

(AOR) with a p-value less than 0.05 was considered significant (5% level of significance) at a 95% confidence 

interval (Khatiwada et al., 2017). 

 

Results and Analysis 

Demographic and Socioeconomic Characteristics  

In a total of 516 respondents (Table 1), 65.9% reported being male and 34.1% reported being female where any 

family member who was above 18 years old as well as a permanent resident, was a respondent for the interview. 

Among the sampled respondents, the mean age was 38 years (Mean ±𝑆.𝐷;38± 12.567), and a total of 38.2% 

were from the age group lowest up to 30 years and 38.4% were from 31-45 years who were very close together 

in percentages, whereas 23.4% of them were 45 and above years old considered as elderly who need the care the 

most. On average, there were five members in the family, with the majority (73.3%) of them having three 

members or less. The most significant percentage of respondents were employed in daily labor, 37.8%, followed 

by 22.7% of service holders, although many of them worked as salesmen, waiters, or other informal workers. A 

very small percentage worked in the formal sector, 21.3% in businesses, and 18.3% in agriculture. There were 

42.8% of respondents with primary level education, followed by 37.0% who lacked any kind of formal 

education, 15.5% who had secondary or higher secondary education, and only 4.7% who had graduated or 

higher degrees. Among the lowest incomes, the minimum was BDT 18000, and the maximum was BDT 650000. 

The mean annual income was BDT112852 (Mean±𝑆.𝐷; 112852 ± 85322.641), where the minimum income was 

BDT 18000 and the maximum income was BDT 650000 annually.  
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Table 1: Demographic and Socioeconomic Status of the Study Respondents among the  

Rural People in the Gaibandha District (n=516) 

 Variables Percentage Mean Minimum Maximum 

Gender  

Male  

Female  

 

65.9 

34.1 

 

  _ 

 

  _ 

 

_ 

Age group  

Lowest up to 30  

31-45  

45 above  

 

38.2  

38.4  

23.4  

 

 

38 

 

 

18 

 

 

80 

Family size  

Lowest up to 3  

4 to 7  

>7  

73.3  

25.8  

1.0  

 

5 

 

 

1 

 

14 

Education  

No education  

Primary  

Secondary and 

Higher Secondary  

Graduation / 

Masters  

 

37.0  

42.8  

15.5  

 

 

4.7  

 

 

  _  

 

 

   _  

 

 

   _  

  

 

Occupation  

Service holder  

Business  

Farmer  

Daily labor  

 

22.7  

21.3  

18.2  

37.8  

 

 

  _  

 

 

   _  

 

 

   _  

Annual income  

Lowest up to 

100000  

100001-200000  

200000 above  

 

64.0  

 

26.9  

9.1  

 

 

112852  

 

 

18000  

 

 

650000  

Note: The mean, minimum, and maximum values have been shown only for continuous variables 

Knowledge of the CBHI Scheme 

 

The knowledge regarding the CBHI scheme (Fig 1) was considered very poor which was2.9% in the study area, 

those who have heard it from friends or relatives and mass media. In contrast, 97.1% did not know about the 

scheme. 

 

WTJ and WTP for the CBHI Scheme  

Households with 90.1% were willing to join (Fig 2 and Fig 3) the CBHI scheme whereas the WTP of 

interviewed households was 86.2%, while 13.8% refused to pay for the program. The average WTP was found at 

BDT 97.34 (1.148 US dollars, USD). 

 

Households with Outpatient Care Expenditures  

A very tiny percentage of sampled households (3.6%) had to meet outpatient expenditures (Fig 4) with the 

amount of BDT 5000 and above during the year preceding the survey. The majority of households (60.5%) had 
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outpatient expenditures within BDT 1001-5000 and 35.9% had to meet the expenditures within the amount from 

lowest up to BDT 1000. 

 

Distance from the Preferred Hospital (km)  

 Over half of the respondents (53.9%) who were the majority portion (Fig 5) lived 4-20 km away from the 

hospital, 25% lived up to 3 km, and 21.1% lived over 20 km away. 

 

Choice of the scheme by respondents 

According to the study, 96.7% of respondents preferred (Fig 6) to run the hypothetical CBHI scheme through 

government initiatives, and only 3.3% preferred private initiatives. 

 

Trust in the implementation committee 

In this study, 96.7% (Fig 7) of respondents stated that they would trust the implementation committee to operate 

the hypothetical CBHI scheme. On the other hand, only 3.3% of respondents noticed that they would never trust 

the implementation committee. 

Fig-7: Trust in the implementation committee by respondents 

 

 

 

Results and Analysis of Binary Logistic Regression 
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Table 2: Regression analysis of factors associated with WTJ 

Variables β (S.E.) Sig. AOR 95% CI 

 Upper 

Bound 

Lower 

Bound 

Gender  

Male -.418(.361) .247 .659 .325 1.335 

Female Reference 

Age 

Lowest up to 30 years -.718 (.483) .137 .488 .189 1.257 

31-45 years -.293(.431) .496 .746 .321 1.735 

45 years above Reference 

Education 

No education .230(.381) .546 1.259 .596 2.658 

Primary -1.137(.733) .121 .321 .076 1.349 

Secondary and Higher 

Secondary 

-.341(.955) .721 .711 .109 4.627 

Graduation/Masters Reference 

Occupation 

Service holder -.384(.579) .507 .681 .219 2.117 

Businesses .226(.423) .593 1.253 .547 2.873 

Farmer -.557(.520) .284 .573 .207 1.588 

Daily labor Reference 

Annual Income 

Lowest up to 100000 -.302(.777) .698 .740 .161 3.393 

100001-200000 -1.062(.811) .190 .346 .071  1.694 

200000 above Reference 

Family size 

Lowest up to 3 2.567(1.133) .023 13.025 1.414 119.990 

4 – 7 1.651(1.087) .129 5.212 .619 43.924 

7 above Reference 

Annual Outpatient expenditures  

Lowest up to 1000 -1.416(.637) .026 .243 .070 .846 

1001-5000 -1.462(.616) .018 .232 .069 .776 

5000 above Reference 

Distance from hospital 

Lowest up to 3 Reference 

4-20 -.827(.373) .026 .437 .211 .908 

20 above -.058(.487) .905 .944 .363 2.452 

Choice scheme 

Public -1.422(.707) .044 .241 .060 .965 

Private Reference 

Trust in the implementation committee 

Yes -1.705(.651) .009 .182 .051 .651 

No Reference 
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From the above Table-2, the adjusted model confirmed that family size (OR = 13.025, 95% CI = 1 .414 - 

119.990, p = .023; when the family size was lowest up to 3 with the reference category was “7 above” numbers), 

annual outpatient expenditures (OR = .243, 95% CI = .070 -.846, p = 0.026 when the expenditure level was from 

lowest up to 1000BDT, OR = .232, 95% CI = .069 -.776, p = 0.018 when the expenditure level was from 1001-

5000BDT with the reference category was “5000 above BDT”), distance of residence from hospital (OR = .437, 

95% CI = .211 - .908, p = .026; when the distance of residence was 4-20 km away from hospital with the 

reference category was “lowest up to 3 km”), choice scheme (OR = .241, 95% CI = .060 - .965, p = .044; when 

the respondents wanted to operate the scheme under government (public) initiative with the reference category 

was “private”) and trust in the implementation committee (OR = .182, 95% CI = .051 - .651, p = .009; when the 

respondents had trust on the implementation committee with the reference category was “no”) were all 

significantly associated with WTJ. 

The following model was run  

Logit (WTJ) = f (Family size, annual outpatient expenditure, distance from hospital, choice scheme, trust in the 

implementation committee)  

As shown in Table 2, five independent variables made a statistically significant contribution to the model. 

Binary logistic regression was used to assess the impact of several factors on the WTJ to CBHI scheme that 

respondents had reported. The model contained five independent variables (Family size, annual outpatient 

expenditure, distance from hospital, choice scheme, and trust in the implementation committee). The full model 

containing all predictors was statistically significant as the chi-square value was 46.361 with p-value =.000 

means p<.001, indicating that the model could distinguish between respondents who reported and did not report 

WTJ for the CBHI scheme. The model as a whole explained between 8.6% (Cox and Snell R-square) and 18.1% 

(Nagelkerke R-square) of the variance for the WTJ to CBHI scheme and correctly classified 89.9% of cases. 

Hosmer and Lemeshow's test identified that the model had a chi-square value of 9.803 with degrees of freedom 

8, p-value =.279, indicating the model is a good fit rather than a poor fit. Thus, the model adequately fits the 

data. 

Results from Table 2, though the education level showed statistically insignificant results, the adjusted model in 

multivariate analysis (through the odds ratio) showed that respondents who had no education compared to those 

who graduated or had masters degrees were more likely to be willing to join to the hypothetical CBHI scheme. 

Besides, the respondents who were engaged in businesses were more likely to be willing to join the CBHI 

scheme compared to the daily labor, though it showed statistically insignificant results. 

When the number of family members was lowest up to 3 and 4-7, those households were significantly more 

likely to be willing to join the CBHI scheme, compared to the reference category which was family members of 

7 above. The respondents that had annual outpatient expenditures with the lowest up to 1000 BDT and 1001-

5000 BDT, were significantly less likely to be willing to join the CBHI scheme compared to the households that 

had annual outpatient expenditures with 5000 above BDT. The respondents that were living 4-20 and 20 km 

above far away from the hospital compared to the lowest distance of the lowest up to 3 km away, were less 

likely to be willing to join the CBHI scheme. The respondents who wanted to operate the scheme under 

government initiatives were less likely to be willing to join the CBHI scheme rather than private initiatives. The 

respondents that had trust in the implementation committee of the hypothetical CBHI scheme, were significantly 

less likely to be willing to join the scheme, compared to the households that had never trusted. 

 

Discussion 

To simplify the understanding of a new concept as the CBHI scheme in the Gaibandha district, presenting the 

scenario of a hypothetical scheme to the respondents was very significant. Among the sampled respondents, 

about 90.1% of households had WTJ to the CBHI scheme, whereas 9.9% had not the WTJ to the scheme. In a 

study of Ethiopia, there were 77.8% of people who had WTJ to the CBHI scheme (Haile et al., 2014) and in a 

study of Nigeria, 60% of the respondents were willing to participate in the CBHI scheme, whereas 21.7% were 

not (Oriakhi et al., 2012). It was viewed from the survey that some poor households were interested in joining 

the scheme but they could not pay for the required insurance premium. The major reason identified for non-
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participation in the scheme was, financial constraints whereas, in Ethiopia (Haile et al., 2014), one of the reasons 

identified for not WTJ was that they did not need health insurance.  

From the study results of adjusted estimates, it was found that the WTJ to CBHI scheme was significantly 

influenced by family size, annual outpatient expenditure, distance from the hospital, choice scheme, and trust in 

the implementation committee.  

Households having smaller family sizes were significantly more likely to join the CBHI scheme than those with 

comparatively larger family sizes as they were more conscious about their health. Although some have shown 

their high WTJ to the CBHI scheme with larger family sizes, having a large family size may serve as an 

encouragement to participate in CBHI, which was likely to reduce the medical bills of the majority of the 

respondents.  In a study of Ethiopia, it was explored that the WTJ increased when the number of household 

members increased, which was inconsistent with the study results from adjusted estimates (Haile et al., 2014). In 

a meta-analysis (Dror et al., 2016), from the results of Asian studies, there was a negative association between 

family size was found with enrolment in the CBHI scheme, and from the results of Sub-Sahara African (SSA) 

studies, there was a positive association was found with enrolment in CBHI scheme, were reported. 

Incurring lesser outpatient expenditures had less WTJ compared to those who had more outpatient expenditures. 

This indicated that the WTJ decreased for those households that had smaller outpatient expenditures. Having 

fewer expenses, they thought they could manage the expenses and did not need health insurance coverage, 

which served as an unwillingness of joining to the CBHI scheme. 

Households that had trust in the implementation committee had significantly lesser WTJ compared to those that 

had no trust in the committee. In the study of Ethiopia, trust as social capital was positively associated with WTJ 

(Haile et al., 2014). In a meta-analysis (Dror et al., 2016), trust in the management committee of the CBHI 

scheme, was identified as a facilitator for deciding enrolment in the CBHI scheme, whereas distrust was 

identified as a barrier to deciding enrolment in the scheme successfully. However, in the current study trust was 

explored as like as an important predictor for joining the CBHI scheme. 

Respondents that had no education level, were more likely to be willing to join the CBHI scheme which was 

explored in the study. The finding is consistent with the study in Ethiopia, where respondents who had no 

education were more likely to join the CBHI scheme compared to those who had an education (Haile et al., 

2014). In a meta-analysis (Dror et al., 2016), there was a positive association between the educational level of 

the household head with enrolment in the CBHI scheme. 

Respondents who were engaged in businesses were more likely to be willing to join the scheme compared to 

daily labor who had no regular cash flow of income. As 90.1% were willing to join, 86.2% were willing to pay 

due to their financial barriers with irregular cash flow of income. Though an up-and-down trend exists in 

businesses, they have a comparatively regular cash flow of income than daily labor. Thus, more WTJ were 

expressing who were engaged in businesses. 

Respondents living far away from the hospital had less WTJ for the CBHI scheme. Respondents could use the 

health services frequently within smaller distances when needed and make use of the money to pay for insurance 

premiums. Thus, less WTJ existed for bigger distances. 

Although 96.7% of respondents wanted government involvement to operate the scheme rather than private 

initiatives, they were less likely to be willing to join the CBHI scheme. The reason may be attributed to some 

respondents expressing that after running the scheme will decide to join. 

 

Recommendations 

The banking sector of Bangladesh is still facing higher amounts of default loans and scams. Hence, the 

government should take the initiative to restore discipline in the macroeconomic zone as it could affect every 

sector of the economy as well as the health sector. A well-thought-out healthcare financing strategy is important 

to addressing the problems associated with healthcare utilization. Providing proper healthcare requires 

coordination between health policymakers and local healthcare providers. 
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The knowledge regarding the CBHI scheme was very poor, although the acceptance level was considered high 

in the study area. Thus, marketing strategies are needed to stimulate awareness and knowledge regarding CBHI 

schemes at the community level. Therefore, the government of Bangladesh should take initiatives to raise 

awareness among low-income rural people. Some major challenges that exist in health service utilization in 

government health facilities are a lack of available medicines, poor service delivery, a lack of diagnostic 

services, an insufficient number of skilled health professionals, and a shortage of ambulances. Besides, In 

Bangladesh, as most of the rural populations are informally employed, there is a great challenge to pay a 

premium for these vast populations.To address such issues, properly equipping the healthcare facilities, 

developing monitoring systems, and training health personnel to generate a skilled health workforce are 

prerequisites in this regard. Besides, exchanging best practices, resources, and expertise with international 

organizations, NGOs, and neighboring countries can be a great way to address health challenges.  

 

Conclusion 

The financial protection offered by health insurance reduces the risk of illness. The acceptance level of the 

CBHI scheme can be considered as high as the majority (90.1%) of the population in the study area wanted to 

participate in the scheme. Hence, initiating the scheme must be beneficial for the target population in the 

research area. The findings of this study will be useful to policymakers in deciding on the determining factors of 

WTJ as family size, annual outpatient expenditure, distance from the hospital, choice scheme, and trust in the 

implementation committee, among the rural people of Gaibandha district for initiating the CBHI scheme 

successfully. Weaknesses of the healthcare system can be identified by considering the determinants of WTJ. 

Through this effort, specific measures could be taken to improve public health. However if those issues are not 

taken into consideration while designing the scheme and along with if the scheme is not managed properly, then 

the utilization rate of healthcare services will decline drastically which will create barriers to achieving UHC.  
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Testing hypothesis on theory of social networking, societal  

banking and empowerment of People: A Conceptual view 
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Abstract 

Poor and underprivileged people should come under the banking system so that equitable distribution and 

social justice can be achieved. Informal sector is playing vital role than formal sector of the country. Micro 

savings should under the working purview of the micro investment for which social networking and 

community banking is needed. Research question of the sturdy is whether social networking and societal 

banking can transform micro savings to micro investment? The theory was developed for considering 

financial inclusion, to attain equitable distribution and social justice. A theory was developed by Ali (2016) 

which need to be tested. The theory was also interlinked with some goals of Sustainable development 

goals.Social networking, societal banking and empowerment of people may be empirically tested in different 

countries of the world and also at Bangladesh by various researchers to give a structural formation, cost-

benefit analysis, shadow pricing, validation and reliability of the theory in the real life scenario both global 

and domestic perspectives with a request to inform the result to the author. 

Keywords: Micro savings, Micro investment, Societal banking, Social networking, Social capital, 

empowerment of People, Gender equality 

 

Introduction 

Poor people of the country often did not get any sort of banking services. Without banking involvement, they 

have to depend on informal sector. As such informal sector have been playing vital role in the economy without 

accountability and transparency. Micro savings ought to come under the operational purview of the micro 

investment through social networking and societal banking-based system is required. Otherwise micro savings 

cannot give good results rather it will have some problems which was raised in Uganda, Rwanda etc. countries. 

In case of Pareto’s optimality criteria of utility theory, Hicks, Kaldor and Scitovsky described that social welfare 

could be increased without making value judgments. As such Pareto optimality of the people can be attained in 

line of social welfare so that compensation package can be attained. In the free market economy govt. can 

intervene at least invisible manner. For poorer people, govt. needs to set up some procedure of redistribution, 

arranging equitable righteousness, removing income inequality and to attain social justice. 

Social networking is the exercise of intensifying the quantity of one's business and/or social contacts by 

constructing acquaintances from side to side entities, often through social media along with social capital, social 

business and social investment. Social entrepreneurs are the people most able to deliver that innovation 

(Leadbeater, 1997). This are a social structure entailing of persons or collections that are associated to each 

other, for example through relationships.  When these networks are characterized in a database and with a web 

interface, it is frequently mentioned to as a “social network service”. However, in traditional system there is no 

web interface or social media but social capital, social business and social investment works simultaneously. A 

social network perspective on strategic alliances can have both descriptive and normative outcomes that provide 

valuable insights for theories of strategic management, organizational theory, and sociology. Incorporating 

social network factors into our account of the alliance behavior of firms not only provides us with a more 

accurate representation of the key influences on the strategic actions of firms, but has important implications for 

managerial practice as well, many of which have yet to be explored (Gulat,1998). Interest rate on lending in the 

informal sector is very much high in Bangladesh than the formal sector of the country (Ali, 2016).Societal bank 

will help to raise financial inclusion as now only 50% people in Bangladesh are financially included. 

                                                      
*       Professor, Dhaka School of Economics, Bangladesh, Email: pipulbd@gmail.com, bdmahboob2016@hotmail.com 
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Rahman (2013) described that financial inclusion promotes inclusive growth, productive capacity, youth 

employment and combats poverty by unblocking advancement opportunities for the disadvantaged poor. Lack of 

access to basic financial services leads to significant extent of social exclusion in education, employment 

opportunities and social safety net. The finance minister of Govt. of Bangladesh AMA Muhith has proposed to 

increase the volume and coverage of the government’s social safety net programmes in the 2017-18 fiscal year 

to improve the living standards of the poor in the national budget speech. He proposed to raise the number of 

recipients of old age allowance to 3.5 million from 3.15 million, widow and oppressed women allowance to 1.27 

million, disability allowance to 825,000, education stipend for students with disability to 10,000 at both primary 

and secondary levels, and maternity allowance to 600,000.Tk11.35 crore has been allocated as a special 

allowance for transgender people, while the allowance for financially insolvent disabled people has been 

increased to Tk700 per month. In addition, the government will continue the existing social protection 

programmes, including the Vulnerable Group Development (VGD) programme. The government has already 

employed emergency schemes to provide 30kg rice every month to each of the 330,000 bona fide destitute and 

flood-affected families in Haor areas, the finance minister said in his budget speech. In addition, Tk57 crore has 

been allocated to provide cash assistance to the affected people on a monthly basis.Tk82.07 crore has been 

allocated for 91,447 beneficiaries under the Employment Generation Programme for the Poorest (EGPP). 

Still in Bangladesh informal sector is much larger than formal sector where employment opportunity is very 

high in Bangladesh. In the country, 87 per cent of the labour force is employed in the informal economy 

according to the labor report on 2010. Those who working in the informal economy includes wage labourers, 

self-employed persons, unpaid family labour, piece-rate workers, and other hired labour.   

Informal credit market in the absence of regulatory framework is working without any sort of hindrance in the 

country which needs to bring under supervisory framework. Siddique (2008) described that in the country credit 

is provided by informal lenders who may be friends and relatives, by mahjans who are intermediaries with trade 

and/or production relationships with enterprises, and by traditional money-lenders. The informal market is 

potentially large and expanding.  

Below we have seen the informal credit market of the country in Figure 1. 
 

Figure 1: Bangladesh Informal credit Market 

 

(Source: Siddique, 2008) 

Interest rate in the informal market is much higher than formal market and job security as well as obtaining 

direct taxation form the informal sector is not feasible. As such social networking and societal banking may help 

to convert formal sector. 

Rahman (2017) quoting labor force survey 2015-16, majority of employment is generated in the agriculture 

sector, but employment is gradually shifting to the services sector. Contribution of service sector employment 

has been growing, with 36.9% of employment generated in 2015-16, compared to 34.1% in 2013 is shown in 

following Figure 2. 
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Figure 2: Types of Employment in Informal sector 

 
(Source: Rahman, 2017) 

 

In the informal sector 87.8 percent totally is working while 11.4 percent is working in the formal sector. As per 

the following data formally employed in multiple jobs is zero percent. Formally and informally employed in 

multiple jobs is 0.1 percent in totality basis. Informally employed multiple jobs are totality basis is 0.6 percent. 

On the basis of Table 1 we have shown Figure 2 above. 

  

Table 1: Number of Employed Persons by Nature of Employment and Urban/Rural 

Nature of Employment                                                                        % to Total Number of Employed 

    Urban Rural  Total 

Formally employed in one job only            23.9 7.7 11.4 

Informally employed in one job only         75.5 91.5 87.8 

Formally employed in multiple jobs        0   0   0 

Formally and informally employed in multiple jobs    0.2   0.1   0.1 

Informally employed in multiple jobs   0.4   0.7   0.6 

Total employed                                                       100 100 100 
(Source:http://www.wiego.org/sites/default/files/publications/files/Asian-Devt-Bank-informal-sector-informal-employment-

bangladesh.pdf,Viewed on 1st June, 2017) 

Entrance to the formal monetary system leftovers to a contest for the underprivileged people of the country as 

existing financial system mostly ignoring them. Current banking system of the country has missing services for 

a larger portion of the people. As such the country need alternative banking framework at a least cost 

combination and helping the underprivileged people. Moreover, some NGOs are not working due roles as they 

are charging higher interest rate which is not feasible for borrowers to repay without cutting welfare and social 

ignorance. Micro savings need to be encouraged to bring the unprivileged people to the banking system. With 

the introduction of the electronic banking current commercial banking rate is much higher. 

We have shown Gini index of Bangladesh from 1988 to 2016 in Figure 3 below: 

 

http://www.lightcastlebd.com/blog/wp-content/uploads/2017/06/3.3.png
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Figure 3: Gini Inde of Bangladesh 

 
(Source: https://tradingeconomics.com/bangladesh/gini-index-wb-

data.html#:~:text=Gini%20index%20in%20Bangladesh%20was,Bank%20on%20July%20of%202022,viewed on 1st April    2022) 

 

Research question of the sturdy is whether social networking and societal banking can transform from micro 

savings to micro investment? 

 

Need of the Study 

The study arises to develop a theoretical framework how social networking which is working for long historical 

background can help societal -based development purpose so that poor income strata of the people can have 

better livelihood. If only micro savings is accumulated but allocation and distribution cannot occur than it will 

be a burden for those who keep the money at their hand due to time value of money. Moreover, sometimes in 

the country multilevel marketing (MLM) companies are preying on regulatory and human weaknesses. They are 

managing funds and doing banking business illegally, but openly. Asset managers, merchant bankers, brokers or 

portfolio managers who manage others' wealth are subject to government license to operate (Daily Star, 2011).  

As such if societal banking can be used under a regulatory basis then it may have a larger impact on 

transformation process of micro savings to micro investment and risk of theft-burglary will reduce. 

 

Objectives of the Study 

The study has been undertaken with following objectives: 

i. To assess whether any need for a new theory for doing economic development of poorer segment of the 

country; 

ii. To examine how social networking and societal banking can help for attaining empowerment of people; 

iii. To provide some suggestions for arranging distributional economic benefits and transformation from 

informal sector to formal sector. 

 

Literature Review 

Acemogluand and Ozdaglar (2009) described that social and economic networks refer to a set of people or 

groups of people with some pattern of contacts or interactions between them. Face book, friendship networks, 

business relations between companies, intermarriages between families, labor markets. Recent years witnessed a 

substantial change in network research. From analysis of single small graphs (10-100 nodes) to statistical 

properties of large-scale networks (million-billion nodes). Motivated by availability of computers and computer 

networks that allow us to gather and analyze large scale data. Gangopadhyay and Dhar (2014) described that 

social networking and online privacy seriously turn out to be a serious concern when sensitive information is 

being shared and with the changing definition of ‘social networking’ in this internet age. Riggio (2014) 

described that Social intelligence (SI), is mostly learned. SI develops from experience with people and learning 

from success and failures in social settings. It is more commonly referred to as “tact,” “common sense,” or 

“street smarts”. Lake and   Huckfeldt (1998) argued that politically relevant social capital is generated in 
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personal networks, that it is a by-product of the social interactions with a citizen's discussants, and that 

increasing levels of politically relevant social capital enhance the likelihood that a citizen will be engaged in 

politics. Further, the production of politically relevant social capital is a function of the political expertise within 

an individual's network of relations, the frequency of political interaction within the network, and the size or 

extensiveness of the network.   The consequences of social relations within networks are not readily explained 

away on the basis of either human capital effects or the effects of organizational engagement. Actually, social 

relations are very important. As such social intelligence and social entrepreneurship works with social 

networking. Social mixing should form an integral part of social intelligence development in teenagers. It argues 

that parents may have an important role to play, as older generations own circles also remain relatively closed to 

different cultures, backgrounds and upbringing. The success of a new venture often depends on an 

entrepreneur's ability to establish a network of supportive relationships. 

Leadbeater (1997) argues that social entrepreneurs need to lead the way with schemes for self-help, particularly 

by promoting local, national and international twinning arrangements between projects to share ideas, contacts 

and staff. For liberal feminists, the optimum level of gender arrangement is one that facilitates the individuals to 

adopt the life style that suits him or her and also accepted or respected (Ritzer, 2001) by the society at large. 

However, liberal feminists are not in favor of structural change to a great extent.  Furthermore, some of liberal 

feminists think that individual woman cannot make change; therefore, state intervention is prerequisite.  

BarNirand Smith (2002) argued that the social networks of senior executives account for 11–22 % of the 

variance in the degree to which firms engage in alliances, depending on the type of alliance. Results also show 

that the number of inter firm alliances is positively related to several networking properties (propensity to 

network, strength of ties, and network prestige. Hunt and Kasynathan (2002) pointed out that only a few 

numbers of women receiving credit had the ability to control their loans. Many women received loan by their 

own name and passed on the full amount of their loans directly to their husbands, sons or sons-in-law.  Swain 

(2006) conducted a study following experimental research design in rural India and assessed the potential 

impacts of a microfinance institution named Self Help Group (SHG).  The concept of women empowerment was 

defined as the process in which the women challenge the existing norms and culture to effectively improve their 

well-being.  Karnani (2007) summarized following problems of microcredit from various studies: Microloans 

are more beneficial to borrowers living above the poverty line than to borrowers living below the poverty line 

microcredit; seems to do more harm than good to the poorest; microcredit is the businesses it is intended to fund. 

Williams & Durrance (2008) found that across a number of instances of community technology, technology use 

is directly influenced of social networks, and social networks are directly influenced by technology use. Perron 

(2011) examined case by case the various approaches from companies, public sector entities, philanthropy, etc., 

and also institutional and private investors in their availability as well as their specific legal capacities and 

limitations to deliver the funding required supporting the growth. Such initiatives are vital in the fight against 

poverty and income inequalities. Batool (2013) commented that implementation of emotions intelligently in any 

organization by a leader to be effective and efficient plays a vital role to leader effectively. Emotional 

intelligence is one of the useful tools which helps a leader to judge people more clearly and closely and build a 

connection between people. 

Bhattacharya et al. (2014) described that social networking has affected the process of marketing and how 

present-day marketing activities is highly dependent on this phenomenal process of social networking. Also 

focus has been laid on how social networking affects the process of market signaling and hence reduces the 

possibility of asymmetric information within a market and lowers the possibility of market failure for a 

particular product.  Yang et al. (2014) observed that social intelligence and technology explore the roles of 

information, the Internet, and mobile technology in improving our understanding about human behaviors and 

social interaction in human society at the individual, interpersonal, and community levels—building a 

sustainable social environment, developing social intelligence, and having practical applications with major 

impacts in solving societal problems such as health, security, energy, and the environment. Ali(2016) suggested 

that establishment of integration fund to encourage creative entrepreneurship so that poor downtrodden people 

can come out with innovative business process through financial inclusion process, to remove poverty. 

Rattanawiboonsom and Ali (2016) more intensive and pragmatic policy should be developed for the 
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development of the social enterprises particularly for self-motivated entrepreneurs. Experiences from the 

research work, they observed that the rural poor are mobilized and working together in self-controlled societal 

based organizations which ensures social welfare and Pareto optimality. Not only small and medium enterprises 

but also micro enterprises should get special priority and inclusion through financial organizations are being 

required for developing proper steps to poverty alleviation, public-private and foreign strategic alliances are 

required in the small and medium enterprise sector with special emphasis on micro enterprises of the country. 

This alternative framework was an attempt to develop a theory on how social networking facilitates to empower 

people which were developed by Muhammad (2016) to test  any country  The study will extensively tries to 

display an integral part  regarding different dimensions of empowerment before involving in social networking 

and after involving in social capital, social  along with business and social investment along with social 

intelligence ,social enterprises along with micro savings transformed to micro investment. Social intelligence is 

also one of the key components to readdress to come out from poverty. In Current century a greater role is being 

played by social media for which interpersonal connectivity in vital. Environmental scanning for doing the 

business is vital specially to ease the business process and local economies. Empowerment of people rises from 

decision making process when people do have purchasing power capability. Community banking framework 

should be developed under a regulatory framework which will work starting in joint effort of Pali Sanchya bank, 

Karmasonsthan bank and postal savings deposit and creating postal investment sector. 

Societal banking idea is larger than agent banking or mobile banking. It will give the scope of financial 

inclusion and current 80% people who are working informal sector will gradually transformed to the formal 

sector. This will also help to raise direct taxation as well as employees’ job satisfaction and job security. 

Technological diffusion, innovation, creativity and suitable regulations by the local level planning with local 

level law of the province are the key to deepening financial inclusion analysis where nano saving must be 

transformed to nano investment. Community banking will help to expedite the process of social networking and 

ultimately empowerment of people. 

In Figure 1, we have seen a model as concept developed by Ali (2016) based on aforesaid discussion in this 

section as Social Networking Model and empowerment of people through transformation of Micro savings to 

micro investment with the help of community banking .However social education in the form of formal or non-

formal is very important to act as a complementary. 

The Rabobank view (2005) described that Rabobank was founded in the Netherlands more than a hundred years 

ago as a co-operative bank providing access to financial services for small farmers and offering a secure option 

for savings to the local community. The driving force behind the Rabobank Group has always been to create 

opportunities for individuals and organisations to participate fully and independently in economic activities. 

Rabobank has developed an integrated concept of sustainable rural financing in developing countries. In 

addition, Rabobank participates through its different departments in international platforms and partnerships 

concerning the challenge of economic development in developing countries.  

Mallick (2009) found that moneylender interest rates go up with the percentage of households borrowing from 

Micro Financial Institutes (MFIs). Productive investment of loan lowers moneylender interest rates. But MFI 

program expansion increases moneylender interest rates in the villages in which more loans are invested in 

productive economic activities. As loans are utilized in productive purposes, the likelihood of repayment 

increases so that moneylenders are able to charge lower interest rates. 

Dupas et al. (2012) depicted that while simply expanding access to banking services   will benefit a minority, 

broader success may be unobtainable unless the quality of services is simultaneously improved. There are also 

challenges on the demand side, however. More work needs to be done to understand what savings and credit 

products are best suited for the majority of rural households. 

Ngalemwa (2013) described that village Community Banks (VICOBA) have benefited people in reducing their 

income poverty by playing an important role in enabling the poor to save and access credits. VICOBA lending 

model is a unique and an effective tool for development of rural communities. 
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Halim et al. (2016) found that the series of income inequality and savings demonstrate a nonlinear relation in 

Bangladesh. Savings behave differently at different level of income inequality. Moreover, this nonlinear 

relationship is due to changes in economic policy. From our data set we can see that economic liberalization has 

improved the inequality situation of our country and caused savings GDP ratio to increase.  

Valkenburg and Piotrowski (2017) argued that the negative spin that youth and media research often receives in 

the news can give most people the idea that media primarily have negative effects on children and adolescents. 

The Sustainable Development Goals (SDGs) possesses 17 Goals build on the successes of the Millennium 

Development Goals, while including new areas such as climate change, economic inequality, innovation, 

sustainable consumption, peace and justice, among other priorities. The goals are interconnected – often the key 

to success on one will involve tackling issues more commonly associated with another. The SDGs work in the 

spirit of partnership and pragmatism to make the right choices now to improve life, in a sustainable way, for 

future generations. They provide clear guidelines and targets for all countries to adopt in accordance with their 

own priorities and the environmental challenges of the world at large. The SDGs are an inclusive agenda. They 

tackle the root causes of poverty and unite us together to make a positive change for both people and planet. 

“Supporting the 2030 Agenda is a top priority for UNDP,” said UNDP Administrator Helen Clark. “The SDGs 

provide us with a common plan and agenda to tackle some of the pressing challenges facing our world such as 

poverty, climate change and conflict. UNDP has the experience and expertise to drive progress and help support 

countries on the path to sustainable development. Ali et al.(2017) commented that policy makers should come 

forward to think how community banking with the applicability of the social networking can be used in local 

level planning system of the country. They also argued that people must be cautious about misuse of social 

media as reported by different dailies.Bank for International Settlements (2019) described that  for the hard 

societal questions of how resources should be distributed, and redistributed with tax policy and transfers, the 

responsibility is clearly with governments. 

 

Methodology of the study  

Based on aforesaid literature review and also objectives of the study, we observed that there is no clear study on 

impact of social networking and community banking for transforming micro savings to micro investment. As 

such the study intends to develop the theoretical model. The study used secondary sources. Time period of the 

study is from May 2020 to September 2020.The study tried to consider objectives of the study through 

conceptually for formulating the model. Further, through reviewing different literatures this study tried to 

develop some theoretical framework which helped to develop a proposed model. This is just a qualitative 

analysis not quantitative analysis. 

In future a separate study may be done considering social networking as a dependent variable while another 

study may be done considering community banking. Independent variables may be social capital, social medial, 

social business, social education, social entrepreneurship, purchasing capability, adding value, education level, 

and rise of income level among the people, Further another model can be done considering micro savings while 

independent variable will be social capital, social networking and community banking, competitive 

sustainability, efficiency, effectiveness, and micro investment. Through framing questionnaire, the future study 

may collect data and can do binary logistic regression equation and factor analysis. Otherwise structural 

equation may be done. 

However, this study only develops a proposed model as it is a conceptual study. 

 

Proposed Model 

Social Networking Model, societal Banking and empowerment of people is shown in chart 1 below: 
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Chart 1: Social Networking Model, Societal Banking and empowerment of people through transformation of 

Micro savings to micro investment 

 

 

 

 

  

(Source: Concept of a model built by Muhammad Mahboob Ali, 2016) 

 

Note: Aforesaid model may be tested by other researchers of various countries and inform to the author so that it can be scrutinized and 

further improvement of the model can be done, if necessary. Aforesaid proposed model indicate how micro savings can be transformed 

into micro investments. 

 

Analysis of the Findings and Discussions 

The result from the study tried to describe those people’s empowerment   which is closely related with Social 

Networking, Social intelligence and social entrepreneurship along with social capital and social investment all 

work as a holistic approach. Community bank will help financial inclusion which in turns endorses wide-ranging 

development, creative ideas and ventures, increasing occupational opportunities and contests lacking by 

releasing progressive changes for the underprivileged and deprived people of the country with the help of 

digitalization process. This will also reduce the fraudulent activities of the cooperative banks and fraud 

syndicates due to lack of proper supervision and monitoring. As such Govt. should take initiatives to set up 

community banking for the unbanked people at a cheaper rate but effective manner. Acemogluand and Ozdaglar 

(2009) comment on social and economic networks for improving the livelihood of the people as well as creating 

employment opportunity is feasible through using social networking and community banking. Social welfare is 

needed for the betterment of the poorer group of the country. Multilevel marketing (MLM) companies are doing 

different sorts of fraud by taking greediness and oppression among poorer section of the country. 

Social 

education 

–formal 

and 

informal 

Societal Banking can be 

established though and 

readdress as alternative to 

current banking through rural 

savings bank or Post office 

which can be used for micro 

savings and investment 

permitted by another special 

type of regulator. 

 

Financial 

Inclusion 
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However, there have been report that by a section of the people that misuse occurs in case of social medial 

towards under 18 years and female group. Further some reports indicated that social media misuse by terrorists. 

Constant monitoring on social media is required to be arranged by the competent authority and cyber police of 

the respective country.  Social integration should form an essential part of community aptitude expansion in 

adolescents.   Guardians should have a significant role to play as adult age group hold loop so that staying 

comparatively closed to dissimilar societies, surroundings and rearing up in a meaningful manner when global 

world is opened. 

Social relationship is very much important. People’s environments are not virtuous before accomplishment 

tangled in social networking and after attainment convoluted in the income of the family had been increasing. 

After involving in social networking, the women started to participate in different income generating activities. 

Then, they also started to control over income, expenditure, credit and savings. They could then participate in 

household decision making more than before. Rural savings will be turned to rural investment lead to social 

entrepreneurship for which we need implementation and help from local level planning. It will be found that in 

dimensions the people started to become more empowered than before involving in social networking. This may 

be supported by Technology, innovation and suitable regulations -the key to deepening financial inclusion 

analysis where nano saving must be transformed to nano investment. Leadbeater (1997) proposed social 

entrepreneurship can be systematically developed through community banking which can act for social welfare. 

Community banking will reduce the informal lending at the rural area. Mallick’s (2009) observation on Micro 

Financial Institutes (MFIs) needs to reduce interest rate and his observation for involving in the productive 

production process can reduce the interest rate. 

Rabobank at Netherlands works as a co-operative bank providing access to financial services for small farmers 

and offering a secure option for savings to the local societal which may create an example for our country. 

Ngalemwa (2013) suggestion can be followed as  village Community Banks (VICOBA) have benefited people 

in reducing their income poverty by playing an important  role in enabling the poor to save and access credits 

Employment opportunities with economic growth must be ensured at the formal sector for which informal sector 

should be replaced by formal sector. Financial Inclusion rate will rise through societal banking. 

 

Limitations of the Study 

The study is developed theoretically. Though with some co-authors in another paper we tried to test only two 

villages of the country. But to formulate the theory it needs more empirical tests not only Bangladesh but 

outside the country. If it is found workable than implementation of the theory into real life scenario is to be 

needed for which policy makers may take proper steps to implement. 

 

Concluding Remarks 

Social networking and Societal banking may be applied for transforming micro savings to micro investment 

through creating social capital. This will also help to transfer to formal sector from informal sector. Employment 

opportunity accompanied with economic growth should be raised in the formal sector. This will help to attain 

equitable growth, social justice and removing income inequality. If we cannot take the benefits of demographic 

dividend then it may transform to demographic bomb. Actually, financial inclusion is feasible thorough 

arranging community banking under regulatory measures otherwise it may create a disorder. As present 

government of the country is pro people so they need to take initiative to arrange Societal banking with a 

separate and strong regulator and reducing percentage of informal sector to formal sector. Emotional 

intelligence should be used to judge people   and to empower themselves. This will also help to attain some 

goals of sustainable development goal. Social welfare and grand utility will be tangent when equitable 

distribution can be attained. As such micro savings must be transformed to micro investment both rural and slum 

dwellers of the urban area. However, service charges and cost of transaction of the community banking must be 

kept very low so that the compensation criteria provided by the Hicks, Kaldor and Scitovsky. Macroeconomic 

stabilization depends on successful implementation of investment and positive return on investment. Situation of 

the Gini coefficient ought to   improve so that social justice and equitable distribution can be arranged and 

removing income inequality can be attained in the country. Empowerment of people may arrange the aforesaid 
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situation to attain. Virtually to have dynamic economic situation along with people’s welfare may be attained 

through converting collecting savings and channeling it in the investment procedure for which shall deposit can 

also help and as such a spate regulator is needed before establishing community banking. Multilevel marketing 

(MLM) companies should not be permitted to work as they are working without any legal status and doing 

fraud. Systematic procedure and legal status for societal banking should be developed which will replace current 

agent banking and sub branch banking system also.This will help to increase financial inclusion and removing 

poverty. To implement sustainable development goal there is no other alternative but to creative alternative 

banking system in the rural areas so that poor people can not only save but also interested to invest in the local 

level planning process for which employment can be generated. As such productive investment through social 

entrepreneurship in the rural areas and changing the structure of the rural economic dynamics is very much 

important to add value in the domestic and global value chain with efficiency and effectiveness. Social 

education is also work as an important component to come out from the vicious circle of poverty. 

 

Future Research Direction 

The theory which is in a process of development by Ali (2016) on Social networking, Societal banking and 

empowerment of people may be empirically tested in different countries of the world and also at Bangladesh by 

various researchers to give a structural formation considering cost-benefit analysis, shadow pricing, validation 

and reliability of the theory in the real life scenario both global and domestic perspectives with a request to 

inform the result to the author. Moreover, can adding   in this model if researchers can check the relationship 

among the variables of this model by using regression technique or SEM or factor analysis, then this theory can 

add more contribution towards research. To test this theory in real life in a greater extent huge monetary and 

time factor is also being needed. 

 

 

References 

 

Acemoglu , Daron and Ozdaglar, Asu (2009). Lecture 2: Graph Theory and Social Networks, 6.207/14.15: Networks, MIT, 

September 14, http://economics.mit.edu/files/4620 viewed on 21st February, 2017    

Ahmed,Momtaz Uddin (2015).”Entrepreneurship and economic Development: A Discourse on selected conceptual issues”, 

Daffodil international University Journal of Business and Economics, Vol.9, No.1, pp.187-193; June. 

Alamgir, Dewan A. H.(2009). State of Microfinance in Bangladesh, Prepared for Institute of Microfinance (InM) As part of 

the project on State of Microfinance in SAARC Countries, inm.org.bd/wp-content/themes/inm/pdf/Bangladesh.pdf 

(Viewed on 1st June,2017) 

Ali,Muhammad Mahboob (2016). “social networking, community banking and empowerment of people: alternative 

framework for welfare of human being”, presented at the 14th Asian business research conference on 30 - 31 

December, 2016 ,biam foundation, dhaka, Bangladesh organized by world business institute ,Australia. 

Ali,Muhmmad Mahboob (2017).Testing the theory of social networking on empowerment of people Specially women at 

two villages in Bangladesh: a filed investigation 

Ecoforum , Vol 6, No 2 ,May   

Arvidsson, Adam and Niessen, Bertram (2015), “Creative mass. Consumption, creativity and innovation on Bangkok's 

fashion markets”, Consumption, Markets & Culture. April, Vol. 18 Issue 2, pp.111-132. 

Bangladesh Awami league (2017). “HPM Sheikh Hasina launches Palli Sanchay Bank”, 

https://albd.org/index.php/en/updates/news/3805-hpm-sheikh-hasina-launches-palli-sanchay-bank   viewed on 21st 

February,2017 

Bank for International Settlements (2019). Welfare implications of digital financial innovation, 

https://www.bis.org/speeches/sp191120.pdf (viewed on 1st April,2022)    

BarNir ,Anat  and Smith, Ken A. (2002), “Inter firm Alliances in the Small Business: The Role of Social Networks” 

,Journal of Small Business Management ,Volume 40, Issue 3,pages 219–232, July. 

Batool, Bano Fakhra (2013). Emotional Intelligence and Effective Leadership 

https://www.bis.org/speeches/sp191120.pdf


944 

Journal of Business Studies Quarterly, Volume 4, Number 3, pp.85-92 

BRDB (2017). Bangladesh Rural Development Board,  

http://brdb.gov.bd/index.php?option=com_content&task=view&id=318&Itemid=376 (viewed on 21 st February, 

2017). 

Chambers, Majbritt and Vejle,Knud Erik Serup (2011). “Thematic Working Group Report on Incubators for Creative 

Entrepreneurs based on 27 case studies-Creative Growth”, Interreg IVC,Denmark, pp.3-63. 

Daily Star, Bangladesh (2011): Multilevel marketing business-Swindlers thrive on missing regulations, Janaury, 18 

Dhaka Tribune (2017). Budget FY2017-18: Govt to widen social safety net, 2nd June  

de Bruin, A. (2005). Multi-Level Entrepreneurship in the Creative Industries: New Zealand’s Screen Production Industry, 

International Journal of Entrepreneurship and Innovation, 6(3) August, 143-150. 

Dollinger, Marc J. (2008).Entrepreneurship: strategies and resources, 4th ed., pp.208-237.  

Dupas, Pascaline et al.(2012). Challenges in Banking the Rural Poor: Evidence from Kenya’s Western Province, 

https://web.stanford.edu/~pdupas/Challenges_DupasEtAl2011.pdf viewed on 1st March, 2017, pp.1-19 

Foord, Jo (2008).”Strategies for creative industries: an international review”, Creative Industries Journal, Volume 1 

Number 2, Pages 91-113. http://ilo.org/dhaka/Areasofwork/informal-economy/lang--en/index.htm,viewed on 1st 

March,2017  

Halim , Mohammed Abdul et al.(2016). Savings and Income Inequality in Bangladesh,  

Working Paper Series: WP No 1617,Bangladesh Bank 

Hasina, Shiekh (2017). Help to maintain current development pace: PM, Financial Express, Bangladesh, 09 January 

Jahan,Sabnam and Ullah,Md.Mamin 2016.Entrepreneurship in a social context: A conceptual view, Daffodil international 

university  Journal of Business and Economics,Vol.10,No.1,June,pp.204-21. 

Khan, Mohammad Mahbbat (2008). ” From Government to Governance-Expanding the Horizon of public administration 

and public management,” The UPL, pp.258-270. 

Karnani, Aneel (2007). “Microfinance Misses Its Mark”,Stanford Social Innovation Review, Summer,  

https://ssir.org/articles/entry/microfinance_misses_its_mark (Viewed on 1st Janaury,2017)  

Kochanek Stanley A. (2009).” The Growing commercialization of Power”, Bangladesh – Promise and Performance, 

Rounaq Jahn(editor), The UPL, p.149 

Lake , Ronald La Due and Huckfeldt , Robert(1998), Social Capital, Social Networks, and Political Participation, Political 

Psychology Vol. 19, No. 3pp. 567-584. 

Lapenu, Cécile(2009). The role of the state in promoting microfinance institutions, FCND discussion paper no. 89, 

International Food Policy Research Institute,pp.1-35 

Leadbeater, Charles (1997),”The rise of the social entrepreneur”, 

https://www.demos.co.uk/files/theriseofthesocialentrepreneur.pdf 

Marinova E. and Borza A. (2015).”   Entrepreneurship and innovation management in the cultural and creative industries”, 

Managerial. 2015, Vol. 8 Issue 2, pp.1-6. 

Müller, Klaus et al. (2011).  "The Craft and Trade Sector in the Culture and Creative Industries“,https://www.kultur-

kreativ-wirtschaft.de/KuK/Redaktion/PDF/handwerk-in-der-kultur-und-kreativwirtschaft-englische-

fassung,property=pdf,bereich=kuk,sprache=de,rwb=true.pdf(accessed on 26th March,2016). 

Moving on (2016).” Too Much Social Networking Stunted Your Social Intelligence?”, http://movingonmagazine.co.uk/has-

too-much-social-networking-stunted-your-social-intelligence/(Viewed on 1st Januray,2017) 

http://www.undp.org/content/undp/en/home/sustainable-development-goals.html,1st March, 2017) 

Ngalemwa, Deborah Mukungu (2013). The contribution of village community banks to  income Poverty alleviation in 

RUFIJI delta,A dissertation submitted in partial fulfillment of the Requirements for the degree of Master of Arts in 

rural Development of so Koine university of agriculture, Morogoro, Tanzania  ,pp.52-53  

http://suaire.suanet.ac.tz:8080/xmlui/bitstream/handle/123456789/479/DEBORAH%20MUKUNGU%20NGALE

MWA.pdf?sequence=1&isAllowed=y(Viewed on 1st March,2017) 

Phillips, Ronnie J.(2010).“Arts Entrepreneurship and Economic Development: Can Every City be 'Austintatious'? “, 

Foundations and Trends in Entrepreneurship Vol. 6, No. 4,  pp,264-270. 



945 

Rahman,Atiur (2013). Incisive Finance and sustainable Development, Bangladesh Institute of bank management, pp.153-

158. 

Rahman, Ishtiaq (2017).  “ Labor Force Survey Bangladesh 2015-16: Economic Realignment Imperative for Addressing 

Unemployment”, http://www.lightcastlebd.com/blog/2017/06/labor-force-survey-bangladesh-2015-16-economic-

realignment-imperative-addressing-unemployment 

(Viewed on 20 June, 2017) 

Rattanawiboonsom, Vichayanan and Ali, Muhammad Mahaboob (2016). Factors affecting entrepreneurial management in 

Bangladesh: an empirical analysis, Student Ways, Dhaka, Bangladesh, 21September. 

Riggio, Ronald E (2014).”  Cutting-Edge Leadership -What Is Social Intelligence? Why Does It Matter?” July 1, 

https://www.psychologytoday.com/blog/cutting-edge-leadership/201407/what-is-social-intelligence-why-does-it-

matter (viewed on 1st March, 2017) 

Mallick, Debdulal (2009). Microfinance and Moneylender Interest Rate: Evidence from Bangladesh, https://mpra.ub.uni-

muenchen.de/17800/1/MPRA_paper_17800.pdf(Viewed on 1st June, 2017). 

Ritzer, G. (2001). Contemporary Sociological Theory and Its Classical Roots: The Basics (2nd edition). The McGraw-

HILL Companies, INC 

Scherdin, Mikael and   Zander, Ivo (2011).  “Art Entrepreneurship: An introduction” in Art Entrepreneurship, Edward Elgar 

Publishing, pp.1-4. 

Siddique, Abul K. (2008). ”Bank Credit for the Missing Middle in Bangladesh”, The Bangladesh Economy-Diagnoses and 

Prescriptions, Syed Saad Andaleeb (Editor), The University Press limited,pp.235-259 

SME Foundation (2017).  SME WEBPORTRAL, http://www.smef.org.bd/v2/index.php?popup_anywhere_preview=true 

(viewed on 21 st February, 2017). 

Teece, David J. (2010). “Business Models, Business Strategy and Innovation”, Long Range Planning, Volume 43, Issues 2–

3, Pages 172–194. 

The Rabobank View (2005).”Access to financial services in developing countries”, September, pp.3-27 

Valkenburg, Patti M.and Piotrowski, Jessica Taylor(2017).’’ plugged In How Media Attract  and Affect Youth ‘’, Yale 

University Press 

Williams, Aime(2016). Millennia’s set to embrace micro-investing, The Financial Times Limited, June. 

United Nations (2006).  Building Inclusive Financial Sectors for Development, pp.1-159 

https://www.psychologytoday.com/blog/cutting-edge-leadership/201407/what-is-social-intelligence-why-does-it-matter
https://www.psychologytoday.com/blog/cutting-edge-leadership/201407/what-is-social-intelligence-why-does-it-matter


946 

 

 

ICT tools, Course plan & Lesson Plan for outcome based  

education: A suggestive economics related  

course in tertiary level 
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Abstract 

Excellence of the teaching will allow the pupil to attain knowledge and skill through outcome-based education 

(OBE). This can be facilitated by the information and communication Technologies (ICT) in education, 

knowledge obtaining procedure which must be accompanied by the course curriculum and lesson plan. The 

study is a qualitative nature. The study discussed considering a hypothetical university entitled “XYZ” which 

intends to arrange outcome-based education. OBE’s principals to an arrangement procedure that is dissimilar 

since the old-style didactic planning rather it will be inductive learning based.As such OBE focused on 

inductive learning procedure. In OBE system, practicum is an improve version than providing the pupil by the 

educator with an older educational style to serve the community as a whole. 

Keywords: Outcome -based education, Inductive learning, Course Plan, Lesson Plan, ICT tools  

 

Introduction 

Outcome-based education (OBE) is a recital grounded instructive technique in an emerging critical superiority at 

all level of program along with attractive de-facto typical aimed at several recognized  then evolving teaching 

arrangements to continuous development process for gathering knowledge, skill, creativity, innovativeness with 

ethically.Madsen, Habbestad, & Borch (2023) argued that collaborative online learning can facilitate unintended 

valuable learning outcomes and debates the limitations related to emphasizing a too-strong focus on intended 

learning outcomes as a premise for constructive alignment in education.OBE refers to meaningful way to 

discharge responsibility of belongings, aptitude to brand choices; sympathetic to continue responsibility then 

wherefor; study and familiarize with finished self-reflection; put on information, skill development suitably also 

uses sensibly. According to SDSN (viewed on 2023,3rd March) SDG 4.7 by 2030 ensure all learners acquire 

knowledge and skills needed to promote sustainable development, including among others through education for 

sustainable development and sustainable lifestyles, human rights, gender equality, promotion of a culture of 

peace and non-violence, global citizenship, and appreciation of cultural diversity and of culture’s contribution to 

sustainable development.  

Tijsma et al. (2023) argued that the nature of the design principles is dependent on the students’ capabilities, 

which are related to their previous experiences.Inductive learning is an education policy that highlights the 

status of emerging a pupil's indication -collecting in addition to serious-thoughtful knowledge. Kondo, 

Nishigori, & van der Vleuten (2022) argued that comparisons of the scores between the generic rubrics and the 

localized tools revealed good correlations for some items but no correlations for others. 

Competency model is related to knowledge, skills, attitude and task. This is shown below in Figure:1. 
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Figure:1 Competency Model 

  
 (Source: Salleh, et al. 2015 mentioned from UNIDO (2002)) 

 

In Bangladesh there is a skill gap mismatching which is actually creating unemployment especially for so-called 

educated pupils. As such practicum for any level of education is being very much important. Practicum is 

permitting pupils to put on what they partake erudite form lesson to an actual situation and assist to deliver their 

expert services connected with their arena which contain   secure to convince sequences and remain frequently 

obligatory aimed at guarantee of capacity build up. Course plan is helping an educator to take strategy which 

components of effort and the message will deliver so that for respective progression, connecting the situation to 

the preceding knowledge of the pupils as such related to the requirements of the pupils.Lesson plan assists 

instructor to remain extra active in the classes through a framework to trail respective class time period which 

safeguards each moment of lesson period remains expended education by innovative idea sharing and taking 

expressive deliberations and class participations. 

Ali, Rattanawiboonsom, &Hassan (2019) observed that employability skill and soft skill of the education sector 

with creativity and innovative nature is being required to attain managerial efficiency.BLOOM'S Taxonomy is 

based on three domains: the Cognitive domain; the Affective domain; the Psychomotor domain. There should be 

vertical and horizontal coordination between high order thinking skills (HOTS) and low order thinking skills 

(LOTS) so that pupil’s engagement towards the society can be raised. 

Ali, Medhekar, & Rattanawiboonsom (2017) argued that with the visionary zeal, missionary enthusiasm guided 

by super goal to enhance quality education at higher educational institutes and implementation with focused 

based strategic planning with collaborative effort are much being needed .Rajan(2012) argued that co-curricular 

activities are being increasingly and intelligently designed and promoted for the purpose of wholesome 

personality development, global citizenship ,character, education ,manners and courtesy.According to 

Bangladesh Accreditation council (2022) accreditation Standards and Criteria for Academic Program  are : 

Standard 1: Governance ; Standard 2: Leadership, Responsibility and Autonomy; Standard-3: Institutional 

Integrity and Transparency ; Standard 4: Curriculum ; Standard 5: Teaching Learning and Assessment ; Standard 

6: Student Admission & Support Services ; Standard 7: Faculty & Professional Staff ; Standard 8: Facilities & 

Resources; Standard 9: Research & Scholarly Activities; Standard10: Monitoring, Evaluation & Continual 

Improvement 
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Now the study will describe followings:ICT tools used for a course; Course Plan and then Lesson Plan 

format. 

ICT tools used for a course:  

Management of Small Credits 

Semester I 

Programme and Academic Year: MDS, Spring 2023 Batch: 2022-24 

  

Prelude 

This course facility outlines the evolution of small business credit management as a track record of a small 

business’smonetary responsibility; that small companies, NGOs, investors, or financial organizations use to 

determine whether or not a business is a suitable candidate to lend money to or do business with. Credit risk is 

most simply defined as the potential that a borrower or counterparty may fail to meet its obligations in 

accordance with agreed terms. The study will cover the performance of cottage, micro and small loan in line 

with NGOs of Bangladesh benchmark. The course will also discuss criteria used in identifying credit worthy 

clients, the effectiveness of the loan disbursement procedures, the extent to which the NGOs educate and 

supervise the customers, and problems encountered in recovering NGOs loans granted. Owing a small business 

provides anexcellent opportunity to satisfy personal objectives while achieving the firm’s business objectives. In 

no other occupation or profession is this as true. But there are many varied reasons for starting small 

businesses, as there are small business owners. Those reasons are summarized as to satisfy personal objectives 

and business objectives. The least developed countries have started refocusing their attention on small 

enterprises to enhance the role in bringing about structural change in their economies. Agricultural enterprises 

and agricultural credit flow will also be covered. SMEs financial will also be discussed. 

The preparation of the business plan will be built upon everything that has been learned to date and will require 

the synthesis of this learning. The course will provide the student with the opportunity to explore and investigate 

abusiness venture of interest and the preparation of a business plan will provide an opportunity to apply what 

has been learned in the business program. The entrepreneurial process begins with the pursuit of a perceived 

opportunity. As such, the ability to identify a valid opportunity is paramount to the field of entrepreneurship.  

Transformation from informal to formal market, social entrepreneurship, social networking, social capital, 

social business, social investment, social formal and non-formal education and community banking. Creation of 

process of Micro-Savings transformed to Micro-Investment. Discussion on PalliSanchya Bank, 

Karmasangthanbank, PKSF and need for alternative banking at local level by introducing societal banking with 

under separate regulator will also be discussed. They will take the benefits of the ICT using different software 

tools. 

 

Description of the Task 

Student are required to do some field work and side by side attend lectures/ classes to understand the theory. 

During lectures/ classes they will be presented with one documentary and two power-point slides online by meet. 

Google. Moreover, Google classroom will be regularly used for providing lectures by the faculty and submitting 

assignments, Quizzes, Google Docs and exams by the students through online. Sometimes 

https://streamyard.com/and https://padlet.com/ will be used. Also, several knowledge elegances with many 

interactive mechanisms and circumstance situations will be used as one of the Facility Tools. 

 

Objectives 

 To identify the key variables and strategies for creating and sustaining effective policies and programs 

in the development of small business management. To recognize the importance of smooth process 

flows. 

 To recognize the applied topics clear understanding of the objectives, several types of small credit 

management practices and its gradual evaluation with the help of ICT tools will be discussed. 

https://streamyard.com/
https://padlet.com/
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 To demonstrate the understanding of the Agricultural enterprises and agricultural credit flow with the 

help of field visits and submission of field report. 

 To use ICT and physical blended delivery of teaching and learning for the betterment of the education 

of the students. 

 

Methodology 

In this course, student will learn inductive learning process. Industry-academic alliances will be practiced. 

Students’ participation through blending learning mode will develop better knowledge and skills required for the 

real world. Practical experience will give them to attain competency-based learning. The course will emphases 

on mapping, measurement, besides realizing prearranged instructive goals to benefit each student’s study, 

growthand fostering knowledge which will assist each student to cultivate in his/her specialized individual 

interests and skills. 

Screenshots 

 

Fig. 1: Students added 

 
 

Fig. 2: Course details 

 
 

Fig.3: Particpatory online class using meet.Google 
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Fig. 4: Google Classroom- Classwork Create: Notes 

 
Weblink: (Illustrated for Padlet) https://padlet.com/smallbusiness/global-small-businesses-qz3m4rgpvwoaebi4 

 

Learning Outcomes 

  Students can learn how to do small business with innovation and creativity with practical exposure.. 

 Through learning this course students can minimize skill deficiency and are able to develop managerial 

and operational activities of small business through using digitization process. 

 Competency based learning with the assistance of digitization process will be helpful for the students. 

 

Three-Level Rubric Framework 

Assessment Tool: Scoring Process of Rubric and assessment and evaluation 

Task Description:  

DIMENSIONS EXEMPLARY COMPETENT BEGINNING 

Knowledge/ 

Understanding 

20 marks 

Will be used to see how 

much in-depth knowledge 

and understanding by the 

students 

Competency will be created 

will be assessed 

Learning process proactive 

And students class participation 

will be evaluated. 

Thinking/ 

Inquiry 

30 marks 

Thought provoking  

Process will be assessed by 

quizzes and assignments. 

Class participation will be 

judged to see whether student 

can properly digest the course. 

Field trip and practical oriented 

participation will be evaluated 

Communication2

0 marks 

Presentation will give idea 

how much student can 

communicate. 

Assignments, Book report 

writing, and 2 mid assessment 

and one final assessment will 

help to judge the students. 

Gathering both online and 

offline education and 

communication of the student 

and question through peer 

learning is important. 

Use of visual 

aids 

20 marks 

PPT slides, participating 

online class presentation will 

be evaluated. 

Flipped classroom will be used 

with the help of Google map, 

different documentation like 

microentrepreneurs photo snap. 

Process of visual aid will be 

introduced. 

Presentation 

skills 

10 marks 

Developing a conclusion and 

review the presentation by 

the student before presenting 

so that confidently can 

present will be assessed. 

Establishing linking statements 

by the student. 

Developing an opening by the 

student. 

 

Preparation considers the 

classmates and Faculty’s 

instruction. Choosing the 

topics. Selecting   main points 

of the presentation slides. 

Supporting information need to 

be collected. 
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Marks: 100 

Evaluation 

Evaluation Method  

  

Course Plan: 

Management of Small Credits 

Semester I 

Programme and Academic Year: MDS, Spring 2023 

Batch: 2022-24 

Master in Development Studies: XYZ University 

Department of Economics 

MED 674: Economics for Sustainable Business, Section 1 

Spring 2023 

Name of the Participant (as provided in Registration form and Required on Certificate): Muhammad 

Mahboob Ali 

Institute / College name (as provided in Registration form and Required on Certificate, do not put Address of 

college): Dhaka School of Economics, Constituent Institution of the University of Dhaka, Bangladesh 

Mobile Number: +8801616394704 

Email Id:pipulbd@gmail.com 

Participant No. (as provided in excel against your name in enclosed sheet with this form in mail as 

attachment):40 

Class Date: Each Saturday: Time: 9am to 12 noon:Room:338 

Student Counselling Hour: 12noon-1:30 pm (Saturday): 5pm-6:30 pm (Sunday) 

Course Description 

In this course, we are presenting an outline of the conceptual framework to build step-by-step model for 

managers to identify risks and opportunities of economics for sustainable business practices and also a 

Types Marks Distribution  

Term Paper/Project Paper 7.5 

Two Mid Term/ Two In-courses 7.5+7.5=15 

Two Tutorial Classes 5+5=10 

Assignment/Presentation 10 

Half evaluation of Project work/ Field Work/ 

Monograph/ Seminar 

7.5 

Total Sessional Marks 50 

Semester Final Examination (Three Hours) 50 

Total 100  
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managerial frame-work for decision making, as well as a supervisory framework for the board. The key to 

economics for sustainable business is in achieving the right balance between managing competitiveness and 

profitability for attractive returns to shareholders with managing the political, social, and ecological context of 

the business which in turn can enhance competitiveness and profitability. Managing the context of the business 

is focused on both protecting value against sustainability risks and creating new value from sustainability 

opportunities. 

Rationale of the Course: 

This course will explore that body of knowledge, placing it within the larger context of development economics, 

and the economics of sustainable development, linked with United Nations 17 Sustainable Development 

goals. Economic sustainability in the economy is important to small business economic sustainability because it 

affords consumers the ability to actively engage in the marketplace, leading to profit for businesses. 

Prerequisite: None 

Course learning outcome  

CLO1: Provide a solid foundation in the economics of the development and sustainability 

CLO2: To examine critically the business case for sustainability, and the place of sustainability within 

organizations. 

CLO3: To apply economic fundamentals to crucial sustainability issues of climate change and energy policy.  

CLO4: Discuss on balancing economic growth and generating profit with the impact on the environment and 

people. 

CLO5: Assessment on broader environmental, political, and social landscape in which an organization operate, 

including the role of government, investors, and customers  

CLO6: Explore collective efforts   and   business can be a catalyst for system-level change in the face of 

significant global and domestic issues, such as climate change and income inequality. 

Note: CLO means Course learning outcome 

Course content  

 Economics of the development and sustainability 

 Business case for sustainability  

 Place of sustainability within organizations. 

 Economic fundamentals to crucial sustainability issues of climate change and energy policy.  

 Balancing economic growth and generating profit with the impact on the environment and people. 

 Environmental, political, and social landscape in which an organization operate, including the role of 

government, investors, and customers. 

 Collective efforts and business can be a catalyst for system-level change 

Course Objectives: 

Upon completion of this course, students should be able to: 

1. understand the importance of ‘risk management’ for sustainable economy 

2. discuss the issues thatmanagement focusses on that is more “responsibilities” of the business related to 

knowledge management 

3. identify the importance of ‘stakeholder management’forbusiness competitiveness 

4. recognise the ‘strategic differentiation’required for sustainable business development 

5. demonstrate the importance of ‘Business model innovations and transformations’ 
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6. recognise the importance of ‘managing change’ and adaptability for economic sustainable business 

7. learn how businesses can effect change, and demonstrate how you can influence others using a values-driven 

approach in the for-profit space. 

Course Curricula 

1. Innovation and its management (Textbook:1) 

2.Learning, decision-making and leadership (Textbook :2) 

3.Opportunity identification and solution development (Textbook :3) 

4.https://www.worldbank.org/en/news/feature/2022/06/06/creating-a-green-and-sustainable-growth-path-for-

Bangladesh 

5. Opportunity identification and solution development (Textbook:4) 

6. Determinants of Sustainable Business Model of Companies Early Stage of Development by Marek Jabłoński 

doi:10.3390/books978-3-03842-334-8/3 

7. Corporate Environmental Management (PPT slides and Toyota case study) 

8. Economy of Mutuality: Equipping the Executive Mindset for Sustainable, Business by Kevin T. Jackson 

9. Business Model Innovations for Sustainability, By Lindsay Clinton and Ryan Whisnant 

10. The Sustainable Economy, by Yvon Chouinard, Jib Ellison,and Rick Ridgeway.  

https://hbr.org/2011/10/the-sustainable-economy 

11. Getting started: creating the organization, obtaining resources and reaching break-even (Textbook :1) 

12. Enterprise strategies and fast growth (Textbook :1) 

 

MDS 674 

CLO PLO1 PLO2 PLO3 PLO4 PLO5 PLO6 PLO7 

 To know 

how to 

make a 

rational 

choice 

using 

economics 

for 

sustainable 

business 

To apply the 

theoretical 

insights and 

methods 

through 

business case 

for 

sustainability 

To develop a 

framework 

analysis using 

micro 

Finance 

concepts, 

thoughts and 

theories 

of 

microfinance 

To analyze   

Investigating 

complex 

problems and 

develop 

creative 

solutions 

through use 

of 

microfinance 

To explain 

basic 

functioning of 

the national, 

regional and 

global 

development 

of MFIs 

To explain 

knowledge, 

understanding 

and skills about 

Microenterprises 

and Govt. 

regulations 

To examine 

current 

development, 

social and 

political 

debates using 

analytical 

tools in 

microfinance 

CLO1: Provide 

a solid 

foundation in 

the economics 

of the 

development 

and 

sustainability 

1 1 1 1    

CLO2: To 

examine 

critically the 

business case 

for 

 1 1 1 1   



954 

sustainability, 

and the place of 

sustainability 

within 

organizations. 

 

CLO3: To 

apply economic 

fundamentals to 

crucial 

sustainability 

issues of 

climate change 

and energy 

policy 

  1 1 1 1  

CLO4: Discuss 

on balancing 

economic 

growth and 

generating 

profit with the 

impact on the 

environment 

and people 

  1 1 1 1 1 

CLO5: 

Assessment on 

broader 

environmental, 

political, and 

social landscape 

in which an 

organization 

operate, 

including the 

role of 

government, 

investors, and 

customers  

1  1 1 1 1  

CLO6: Explore 

collective 

efforts   and   

business can be 

a catalyst for 

system-level 

change in the 

face of 

significant 

global and 

domestic issues, 

such as climate 

change and 

income 

inequality 
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Mapping Course learning outcomes (CLOs) with the Teaching-Learning and assessment strategy 

MDS 674 

 
Assignment 

Home 

Work 

Class 

Participation 
Quiz 

Field 

Visit 

Present- 

ation 

Group 

work 

 

Exam 
Project 

paper 

CLO1: Provide a 

solid foundation in 

the economics of 

the development 

and sustainability 

1 1 1     1 

 

CLO2: To examine 

critically the 

business case for 

sustainability, and 

the place of 

sustainability 

within 

organizations. 

 

1 1  1    1 

 

CLO3: To apply 

economic 

fundamentals to 

crucial 

sustainability issues 

of climate change 

and energy policy 

1  1   1  1 

 

CLO4: Discuss on 

balancing 

economic growth 

and generating 

profit with the 

impact on the 

environment and 

people 

 1  1  1  1 

 

CLO5: Assessment 

on broader 

environmental, 

political, and social 

landscape in which 

an organization 

operate, including 

the role of 

government, 

investors, and 

customers  

1 1  1    1 

 

CLO6: Explore 

collective efforts   

and   business can 

be a catalyst for 

system-level 

change in the face 

of significant 

global and 

domestic issues, 

such as climate 

change and income 

inequality 

1 1    1  1  
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Evaluation Method 

 

Attendance with class participation 5%+ 5% 

Field Visit 5% 

First assessment 10% 

Field Trip report presented by online 10% 

Second assessment 15% 

A case study presentation individually through online 10% 

Book Report (Assignment) 10% 

Quiz 10% 

Important Instructions 

 Students will be encouraged and motivated by both online and offline study. They will have to go for field 

trips twice during the course. Prepare a report and present the case from the book. 

 Related topics of the course outline (Case study presentation time limit is 15 minutes and preferably 2/3 

minutes relate with Bangladesh situation total 20 minutes per student).  

 In each class four students will present case study after the 1st assessment.  

 ICT must be used in the course learning. 

 Field Trip must be arranged by the students after the 2nd class/lecture. 

 At least one documentary and two ppt slides online by meet. Google 

 Google classroom will be regularly used for providing lectures by the faculty and submitting assignments, 

Quizzes, Google Docs and exams by the students through online. Sometimes https://streamyard.com/ will be 

used. 

 Book report must be submitted before the 1stterm assessment. 

 All kinds of cheatingare prohibited having grave consequences (copying from each other, not referencing 

and acknowledging other authors work, and contract cheating). 

 

Book(s)/Journals/Weblinks: 

Textbook (1): 

 Enterprise: Entrepreneurship and Innovation 

 Textbook (2): Managing sustainable Business 

References: 

 Journal article (1): DOI: 10.5539/jms.v6n1p149 

 Journal article (2): https://doi.org/10.3390/su10114137 

 Journal article (3): https://hbr.org/2011/10/the-sustainable-economy 

 Book report (within 1500) words: Implementing Diversity, Equity, Inclusion, and Belonging Management 

in Organizational Change InitiativesEl-Amin,A et al, (2022),IGI,USA  

 

 

https://streamyard.com/
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LESSON PLAN 

Programme: 

Session: 

Semester:      

Year: 

 

 

 

 

2.Day, Time and Classroom 

 

 

 

3. Use of Bloom’s taxonomy 

 

  

4.a) Programme Learning 

Outcome(s) 

PLO1 Understand basic International economic concepts. 

PLO2 Display a familiarity with the basic economic concepts and 

theories necessary to understand the functioning of the 

Bangladesh and global economies. 

PLO3 Be able to express international economic ideas accurately, 

professionally, and succinctly by effectively applying relevant 

global economic sources and data in various written formats. 

PLO4Be able to gather and analyze relevant data as well as 

critically evaluate international economic policy proposals and 

their diverse outcomes in relation to various contemporary 

economic models and theories. 

b)Course Learning outcome(s) CL01 conceptually explain and understand the various 

constituents of business environment and their impact on 

businesses in general. 

1. Course Title: 

Course Code: 

Credits: 

 

 

 

 

 

Monogram of XYZ University 
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CL02 conceptually explain and apply the trade theories, 

investment theories, exchange rate theories and regional trading 

bloc theories and their impact on economic welfare and 

businesses. 

CLO3 apply and analyze the different exchange rate regimes’ 

impact on businesses in general and energy sector. 

CLO4 Analyze and integrate the opening up economies of 

developing countries like Bangladesh through BB and 

multilateral route (WTO) and their impacts on Businesses in 

general and energy sector. 

CLO5 Integrate all constituents of environment and their impact 

on decision about finalizing the location of business in other 

countries. 

Mapping between PLOs and 

CLOs  

 

  

5. Course Synopsis  

 

   

6.Course Outcomes   

 

7. Learning Approaches  

  

8.Instructor’s bio-sketch Name:  

Email No.  

Contact No.  

Bio-sketch: 

Google class code: 

Google class link: 
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9. Possible Assessments  A) Use of Rubrics 

 

 

B)  

 

  

10.Estimated Number of 

Students 

 

 

 
 

 

SESSION DURATION COURSE CONTENT Textbook no./Reference 

Book no./Journal Title 

with DOI 

Session 1 90 minutes   

Session 2 90 minutes   

Session 3 90 minutes   

Session 4 90 minutes   

Session 5 90 minutes   

Session 6 90 minutes   

Session 7 90 minutes   

Session 8 90 minutes   

Session 9 90 minutes   

Session 10 90 minutes   

Session 11 90minutes   

Session 12 90 minutes Review and problem solving  

Session 13 90 minutes   

Session 14 90 minutes Mid Term :1    

Session 15 90 minutes   

Session 16 90 minutes   

Session 17 90 minutes   

Session 18 90 minutes Address by a personnel 

from the relevant industry  

 

Session 19 90 minutes   

Session 20 90 minutes   

11. Course Syllabus   
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Session 21 90 minutes   

Session22 90 minutes Mid Term:2  

Session 23 90 minutes   

Session 24 90 minutes Review and problem solving  

Session25  90 Minutes   Field visit  

 12. Learning Context 

 A.  The Learners 

(i) What prior experiences, knowledge and skills do the 

learners bring with them to this learning experience? 

(ii) How will I differentiate the instruction (content, process 

and/or product) to ensure the inclusion of all learners? (Must 

include where applicable accommodations and/or 

modifications for learners identified as exceptional.) 

 B.  Learning Environment:  

 

 C.  Resources/Materials: Textbook, e-book reference (online 

link), Lecture sheets,PPT slide sharing etc 

 D. Practical Exposure of the course: 

 13. Teaching/Learning Strategies and Peer review by the 

colleagues and students 
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 A.INTRODUCTION 

How will I engage the learners?(e.g., motivational strategy, 

hook, activation of learners’ prior knowledge, activities, 

procedures, compelling  problem) 

 

B.MIDDLE:   

Teaching:  How does the lesson develop?  

How we teach new concepts, processes (e.g., gradual release 

of responsibility - modelled, shared, and guided instruction). 

C. Consolidation and/or Recapitulation Process:  How will I 

bring all the important ideas from the learning experiences 

together for/with the students? How will I check for 

understanding? 

D. Any Caste study presentation: If so, how many? 

E. Any Assignment presentations: If so, how many? 

F. How practical exposure you will give? 

G.What are the ICT tools will you be  used during contributing 

the course? 

 

14. Application: What will learners do to demonstrate their learning? (Moving from guided, Daffodil practices, 

and gradual release of responsibility.) 

15.Student Counselling Time: 

16. What do I need to do to become more effective as a teacher in supporting student learning? 

17. CONCLUSION: How will I execute the lesson plan?  

 

Key Readings List: 

A. Textbooks 

B. Reference Books 

C. Journal Articles with DOI no. 

Signature 

Name of the Faculty: 

Date: 

Note: 1. Sessional marks must be submitted before 7 days of Final exam. 

1. Lesson plan should be submitted to the programme coordinator before starting of the class based on the 

syllabus of the programme. 

 



962 

Conclusion and Implications 

Broaderentree to multifacetedteaching has convertedto essentialelement so that it can discoursethe 

expandingstresses of home-grown and worldwideoccupation marketswhich can be mitigated. Not only physical 

learning at the class room, but involvement in co-curricular activities as well as practical exposure and soft-skill 

training are   very greatlysignificant for competency-based learning. Skill gap mitigation is identicalconsiderably 

important for the education sector for which preparing course curriculum is important. Demographic 

dividendcan be arranged only when need based education for the youth employment can be arranged. Vocational 

and technical education is very much imperative. Higher education should be limited for those who want to go 

for academic arena or research work. Inductive learning process give the base of the pupil to do well in the 

future. Due to expansion of Internet of thinking, artificial intelligence, blockchain management, big data 

gradually demand for the labor force in the worldwide is decreasing. As such additionalnecessityis for preparing 

latest course curriculum based on OBE. Localization of the education with the history, culture, demography, 

need, capability and geographical location, values, ethics and morality etc. are being needed. Huge numbers of 

students are doing Master of Business administration but their occupation market is very narrow. This is like 

demonstration effect in community. For an ordinary accountant position in a manufacturing company suppose 

only undergraduate passed accounting degree holder is sufficient but not an MBA degree holder with major in 

accounting. 

Cultivating the excellence of sophisticatedteachingmethod includesenlightening the prospectus, aptitude, 

possessions, superior quality of teachers, proper evaluation, academic services, appropriate logistic facilities and 

non-academic staff must refrain from red tapism or internal politics and exploring prospects of the pupils.It is a 

continuous development process. Theprospectus of advancedteachingought to focus on outcome, motivating 

through the attainment of the goals that will help occupation market to create market equilibrium between 

demand for and supply of accomplishment of alumnae.Pupilsmightapply their services and assistthe businessand 

the society in orderto correspondinglytriggering  a worldwidestandard benchmark but to serve locally to provide 

community services with greater aptitude, understanding, knowledge and skill. Employability skill is very 

considerably essential input for a pupil and practicum must get more emphasis for creating workforce. 

Sustainable development goal 4.7 may be attained if outcome-based education properly implemented by Plan-

do-check-act (P-D-C-A). 
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Abstract 

A case study on Handwoven Jamdani Sari of a district in Bangladesh was prepared by using qualitative 

analysis. The research question of the case study is due to changing environment of neo-business practices, 

Bangladesh’s traditional cultural heritage handwoven Jamdani Sari can able to sustain in business. The time 

period of the study is March 1, 2023, to May 30, 2023. Jamdani’s design can also be more innovative and 

creative so that can use to produce handwoven but through Jute to attract environment-friendly green 

customers and green producers as suggested by the author. Neo business practices in Bangladesh are required 

to sustain Jamdani saris in the long run for which business intelligence and proper organization of 

comparative strategic management is very much required. 

Keywords: Handwoven, Jamdani Sari, Neo business, Cultural Heritage, Green customers, Green Producers, 

Strategic Management, Business intelligence 

 

Introduction 

A transformation of business processes has taken place over the last three years due to COVID-19, its aftermath, 

and the Russia –Ukraine war which is a threat as well as an opportunity in doing business. It takes a different 

approach to every aspect of their enterprise.Mainly those who have knowledge and skill in information and 

technology as well as capable of innovation and creativity they are doing well.Most businesses now approach 

digital transformation pathways.Business transformation is now about collaboration, well-being, education, and 

a new way to use digital tools.New ecosystems are rapidly developing that place the customer at the hub where 

all other products and services orbit. Both social intelligence and emotional intelligence and knowledge and skill 

are more required than that in the pre-COVID-19 period as well as in the Russia-Ukraine war.As such online 

business practices and physical business practices, are both in hybrid methods customers are now willing to 

purchase the product. 

Narsingdi district in Bangladesh is recognized as the home-grown weaving.  Strategic management is doing 

business of Jamadani Sari which  is an   objective to analyze   the viable atmosphere, investigate the inside 

scenario, to assess policies, and make sure that managing to  revolve the strategies  from corner to corner so that  

the business execution can be done  through business analytics.   

Weaving trade takes molded straight besides incidental engagement prospects for various individuals, which is 

singing a mainpart in the social and economic expansion of the inhabitants of the district. Currently, there are 

12,000-14,000 handlooms and 75,000-85,000 power looms in Narsingdi district. The country’s main textile 

selling center has been built in the Shekerchar (Baburhat) part close adjacent to the Brahmaputra River. A 

thriving business since 1717 has given this marketing journey a standing as the 'Manchester of the East’. As 

such the study wants to prepare a case study of Jamdani Sari in Bangladesh based on the district though in other 

districts of the country also Jamdani Sari has been prepared in Bangladesh. 

The ancient craft of Jamdani weaving was recognized by UNESCO as an Intangible CulturalHeritage of 

Humanity in the year 2013. Bangladesh ertified the Jamdani Sari as a geographical indication (GI) in 2016. 

                                                      
*  Professor of Economics, IT and Entrepreneurship, Dhaka School of Economics, Bangladesh. 

(Constituent Institution of the University of Dhaka), http://orcid.org/0000-0002-2860-1516, Email: pipulbd@gmail.com 

http://orcid.org/0000-0002-2860-1516


964 

The Research Question  

Due to changing environment of neo-business practices, Bangladesh’s traditional cultural heritage handwoven 

Jamdani Sari can able to sustain in business? 

 

Literature Review 

Goswami1, & Jain (2014) described that differentiation strategy is creating something innovative, which is best 

suited to handloom industry. 

Newage (2019) commented that the traditional handloom industry is an untapped economic chance for 

Bangladesh. Seeing the export earnings from Jamdani, the government’s obligationto strategy aninclusivedesign 

adding to financial motivations, determined to protect the social and ecological atmospheredesirable for the 

development of the business. 

Tarai 2020) opined that in India number of skilled and semi-skilled weavers utter to link as an entrepreneur if 

their concerns and expansion reasons like enhanced credit system, a research center for trend forecasting at the 

local level, technical progress, usual quality preparation, sentiment of possession of stakeholders, and incubation 

center, etc., can  in use be concerned of the Government and other private-sector companies and also non-

government organizations..  

Holzhauser (2021) described that organizations must reflectanoverabundance of anxieties, from customer needs, 

and social matters, besidesenvironmental worries to shift relations with profitableassociates, and this 

interdependentassociation with the worldwidesocial fabric resourcesaninnovativerealism for business alteration 

grounded in teamwork, comfort, and tutoring. 

Bloor (2022) opined that postcolonialism centers on the perseverance of colonial procedures of influence and 

the being of cultural bias and judgment. 

Huang,  Savita,  Dan-yi   Omar 2022) depicted that business intelligence actors  have a sure and serious bang on 

financial concert though it  does not have a prominent impact on marketing. 

Volz,& Schoenmaker(2022) urged that developing markets and emerging economies ought to takehuge 

investment requirements in environmental mitigation and adaptation besides additional parts to supperbetter-

quality and extra comprehensive economic, social, and ecological circumstances and towardsrealizing the 

Sustainable Development Goals (SDGs). 

Pande , & Arif (2023) found that in Bangladesh the existing handloom textile industries face high prices of 

colors and fabrics, lower adoption of technical knowledge, and obstacles to access to credit, all of which affect 

the production efficiency of handloom industries. 
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Conceptual Framework 

A conceptual framework is given in Figure:1 

 

 
 

Chart:1 
(Source:Author) 

Methodology 

The study did a field visit as well as secondary sources to prepare a case study in the Banti Bazar area of the 

Narsingdi district in Bangladesh.The time period of the study is March 1, 2023, to May 30, 2023.Qualitative 

analysis is done.The data was collected using Interviews,conversations with the producer, worker, vendor, and 

customer, taking notes, and observations, and one-to-many correspondencesA case study was prepared. 

Observations, Conclusion , and   Implications of the study were given. 

 

Case Study: 

Figure 1: The area where the field trip was done to collect and prepare the case study. 

 
(Source: Collected from the visited area) 

Banti Bazar area of the Narsingdi district is very busy producing handwoven Jamdani. Narsingdi district is a 

busy where markets/shopping centers are located in the city of the country which is a popular destination for 

anyone looking to experience the rich culture and traditions of Bangladesh. The market is an important center 

for the production and sale of jamdani saris, a type of hand-woven cotton fabric that is highly valued for its 

intricate designs and high-quality craftsmanship. But their business process has changed since 2019. Most of the 

producers are using WhatsApp. In recent years, there has been a growing interest in jamdani saris among 

international customers, which has helped to increase demand for these products and provide additional income 

opportunities for the local communities involved in their production.Overall, the production of Jamdani sarees is 

 Business 
Analytics 

Business Intelligence 

 Domestic 

 Regional 

 Global  
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an important part of the economy and cultural heritage of the Narsingdi district and plays a significant role in the 

lives of the people who live and work there.Now the producers are interested more in selling online than offline 

though they are using both. Jamdani saris and clothes are often involved in the production and sale of goods and 

services that are consumed by the local communities for which neo-business practices. 

 

Figure 2: Weaving Machine 

 
(Source: Author) 

 

Figure 3: A Jamdani Sari 

 
(Source: Author) 

 

Local entrepreneur Abu Based, producer of Jamadani sari and also clothes said he has set up 12Jamdani 

weaving factories as it will helpto create employment opportunities for much poor income stratum. Before Eid, 

the weavers will work 24 hours in two shifts to earn a handsome profit. Abu Based informed that he has some 

special customers who ordered saris to produce on special occasions at a very high rate like BDT2.5 lac to BDT 

4 lac. However, he did not divulge their addresses. He demanded that banks should come forward to give them 

loans and help with exporting facilities in abroad. 

Producers of the Jamdani saris are microentrepreneurs.Under the turbulent situation of the world help to 

stimulate demand and generate income for themselves and their employees. Jamdani hascultural and historical 

significance and is an important part of the country’s historical and cultural heritage. By providing employment 

opportunities, contributing to economic growth and development, and preserving local culture and traditions, 

micro-entrepreneurs are an important driver of the local economy.The producers in the Jamdani Palli were 

established to be remarkablycapable and excitedabout their work during the field trip. They use habitual actions 

to generateintricateideas that are sole to Jamdani saris/ cloth pieces/ shirt pieces/three pieces for females. Most 

of the producers have been passed down from generation to generation. But the majority of the small, family-run 

firms, known as producers, struggle to gain entry to the larger market andmaintain a continuous flow of cash. 

Moreover, they contest to uphold the ability oftheir output and trace the essential raw materials as they remarked 

that prices of raw materials are rising but finished products prices are not rising too much.The living of the 

individualsassociated with Jamdani is actuallymarginalized.Their revenue per month is being deprived but their 

domesticexpenditures and other expenditures are high.As such the weavers are slowlytrying to exist and 

eunwilling or, involved to changetheiroccupation in further different areas where they can earn more.Producers 

do not like to transfer technical know-how of the weaving methodto others outside the family personnel. 
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Figure 4: Both male and female laborers are working jointly in the production of a Jamdani Sari 

 
(Source: Author) 

 

Jamdanisarisare primarily done in small-scale handmade woven factories and are often family-owned and 

operated.The preservation of the traditional craft of handloom weaving in Bangladesh. By supporting small-

scale businesses, generating income, and preserving traditional craft and culture, the production and sale of 

jamdani sarees are important drivers of the local economy. But now most of the wealthy factories are trying to 

bring commercial robots which are capital-intensive in Bangladesh which will decrease labor-intensive 

industries and create capital-intensive industries. This may raise disparity between the job seekers and those who 

will be unemployed. 

The good thing observed from the field visitis that in Bangladesh again Muslin has been prepared as per the 

directives of the Honorable Prime Minster of the Country and when we visited a factory in Narasingdi district 

the rate of Muslin is around 6.5 lac BDT. To produce such an expensive sari needs at least 2 years’ time and it 

can be kept in the matchbox as evident from the field trip.Similarly normal Jamdani Sari’s pricing is from 2 

thousand BDT to 1 lac BDT but high quality with 100 counts will cost around 3 lacs to 4 lacs BDT and to 

produce a high-quality product 2 people for more than a year need to work as evident from Bolta of Narsingdi 

district while visited in the field. Currently, day laborers work for 10 to 12 hours per day in a household factory. 

Salary is given per week basis which is around BDT 2 to 4 thousand per labor based on efficiency and capacity. 

However, they preserve old designs and lack new designs. Though, during the field trip visits it was observed 

that most of the designs are old and traditionally fashioned but when asked to the producers, they said that new 

designs they cannot adopt much. However, some producers are associated with “Arong” with the condition that 

they cannot sell the design of Jamdani saris of “Arong” to others as it is their branded saris. These saris are 

exclusive for Arong but their price is at least 4/5 times than the non-branded saris. 

 

Figure 5: Branded Arong Saris are being produced by the Laborers. 

 
(Source: Author) 
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Customers esteemed Jamdani clothes for its attractive designs with old-fashioned but high superiority both in 

Bangladesh and abroad. Their perception is that Jamdani clothes as a luxury item that respects Bangladesh’s 

traditional heritage though need more creative and innovative designs.  

However, some people think thatonly a certain segment of society can buy jamdani saris with high quality and 

high price since it is too much expensive. Producing households in Narsingdi Jamdani Palli might collaborate 

with suppliers of  cotton and silk yarn to assure constant raw material quality and quantity. 

 

Figure 6: Trying to sell a Jamdani Sari in a nearby shop 

 
(Source: Author) 

 

Producers consider importing yarn from other countries to broaden for which backward and forward linkage is 

not properly established. Inventory management is not always properly done. Effective and efficient labor is in 

crisis to produce Jamdani Saris. Maximum producers argued that mostly they transact without banking channels 

by just keeping trust in word of mouth.Challenges confronted by the Jamdani sariscontain theinability to change 

the design of Jamdani sarees, labor shortages, price fluctuations in raw materials, capital, places of production, 

lack of cooperation from financialinstitutions, and the declining interest of the new age group in this production 

process. Production places are not well designed. 

As the researcher talked with Ms.Jhara Begum of the Gulshan area,Dhaka who visited the Bunty Bazar 

frequentlysaid that she purchased saris at one-fourth prices from the areas but in Dhaka different stores the rate 

is very high. When inquired about the saris of Arong, she said that these saris are very much exclusive and some 

designs are changed and prices are at least five times. She, however, demanded quality maintenance of the saris 

is very important. 

Mr. Abdullah, the worker said that the earnings from producing a sari cannot fulfill his need in the family. As 

such his wife is working at another person’s house. Mr. Arif who is a working vendor in Dhaka said that he can 

purchase saris from the area at a low rate though high-quality sari he cannot purchase. He informed the 

researcherthat his minimum budget for a sari’s-expense is BDT 2000 and the minimum expense is BDT 10,000. 

Above BDT 10,000 he cannot purchase saris to sell. 

 

Observations,Conclusion, and Implications 

Gradually transformation from labor-intensive technology to capital-intensive technology is growing in 

Bangladesh. Bloor’s (2022) opinion still applied in Bangladesh. Local, regional, and international businesses 

gradually changing the business mode of production and selling techniques becoming technology driven and 

needs boosting for the well-developedframework. Newage’s (2019) comment must be considered with 

seriousness by the policymakers of the country.To keep the traditional cultural heritage of Jamdani, the relevant 

authorities need to work cautiously so that creative destruction cannot happen in the country which led to 

outdrives from our country Muslinby the colonial rule of the British.In demand to progress the quality of the 

products, manufacturers can contribute to training to learn about the most current performances and tendencies 

in the Jamdani industry at home and abroad. 

Producers can also cooperate with designers to produce new, creative, and innovative designs that appeal to a 

larger spectrum of customers. Holzhauser’s (2021) argument regarding organizations must be considered by the 

producers of the Jamdani saris.Fair pricing of low-graded products is needed. Producers may use e-business 

procedures to connect with customers nationally, regionally, and globally toupsurge the marketing of Jamdani 
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Sari. Producers should participate in trade demonstrations and displays to market their products and progress 

dealings with probable customers.  

International export of Jamdani Saris may be encouraged by the export promotion bureau of 

Bangladesh.Networking building is very much important among producers, vendors, and customers.To mature a 

fruitful supply chain management arrangement, vital to comprehendcustomer demand, start strong supplier 

relationships, implement operative inventory management, enhance logistics, safeguard quality switch, fulfill 

with relevant laws, and leverage technology for capacity building.Logistics and inventory management must be 

properly developed. Besides Govt. and private sector should come forward to help Jamdani Clothing to preserve 

and sustain itself in the long run.Volz, & Schoenmaker (2022) observation is required to improve the existence 

of the producers through financing by themselves like bootstrapping, startup money, angel investors, and also 

operating, and administrative costing to safeguard the cultural heritage of the country, Work life place 

environment must be well equipped. Producers must be included in the financial inclusion process and get 

training from the competent authority on production, management, distribution channel, export, marketing both 

offline and digital, and selling, training, and bringing the sale prices through the banking channels.More access 

to the financial institutions to produce Jamdani as well as to export outside the country, banks need special 

schemes to help producers in Bangladesh. 

Fair pricing of the labor payment is needed.International market demand for the saris can be kept in mind. As 

such new markets in the USA, Europe, Australia, and also especially in the Middle East countries are being 

required with the help of the embassies of Bangladesh abroad.Financial institutions and NGOs may also give 

customers loans to purchase handwoven high-pricedsariand clothing and payment may be done in the 

installment. Jamdani’s design can also be more innovative and creative so that can use to produce handwoven 

but through Jute to attract environment-friendly green customers and green producers. An inclusive method is 

desirable to discourse the requirements of totalshareholderstangled in the handloom weavingin the Jamdani Palli 

in other areas of the country. The elevation of Jamdani producers can assisttoendure and mature the Jamdani 

clothing and subsidize the extensive economy of the country. 

Strategic management is very important for Jamdani sari to exist in the comparative environment. Business 

intelligence and business analytics may be utilized not only government organization but private sector, NGOs 

and foreign sectors. Sustainability of hand woven depends on proper motivation. Otherwise there might be 

destruction of the long cultural heritage. Quality and design of the Jamdani sari needs up gradation for which 

strategic management is being required. Domestic, regional and global importance of international trade in new 

market and existing one need proper addition of corner stone through creating value addition. 

Neo business performances of the country, region, and globe are required for which integrated effort between 

public-private and foreign patronize to the producer of Jamdani sari and clothes are required. Without neo-

business practices, Jamdani sari and other types of clothes can sustain in the long run which will not good for 

Bangladesh as it will destroy the country’slong outstanding artistictradition. 
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Abstract  

In the era of worldwide imbalances, the earth’s scenario has been deteriorating due to environmental 

degradation and sustainability. Green innovation may work as a catalyst to safeguard the world through 

appropriate supervisory purposes for which green enterprises should be increased all over the world.  The 

study of a qualitative nature. Green innovation needs green human resource management. for which they 

create opportunities and generate ideas for skill development.  

Keywords: Allocative Efficiency ‧ Government Policy ‧ Economic Benefits ‧ Green Enterprises ‧ Learning 

curve ‧ Experience curve 

 

5.1     Introduction  

Green innovation and sociological balance and geen enterprises may be developed for innovative management. 

Baah, Agyabeng-Mensah, Afum, &Lascano Armas (2023) commented that corporate environmental ethics and 

green creativity are critical antecedents to green competitive advantage, sustainable production, and financial 

performance.Green enterprises are playing vital role in the planet. Leal Filho, Azul, Brandli, özuyar, & Wall 

(2022) emphasized on nurturing of information towards sustenance, which works towards the UN Sustainable 

development goal to safeguard sustainable consumption and production processes. The impacts of sociological 

transformation on labor markets with green are expected in job substitutions with sect-oral employment shifts 

from fossil fuel to renewable energies, job elimination without replacement such as in the coal and oil refining 

sectors, redefinition, and transformation of existing jobs.Hydrogen Peroxide may be better option as a source of 

energy. Research and development in systems transformation lead to the internal generation of innovative and 

creativity power under current global meltdown factors.  

“Both fiscal subsidies and preferential taxation can strengthen the relationship between green innovation and 

enterprise performance, with the incentive effect of preferential tax being more pronounced when the two 

policies are pursued in parallel. In general, the regulatory impact of preferential taxation is more pronounced in 

high-tech manufacturing, while that of fiscal subsidies is in traditional manufacturing” (Liang, Li, Zhang, & 

Chen, 2022). Sentiments of farmers may remain pervasive in enduring the self-organized multi-species and 

sociological connections with local and regional human-nature geographies and ecosystems synergy through 

interactions among the humans, flora, fauna, soils, fire, physio-chemical environments, etc. The research 

question of the study is whether organizational green innovation management for economic benefits through 

green enterprises can act.  Green innovation management system and green human resource management are 

extremely correlated by justifiable expansion to attain the Pareto optimality situation of a country like 

Bangladesh.  
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5.2     Literature Review  

Allocative efficiency and performance management are very valuable tools. Economic growth requires to be 

submissive ecological integrity support systems to avoid concerns about the disturbance of previously separated 

ecosystems for the improvement of quality of life (Myers,& Frumkin, 2020). Development through 

transformation innovations requires long-term sociological together with more knowledge, and social 

(Carayannis, et al., 2012).  The creation and development of sustainability through green innovation 

management is being required. Chowdhury (2006) opined that the development of a successful product required 

the right renewable, involving local stakeholders, building support within the utility and creating a sound 

marketing program to attain a successful green pricing program regarding public utilities.In the socioeconomic 

and sociolect-ecological framework of imperialism, agricultural plantations are export-oriented monoculture at 

the expense of more complex agroenvironmental classifications favored by indigenous societies with old-style 

knowledge branded by segregated landscapes and dis-articulation of sociolect-biodiversity sceneries and 

economies (Manson, 2001). Monoculture continues the sociological ecologies of the historical background of 

colonialists and freshness (Wolf, 1982; Blaut, 1993; Mignolo, 2005). Dimensions of the innovation ecosystem 

of the quintuple helix model and other sociolect-ecological systems are the elements of innovation diplomacy to 

bridge the barriers between the separated fields and actors (Yin, 1984; Carayannis,& Campbell, 2011).  

Innovation transition interacts with environmental goals work for  an innovation ecosystem model . Complex 

sociolect-ecological systems located in dynamic and rooted territories and landscapes, across scales and places, 

emerge as eco-systems from human environmental collaborations (Rangan & Kull, 2009; Rocheleau, 2011).  

Multi-level perspective to nontechnical innovation (Geels, & Schot, 2007) is a tool to analyze the transition in 

economies as for example in the energy system of wood fuel in transition to an uncertain nontechnical scope. 

From the sociolect-ecology, trauma is a coincidence of human and natural systems giving rise to reciprocal 

responses to disruption (Gotham et al. 2014). Changing and depending green habit and consumption will lead to 

sustainable posterity.  

The waste emissions of firms circumscribed by governments rely on compulsory systems more than own 

initiatives. The analysis of socioeconomic management system can be approached by historical and structural 

perspectives based on variables such as social capital, trust building, strategic collaboration, sense making, 

knowledge generation, etc. (McAllister, 2002). Facilitate collaboration on achieving objectives and enhance 

socioeconomic values. The adaptive Eco management approach addresses many issues related to the 

socioeconomic management (Boyle et al., 2001; Dale et al., 2000). 

Integrating community development and socioeconomic management, the stakeholders create collective 

meaning, promotes public participation, and enhances empowerment reinforcing power structures (Pretty, 1995; 

Agrawal and Gibson, 1999, Brown, 2003). Collaboration requires communication skills for voluntary 

participation supported by formal institutions to reduce vulnerability of the socioeconomic management. 

Horizontal collaboration coordinates and engages local actors and associations in knowledge generation and 

socioeconomic management process. Social networks are an instrument for mobilizing social memory, 

generating social capital and legal, political, and financial support to ecosystem management initiatives. The 

integration of economic, sociolect-ecological, cultural, and spiritual dimensions in a modeling method ensures 

the stability and viability of whole systems (Ramazanov, 2009; Ramazanov, 2018). Describe reconstructions of 

sociolect-ecological and Eco-systems changes to scrutinize development initiatives to transform landscapes and 

socio economies (Watkins, 2018).  

Sociology-ecological transition systems are unpredictable, difficult to manage, control, and generate unexpected 

results (Helbing, 2013). Socio-political analysis of transitions and transformation processes departs from the 

traditional structural innovation systems based on capital accumulation driving to the global arrangements of 

political economy and power (McMichael, 2009). Occupational alteration was owing to climate alteration and 

natural disaster which be contingent on sociolect-economic condition of the individuals of that part of the nation 

(Ali,2018). 

The neoliberal idea is an economic system that has been at the center of ecological degradation since the 

industrial revolution and will continue unless sociological transformations reduces it (Kallis, 2011; Klein, 2015; 
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Moore, 2015). Innovation in a niche system of the society focus on process of transition at socio-political 

infrastructure, technology, knowledge, institutions, norms, and rules (Geels, 2011). Overriding the ecological 

complexity by advancing the industrial approach within the agro ecological production and agro-food systems 

was the result of integrating genetics, chemicals, and machinery (Wolf &Butte, 1996).  

The interstitial action occurs with learning, experimentation, and innovation within the socio-ecological context 

drawing on resources, stress responses and changes with the potential to catalyze systemic changes (Wright, 

2010, Allen, 2004). The socio-agro ecological management transformations are complex systemic farming 

changes leading to psychological, socio-ecological, socioeconomic, and political processes shaping the farm 

enterprises. Traditional farming and agriculture systems research in developing and industrialized settings can 

be blended in an integrated and complex socio-agro ecological agro food systems analysis across the economics, 

sociology, and geography (Altieri, & Nicholls, 2008; Gliessman, 2007; Goodman, et al. 1987; Campbell, 2009; 

Perfecto, et al. 2009).  

Building the sociological innovation  based om knowledge and infrastructure is  to give support to the sociolect-

agro ecology facilitates the cooperation of projects occurring in some spaces with growing presence of organic 

manufacturing and industrial socio-agro ecology, evolving, creating, and generating more creative spaces for 

socio-agro ecological knowledge and agro-food production systems (Guthman, 2004; Pratt 2009).Ali(2018) 

argued that consumers and producers should be conscious of green concept. 

The systemic innovation barriers require insisting on applications of place-based approaches predicated in the 

experimental perspective (Barca, 2009). The sociological green transition results of a shift expected to have 

implications for the different dimensions of work that are relevant for the macroeconomics for sustainability in 

the relevant relationship between growth, work, and productivity (Jackson ,& Victor, 2011).In the form of 

community initiative through the leverage of resources and power for a vision of landscape transformation, 

coalitions of small-scale producers that continue to resist, challenge and re-directing interventions to promote 

sociological change and development (Watkins, 2018).  

Logical moral individualism commitment conflicts with the perspectives complex systems on sociological 

changes in cross-scale dynamics the cycles of growth and creative destruction (Quilley, 2020). Guo, Fu, & 

Sun(2023) argued that in China   it is not possible to increase the efficiency of green innovation in the studied 

city when each innovation factor in the city is performing poorly, and when there is also a lack of innovation 

subject and system openness. 

 

5.4      Conceptual Framework  

Based on above discussion, chart:1 is given as a conceptual framework on green enterprises. Both learning curve 

and experience curve must work as complementary to attain benefits in the cutting edge of the modernization 

and symmetric diffusion through arranging green innovation, green customer, green product, green pricing by 

using management and development program. 
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Chart:1 Conceptual framework 

 
(Source: Authors’) 

 

5.5      Conclusiona and Recommendations  

Green enterprises can be benefited to upgrade performance dimension of sustainability issues. Making decisions 

through research and development   to create and develop innovations matching humans and environment 

concerns are related to environmental sustainability leading to become more effective and feasible if the 

structure and functions of the system are concurrent with planning in an integral and holistic way including 

biological and cultural relations (Rogers, 2003; Ramakrishnan, 2003, 2008; Hjortsø et al. 2006).An integrated 

approach to sustainability systems thinking responds to sociological policy innovation agenda reflecting the 

broader international sustainable development urging for the creation of transformation niches aimed to promote 

sociological transformations in terms of and ideas and actions (Moore et al., 2014). Damage of longstanding 

growing of forest has    of late mainly exaggerated by deforestation processes.Rules of innovation and creativity 

in the strategy making processes and innovation governance are relevant to be expanded for the research on 

innovation geography (Flanagan, & Uyarra, 2016).Chowdhury (2006) properly demanded the need of green 

pricing program to ensure green innovation and sustainability of green enterprises . 

A green innovation management system can be performed as a system under a design of policies and strategies 

considering its local, domestic, or regional even the planet as a whole problem in an integrated manner. Green 

enterprises need to be developed worldwide by each countries leaders who must be transformation leader and as 

such, government policy must be in favor of creating green enterprises. Both policies and human beings directly 

impact the performance of the green innovation management system, since the first factor generates the 

guidelines or lines to follow for the correct management of the system and as for the second factor, human 

beings, are those who apply the actions that the policies to determine. Innovation in the society becomes a 

process of social transformation, change and problem solving related to environmental sustainability problems, 

which have an impact on allocative efficiency.  

Environmentally sustainable strategies have proven to be insufficient for sociological innovation systematic 

changes and transformations. Transitions to innovation management of sociological systems requires internal 

cognitive changes through new patterns of thought of holistic ecological systems thinking of nature. 

Sociological transition must envisage strategies to improve the relationship between green economic growth and 

employment.  

The experience curve is validating that growing experience which permits businesses to recognize additional 

well-organized manufacture approaches, rationalize procedures, then decrease charges, pleasing to the eye of 

affordability in addition to  cost-effectiveness ensured through  the green innovation system may be arranged at 

the green firm level .As learning curve is acting based on  idea ,headship and strategy in  green enterprises  so 

Learning  

Curve 

Experience  

Curve 
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that continual enhancement stands  fetter of effects that  can switches   to   the belief that advancement is likely, 

endures with the formation of a  setting and provision of effort which can endorse the issue, besides 

consequences of cutting-edge of elasticities in addition to preparedness by  modification as recognized and  does 

aimed at extra well-organized unities due to repeatedly growing through green innovation which must also be 

ensured at the enterprise level. 

Creation of green enterprise development discourses tasks of growth with equity through creating employment 

opportunities, via putting emphases on sustainable development and green livelihoods foundation and reducing 

poverty. Worldwide policy makers’ necessity to laid highlight on generating green enterprises accompanied by 

green pricing. Green human resource management refers to the integration of environmentally friendly practices 

into human resource strategies and policies. Green enterprises ought to work for allocative efficiency for the 

planet so that removing income inequality and social justice can be arranged through creating efficient market so 

that commodities and facilities can be optimally circulated between consumers and producers in an economy. 

The integration of Green Human Resource Management, organizational structure, behavioral economics, and 

supply chain management is essential for enterprise development in domestic and global environments. 

Agrobusiness’s socio-ecological strategies are transition-oriented towards ecological management systems, 

biodiversity, reliance of resources, cycling in closing loops. Green enterprise may arrange life cycling processes 

of soil nutrients in answer to ecological feasibility of place-based discriminations with acquaintance and 

evidence. By adopting sustainable practices and incorporating behavioral interventions, organizations can 

promote environmental responsibility and enhance employee engagement in innovative organizations. The less 

developed global South, emerging countries and also Australia is becoming the upcoming global cities with 

scarce expansions, small scale of social and natural innovations in renewable energies, transportation 

arrangements and scarce natural resources at the planet. Bangladesh can learn experiences form the global green 

innovation strategies and its mechanisms. To implement in the country from the grass root level to the top level 

and also in the tertiary education system and central bank of the country Bangladesh bank encourage green 

innovation and green enterprise through research and development and execution process through plan-do-

check-act. Sociological green innovation and production schemes by the green enterprises beneath catastrophe 

circumstances signals the hazard of exterior dependency on a predetermined natural resource, the ecological and 

biophysical expenses that boundary to growth at the cost of environmental clusters, and the trials of 

collaboration assistance. Green enterprise must work with the policy level support for the progress of the 

economy. Horizontal and vertical collaboration need to coordinate and engage local actors and associations in 

knowledge generation and socioeconomic management process. Innovation interacting of producers involve in 

together top down and bottom-up methods meant at emerging capabilities, abilities, funds for the sociological, 

agro-environmental, cottage, micro, small, medium and large green enterprises are being required at the planet. 

Future research study must examine the diverse types of the intensity of environmental regulations and 

hindrances to execute these regulations in diversified countries. Research work may focus on experiences on the 

systematization's management strategies and dealing with paradigm shift and uncertainty as well as applicability 

of good governance to ensure implementation of good environmental policies for the betterment of the societies 

and apply in enterprise development so that pro people well-being can be achieved. Cobb-Douglas production 

function may be estimated for green production. 
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Abstract 

School meals are an excellent way to provide impoverished kids with essential nutrition. School meals are a 

critical component of children's nutrition and better health in the long run. Through school meals, children 

are encouraged to improve their nutrition, make healthy food choices, and develop good eating habits. A 

child's ability to study is negatively impacted when they arrive at class hungry. A school meal program is a 

means of giving kids wholesome food while they're in school. Through government-arranged programs, the 

majority of developing and developed nations allocate a portion of their resources to mealing schoolchildren. 

Social scientists and nutritionists have long acknowledged a causal relationship between children's learning 

capacity and their nutritional status. Therefore, the system of offering free or subsidized school meals is seen 

as essential to the government. Currently, substantial financial resources are being allocated by governments 

and development partners in both developing and wealthy nations to provide free school meals to 

underprivileged children. Children gain from school meals because they reduce hunger in the classroom, 

decrease laziness and sustenance deficiencies, and increase school enrollment and attendance. A vital element 

promoting both education and health is mealing kids nutritious meals at school. School meals at school have 

shown to be an investment in children's and their families' future prosperity as well as a potent platform for 

the growth of entire communities. These programs, when incorporated into all-encompassing school health 

and nutrition strategies, can offer safety nets that support and maintain social protection, sustainable food 

systems, gender empowerment, high-quality education, and economic growth.  

Keywords: School Meals ‧ Bangladesh  Education ‧ Nutrition ‧ Children 

 

Introduction 

About 30% of Bangladesh's population is under 24 years old, which contributes to a low dependency ratio. In 

order to reap the benefits of the demographic dividend, it is imperative that the younger generation acquires the 

necessary skills to make the most productive contributions to the nation's future. One of the key elements that 

helps develop these abilities is education. As a result, the government has prioritized high-quality education and 

uses school lunches to improve it. 

The School Meal Program can simultaneously help meet nutritional needs, which benefits children's physical 

and mental health and, in turn, their productivity and current and future cognitive achievements. This study is 

intended to offer data to support the government's decision to make the school-based mealing program universal. 

The government is currently debating the best way to accomplish this. 

School meals programs can support local agriculture and markets by improving health, nutrition and education, 

making communities more resilient. These programs can transform lives and communities and serve as a 

platform to improve education and food systems around the world. Every day millions of children around the 

world go to school on an empty stomach - hunger affects their ability to concentrate and learn. There are also 

millions of children - especially girls - who simply do not go to school because their families need them to help 

in the fields or do household chores. Children in conflict-affected countries are twice as likely to be out of 

school as their peers in stable countries - 2.5 times more likely for girls.  

School meal programs can help address many of these challenges. They are a multidisciplinary game changer 

that improves children's education, health and nutrition. More broadly, they support the entire community by 

providing an important safety net and strengthening food systems and economies (Sustain, 2023). 
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One type of merit good that is strongly tied to the concept of externalities is school meals. These are goods that 

are deemed to have a significant positive impact on society at large and thus "deserve" to be supplied. Therefore, 

one could argue that their production and distribution should be subsidized. According to some analysts, "liberal 

education" is a merit good in democratic nations as well because it promotes critical thinking and attentive 

reading, both of which are necessary for analyzing ideas in a free society.  

There is a case to be made for government intervention to establish a social safety net for the most vulnerable, if 

not to alter the distribution of income more broadly, since the so-called basic needs usually necessitate a 

minimum level of income. Both tax and spending policies have the potential to redistribute income, but the 

majority of experience indicates that government spending makes it simpler to support those with low incomes. 

The purpose of this study is to determine the educational outcomes for children by first illustrating the 

composition of school meals in different countries across the world, with a focus on two developing and one 

developed nation. In conclusion, this research will aid in comprehending the concept of school meals and 

ascertaining the actual influence of school meals on students' academic performance. 

 

Literature Review 

Concepts of School Meal  

A school lunch is a meal that is provided to pupils by the school, typically at the start or end of the school day. 

The term "lunch" is frequently used to refer to school meals, which can include some morning programs and 

single-commodity programs like fruit or milk. Almost one-third of a child's daily nutritional needs are met by 

school lunch. School meal programs are implemented in many countries in an effort to help children develop 

healthy physical and mental states; these programs are crucial to the implementation of nutritional policies that 

will have a greater positive impact on public health. Initiatives for school meals differ based on the realities of 

each nation's food supply, health, and economy. In some developing nations, these programs also offer a 

significant social and educational benefit. 

 

Information from the Globe 

Since the 1920s, all primary and secondary schools in Western Europe, including Finland, France, Sweden, the 

United Kingdom, and Scotland, have required to provide a hot lunch every day of the week. In several European 

countries, such as Austria, Ireland, and Norway, variations of this rudimentary school meals initiative exist, with 

individual schools deciding whether or not to serve lunch. 

The intention behind school meal programs was to shield students from malnutrition, both in developed and 

developing nations. For impoverished families, food comes first and is closely related to family resources, which 

include almost all of their time and money. Families seem anxious to ensure that their children are eating enough 

food and that they do not go to school without enough money to purchase wholesome food. This leads to the 

development of chronic or mild malnutrition, which alters the body and mind and has long-term effects on 

productivity, physical health, and education. 

School meal plans give kids lots of opportunities to eat wholesome, balanced meals. This kind of food encounter 

is repeated multiple times to give people several opportunities to modify their eating patterns. Nonetheless, 

dietary, lifestyle, and behavioral patterns are developed during childhood and significantly influence health and 

overall well-being. Pupils insist on eating a healthy meal during class. Poor academic performance can be 

caused by hunger and inadequate nutrition in schools, which can be a significant learning barrier. Studies 

indicate that children who are malnourished are more likely to experience behavioral problems like attention 

deficit disorder, depression, and antagonism, all of which have an impact on academic performance. School 

lunches can help students focus better, feel less distracted, and satisfy their hunger right away. 

Most people agree that school-age children who are undernourished or destitute should receive meals. The 

purpose of the school meal program is to promote enrollment and help families cover some of the costs 

(opportunity and out-of-pocket) related to sending their kids to school. Additionally, the political and logistical 
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view is that school lunches are typically provided to all students at a particular school. There are just two 

benefits to school meals. 

First of all, it provides a clear incentive for the child to attend school on a regular basis. Second, timely school 

meals satisfy children's short-term hunger and may improve their ability to focus and learn (Adelman et al., 

2008). Empirical studies have shown a substantial relationship between a child's diet and academic performance, 

with school meal accessibility playing a major role. Empirical research indicates a strong relationship between 

school learning and child nutrition, with children's academic achievement—including participation and 

academic performance—improving when school meal programs, such as school breakfast, are easily accessible. 

Additionally, school lunches may improve learning outcomes in the following ways.  

First, by bringing down the cost of education, school meals can encourage parentsto send their 

kids to school regularly.  

Attending class on a regular basis may improve academic performance. 

Second, school lunches improve kids' nutritional status, which may have an impact on their long-

term mental health.  

Third, school meals can enhance learning outcomes by raising student engagement and attention spans, particula

rly when there is a feeling of "classroom hunger" (Afridi et al., 2013). 

There are two pillars supporting the idea that school meals improve academic performance through better 

nutrition. 

First, eating at school improves nutrition, and second, improved nutrition raises academic achievement. 

Participation in school is now thought to be a promising motivating factor for paying for school meals. A child's 

attendance at school on a school day constitutes her participation in this context. The World Food Program 

(WFP) has noted that more children are drawn to school by the prospect of free school meals (Vermeersch & 

Kremer, 2005). 

 

Methodology  

The descriptive research form the basis of this study, and secondary provenances are used in the analysis process 

to provide information. The information was gathered from a range of publications, including academic journals, 

newspapers, research articles, online news, and survey reports from the World Food Programme (WFP), United 

Nations Children's Education Fund (UNICEF), and Multiple Indicators Cluster Survey (MICS). The collected 

data was represented and analyzed using the tabular descriptive method. 

Key concepts and Theoretical Basis  

Figure 1. The didactic triangle elaborated (Benn, 2012). 

Figure 1 illustrates how school meals can serve as teaching opportunities, highlighting the significance of the 

student-teacher relationship and the food and meal content in creating the learning environment for school meals 
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as "Bildung" (food). The concept of "foodscapes," which is defined as "the places and contexts where children 

eat and come into contact with food and the meanings and associations connected to them," can be used to 

understand this institutional relationship (Johansson et al., 2009, p. 30). 

Figure 2. The hypothesized relationships between breakfast and possible outcome variables in School children. 

Source: (Grantham-Mc Gregor et al., 1998). 

The relationships between breakfast consumption and various outcome factors in school-aged children are 

hypothesized, as shown in Figure 2. "Allotted time" is time that the teacher has set aside, and "engaged time" is 

time that the students spend concentrating on their assignments. Another thing to think about is that it is possible 

to improve the nutritional status of the undernourished population if school meals are provided for an extended 

period of time. There is tenable evidence that children who receive better nutrition perform cognitively more 

coherently than children who do not. Therefore, by improving the nutritional status of undernourished children, 

school meals may indirectly improve cognitive performance. 

 

Impact of School Meals on Nutrition and Health of School-Aged Children 

The school meal program greatly improves the diets of the kids who take part. The energy (calories) consumed 

while arranging biscuits at school is nearly entirely (97%) added to a child's daily intake. In addition, the child's 

family does not give them less food at home so they can eat school-arranged biscuits. These findings were 

primarily based on a carefully planned study and an econometric model that looked at how school meals 

affected kids' caloric intake. For program participants, biscuits are the main source of vitamin A in their diets. 

After rice, they are the primary source of iron, vigor, and protein. The average energy consumption of 

participating students is 19% and 11% higher in urban and rural slum areas, respectively, than in related control 

areas (Ahmed & Babu , 2009). 

Students received a package of enriched wheat biscuits, which contained 300 calories and 75% of the daily 

recommended intake of vitamins and minerals, as a mid-morning snack for every day they attended school. 

Participants' average energy intakes in the urban and rural slum regions were 19% and 11% higher, respectively, 

than those of age- and sex-matched students in control schools that did not participate in the SF program. As a 

result, the SF arrangement increased the participating children's net food consumption, and the extra energy 

from the biscuits was not offset by a decrease in mealing at home. The energy intake from biscuits was 97% 

more than the child's regular diet. Researchers discovered that a significant percentage of students receiving SF 

shared enriched biscuits with other members of their households either daily or occasionally based on the results 

of household food consumption questionnaires. When the siblings of the participants (ages 2–5) were exposed to 

SF biscuits, their overall calorie intake increased by an average of 7% (Jomaa , McDonnell & Probart , 2011). 

The WFP noted that the majority of elementary school-aged children in the program areas did not consume 

enough iron, energy, or vitamins A, B1, and B2. The study also found that the school biscuits' high protein, 
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calorie, and micronutrient content greatly enhanced the participants' nutritional status who were students. 

Mothers in the Northwest, school management committees, and schools all agree that biscuits satisfy kids' 

hunger during school hours. Parents believe that their children's ability to learn is enhanced by the biscuits' 

ability to reduce hunger, lower the prevalence of skin disorders, and relieve weakness and vertigo in 

schoolchildren. They noticed that learning quality increases in children who are happy and focused. Both parents 

and educators believed the biscuits were healthy and helpful for their kids, and some even praised them as a 

helpful replacement for the meat and fish that they were unable to provide for their kids (Bangladesh School 

Mealing Impact Evaluation, 2011). 

 

Key concepts and theoretical basis 

Impact of School Meals on Education and Learning 

Studies on the beneficial effects of nutrition demonstrate the necessity and benefits of giving schoolchildren 

school meals and/or snacks in order to improve academic performance and certain cognitive tasks, especially for 

undernourished students. School lunches improve academic achievement by reducing the dropout rate. This is 

especially true for take-home rations and school mealings when both options are provided simultaneously at the 

school, with girls benefiting more. 

The International Food Policy Research Institute (IFPRI) finds that the school meal program reduces dropout 

rates and significantly increases enrollment and attendance. It has improved school attendance by 1.3 days per 

month and raised enrollment by 14.2 percent. The probability of quitting has dropped by 7.5 percent. On the 

other hand, a lot of moms claim that the school meal program benefits kids in different ways. According to their 

reports, children are now more eager to learn and attend school, are more active and happy than they were 

previously, and their rates of illness have dropped (Ahmed & Babu, 2009). 

 

Discussion of Success and Failure Cases in develop and developing countries: 

Success Cases 

 

India 

A midday meal program has been in place in India since 1995, mealing 125 million children between the ages of 

6 and 14. It costs the government $2.8 billion, but it guarantees that all children can get a hot meal without any 

questions asked. It's the biggest school food for all program in the world, with goals including lowering child 

hunger, raising enrollment, and improving attendance. It has been discovered to have an intergenerational effect, 

resulting in fewer shorter children born to women who had benefited from the school food program, which is a 

common indicator of malnutrition. It also improves nutritional health and educational outcomes. 

 

Children enjoying their mid-day meal program in India 

Figure3: https://www.sustainweb.org/blogs/mar23-countries-have-universal-free-school-meals/[Accessed on 

September 10, 2023] 

 

Brazil 

Since the 1940s, Brazil has been offering free school meals to children from low-income families; however, in 

2009, the program was expanded to include all children. That amounts to 40 million kids! This action was taken 
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in response to mounting data showing that providing free school meals can combat obesity and improve student 

nutrition education. Currently, the program designs school meals using a network of 8,000 nutritionists across 

the country, and it mandates that at least 30% of the food served in these meals come from family farms within 

the municipality of the schools. The municipality of El Salvador has gone one step further and is serving its 

170,000 students plant-based meals. 

Brazil provides some hints. Programa Nacional de Alimentação Escolar, or PNAE, is the national student 

nutrition program of that country, with an annual budget of $1.3 billion. The program was established in 1954, 

but over the course of the last 15 years, it has undergone significant changes as a result of a number of pro-food 

security reforms. Notably, a 2009 law mandated that at least 30% of the food purchased for the program 

originate from small family farms. 

In 2012, the International Policy Center for Inclusive Growth reported that the PNAE was investing 

approximately US$500,000 to support local farmers who provided schools with fresh produce, dairy, fruits, and 

other goods. While some states are still falling short of the thirty percent threshold, others are already above it.  

 

Figure 4: High school students eat lunch -- rice, beans, stewed beef, salads and fresh strawberries -- at 

Presidente Costa E Silva high school in Irati, a town in Paraná, Brazil. 

Source:https://thetyee.ca/News/2016/05/11/Brazil-School-Meal-Program/ [Accessed on September 10, 2023 

 

Sweden 

Along with its neighbor in Scandinavia, Sweden provides 260 million hot meals annually to students between 

the ages of 7 and 16, with the majority being between 16 and 19. Studies on the Swedish program have shown 

that kids who eat these meals not only achieve better academic results but also grow up to be healthier adults. 

With a benefit to cost ratio of 7:1, children from families in the lowest income quartile who received free school 

meals for nine years increased their lifetime income by 6%. Sweden serves about 260 million school meals a 

year. Prices include ingredients, labor, and transportation, with an average of 616 EUR per year and 6,600 SEK 

for a child. An average meal's ingredients cost slightly more than one EUR (SEK 10–14). The 290 

municipalities are in charge of providing a wide range of services, such as education and meal preparation for 

schools. With the assistance of local private service providers, they are also able to offer school meals. Each 

school receives food that is either prepared on-site or in central kitchens and is either served warm or chilled for 

later heating. Alternatively, schools may have their own school kitchens. A warm main course, a salad bar, and 

bread with spreadable cheese are included in the meal. 

 

Figure 5: https://cepr.org/voxeu/columns/swedish-school-lunch-reform-nutrition-and-lifetime-income/  [ 

Accessed on September 10, 2023]   
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A warm main course, a salad bar, bread with spreadable fat, and a beverage (milk or water) make up the meal. 

There's also usually a vegetarian option available. At the buffets, students are allowed to help themselves. 

Ideally, teachers incorporate food and health education into their meals with the students. This widely accepted, 

albeit unofficial, practice is known as "pedagogic lunch." 

 

Failure Case 

Yemen  

Since 2015, Yemen has been experiencing a protracted conflict that has resulted in a severe humanitarian crisis 

and food insecurity. Of the 7 million children targeted by the WFP-supported school mealing program, only 1.3 

million were reached in 2019 because of funding gaps, insecurity, and access issues. The COVID-19 pandemic 

in 2020, which prevented the distribution of take-home rations and forced the closure of most schools, had an 

additional negative impact on the program. 

 

Venezuela 

Since 2014, Venezuela has been undergoing a severe economic and political crisis that has led to many of the 

following: hyperinflation, food and medicine shortages, social unrest, and mass migration. Inadequate 

infrastructure, coordination, and resources have had a negative impact on the national school mealing program 

(PAE). A Caritas Venezuela survey from 2019 found that only 18% of schools said they regularly received PAE 

food supplies, while 82% said they only occasionally or never received them. 

 

Greece 

In Greece, school meal failure is a major problem that has an impact on kids' health and education. Greece has a 

national school meal program that, according to the [Global Report of School Meal Programs Around the 

World], has given free breakfast and lunch to all students enrolled in public schools since 1985. Millions of 

children were left without access to sufficient food in schools in 2011 as a result of the government's decision to 

halt the program due to the economic crisis that struck the nation in 2010. 

Children's wellbeing and academic performance suffered as a result of the school meal program's suspension in 

Greece. According to a study by the [World Food Programme], 11% of children reported going to school hungry, 

and the prevalence of food insecurity among schoolchildren rose from 7% in 2008 to 21% in 2013. The study 

also discovered a link between children's food insecurity and poorer self-esteem, higher absenteeism, and poorer 

academic performance. 

In response to the crisis, a number of programs were started by private donors, local government representatives, 

and civil society organizations to help meal underprivileged families and schools. For instance, the [Stavros 

Niarchos Foundation] assisted the [Prolepsis Institute] in 2012 as it carried out the [Food Aid and Promotion of 

Healthy Nutrition Program] (DIATROFI). The program's objectives were to provide nutritious meals to students 

in schools situated in low-income communities every day and to encourage children and their families to engage 

in physical activity and healthy eating practices. More than 110,000 students in more than 700 schools 

throughout Greece were impacted by the program, which also enhanced their dietary habits, academic 

performance, and nutritional status. 

These efforts, however, fall short of filling the void created by the lack of a national school meal program. A 

long-term, viable solution is required to guarantee every child in Greece the right to food and education. With 

sufficient funding and quality standards, and in cooperation with pertinent parties like schools, parents, local 

communities, and civil society organizations, the government should revive and modify the school meal 

program. School meal programs are an investment in the future of the nation as well as a social safety net. 

 

School Meal in Bangladesh 

Bangladesh's economy has grown steadily over the previous few decades, and it is predicted to become middle-

income soon. With nearly 22 million children in pre-primary and primary school, and enrollment rates exceeding 

95%, the government of Bangladesh faces significant challenges in providing high-quality education. Achieving 
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universal primary education coverage, keeping boys and girls in school longer, lowering dropout rates, and reducing 

social, gender, and regional disparities have all been made possible by the School Mealing Program's success in 

reducing hunger. In 2001, the World Food Programme (WFP) and the government of Bangladesh started the School 

Mealing program, which gave children 75g of micronutrients. In 2001, the World Food Programme (WFP) and the 

government of Bangladesh started the School Mealing program, which gave children 75g of biscuits fortified with 

micronutrients. Reducing malnutrition in school-age children and enhancing enrollment, attendance, and retention 

were the goals. To give kids a safety net, Bangladesh established the School Mealing Programme in Poverty Prone 

Areas (SFPPA) in 2011 under the Directorate of Primary Education (DPE). The government realized that, in place of 

biscuits, a Home Grown School Mealing (HGSF) program was necessary after the School Mealing program 

produced positive results. The Government has recently implemented the HGSF modality, which was first tested in 

2013 at the request of the World Food Program. The School Mealing Program is currently moving from being 

entirely run and funded by the government to being fully owned by the state. By 2030, the goal is to move from 

micronutrient-fortified biscuits to a Home Grown School Mealing model, which will provide the National School 

Meal Policy to every primary school student. During a Cabinet meeting on August 19, 2019, the Honorable Prime 

Minister of Bangladesh approved the NSMP, which is currently being implemented by important government 

ministries. The WFP will provide technical support as the NSMP is implemented gradually. The nation will be able to 

offer a safety net for the youth who will be in charge of its future growth and development with the adoption of the 

NSMP. 

In order to prevent hunger and keep students in school longer, school meal programs are essential. A universal 

mealing program can make a major contribution to the development of a country by helping to eliminate 

different forms of discrimination, boosting food security, and enhancing learning outcomes in primary 

education. Bangladesh has pledged to fulfill the Sustainable Development Goals of the United Nations by 2030. 

Therefore, the school meal program needs to be prioritized. The school meal plan will start by giving coverage 

priority to areas that are disadvantaged or experiencing poverty.  

As an experimental measure, cooked hot meals were served to a number of schools in Bangladesh's two upazilas 

in October 2013. In order to investigate school meal options and modalities, the Ministry of Primary and Mass 

Education (MoPME) and the Directorate Primary Education (DPE) partnered to launch this experiment. Table 1 

(The Impact of School Mealing in Bangladesh, 2018) presents enrollment figures for students in the school meal 

program broken down by type of school. 

In October 2013, cooked hot meals1 have been introduced to some of the schools in two upazilas2 on a trial basis 

(Table 1). These schools do not receive fortified biscuits, except on 

Table 1: Number of students under the school meal programme per type of school and target upazila On 

Thursday, they don't receive a hot meal. This pilot was started to investigate opportunities and modalities within 

school mealing in cooperation with MoPME and DPE. Meals consisted of 80 grams of fortified rice, 25 grams 

of dal, 25 grams of oil, and vegetables at the beginning of the pilot.The amount of oil was cut to 12 grams and 

the amount of rice was increased to 90 grams starting in September 2015. 

 

Type of School Jamalpur Barguna Total 

Government Primary School (GPS) 6,027  10,094  16,121 

NGO/BRAC schools 395 255 651 

Madrasah 175 78 253 

Total 6598 10427 17025 

 

                                                      
1  In the form of khichuri, which is a locally accepted rice-based dish, consisting of fortified rice, enriched with folic acid, 

iron, zinc and vitamins A, B1 and B12, fortified oil, pulses and leafy and non-leafy vegetables. 
2  Islampur upazila (Jamalpur district) and Bamna Upazila(Barguna district) 
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Before the School Meal 

According to WHO estimates, 50% of Bangladesh's under-5-year-old children were underweight in 1998, and 

50% of the country's population could not afford a healthy diet in 2002. Although there is a dearth of nutrition 

data on school-age children in Bangladesh, it is certain that the trends observed in the under-5 age group have 

been transferred to the school-age population. The primary goal of school mealing was to address low primary 

school enrollment, attendance, and completion rates; better nutrition was considered a secondary concern. 

UNICEF's Multiple Indicator Cluster Survey (MICS) revealed that by 2012, the percentage of underweight 

children under five had decreased to 32%. When the statistics on children's underweight, stunting, and wasting 

started to improve, WFP and the government started looking into the potential of a home. In order to improve 

diet diversity, micronutrient deficiencies, and the availability of fresh, local produce, WFP started looking into 

the possibility of a Home Grown School Mealing modality in collaboration with the government as the 

underweight, stunting, and wasting data on children started to improve (Jeans & Uwameiye, 2019). 

 

After the School Meal 

Over the past 20 years, there has been progress in addressing the prior problems with primary school enrollment, 

attendance, and completion, though problems still exist. The government's growing concern is primary school 

graduates' academic performance. A significant cross-sectoral issue that is impeding Bangladesh's future 

workforce's performance is nutrition. For the full 240-day school year, the School Mealing program offers 75 

grams of micronutrient-fortified biscuits six days a week. Under the current school mealing program, 80,000 

primary schools have served three million schoolchildren. The government has pledged to serve HGSF hot 

meals to over 400,000 schoolchildren since the National School Meal Policy was passed. The government hopes 

that all pupils attending government primary schools will be by 2024, the government wants all pupils attending 

Government Primary Schools to receive assistance with school lunches. At the moment, the government allots 

$75 million USD annually. 

 

Sustainability  

The National School Meal Policy's improved legislative and regulatory framework has given government institutions 

more ability to implement school mealing programs across the country. Furthermore, the policy has improved 

operational and financial support from the government, allowing WFP to transfer the program to national 

stakeholders. The school meal program attracted more participation from neighborhood associations and community 

groups, which will help ensure the program's long-term sustainability. 

 

Cost-effectiveness  

School mealing is becoming more widely acknowledged as a significant investment in local economies and 

human capital, which has accelerated development led by the nation. The current program, which is based on 

biscuits, costs each child.10 USD per day. The Ministry of Food's Public Food Distribution System provides the 

rice for the HGSF hot meal program, which is available for.12 USD per child per day. Furthermore, school 

meals transfers value to households, with an estimated 10 percent of a household's income going toward it. Due 

to improved health and educational outcomes, school mealing boosts productivity and potential future wages for 

students, which benefits local markets, the national economy, and human capital. 

Mr. Md. Ruhul Amin Khan, Joint Secretary and Project Director, School Mealing Program in Poverty Prone 

Areas, expressed gratitude to the Prime Minister of Bangladesh for her vision to create a developed nation by 

2041 and stated that the government launched the National SchoolMeal Policy (NSMP) in response to this 

desire, believing that if all children received an education, the country would naturally develop into an educated 

and economically stable one.The success of school mealing in Bangladesh is the reason the National School 

Meal Policy (NSMP) is a key component of the government's vision for 2041. Significant increases in student 

attendance and attentiveness in the classroom were observed when the school mealing program was introduced 

on a trial basis in several regions of the nation. Significant increases in student attendance, focus in the 

classroom, enrolment, and a lower dropout rate were observed when the school mealing program was introduced 

on a pilot basis across the nation. Additionally, the NSMP seeks to meet the nutritional needs of Bangladeshi 

children, Mr. Khan continued. 
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Figure 6: Retrieved from, https://docs.wfp.org/api/documents/WFP-0000112387 [Accessed on [Accessed on 

September 10, 2023] 

 

Market Failure of School Meal 

When the free market system fails to distribute resources or goods in an efficient manner, it is known as market 

failure. There are various ways that market failure in the context of school meals can appear: 

 

1. Underprovision of School Meals: 

 In a system that is solely focused on the market, schools might not give their students wholesome meals 

because there is no direct financial incentive to do so. 

 Low-income families may find it difficult to provide their kids with wholesome meals, which could 

impede their academic progress and cause health inequalities. 

2. Externalities and Positive Spillover Effects: 

The benefits of mealing students at school extend beyond the individual student. Students who eat well are more 

likely to focus in class, achieve better academically, and make valuable contributions to society. 

 Nevertheless, the market fails to fully realize these advantages, which results in underfunding of school 

meal programs. 

3. Information Asymmetry: 

 It's possible that parents and students are unaware of all the nutritional details of school meals. 

 Parents are unable to make educated decisions in the absence of transparency and accurate information, 

and schools might not prioritize serving healthy meals. 

4. Inequitable Access: 

 Market forces might not be sufficient to guarantee fair access to school meals.  

 Students from underprivileged homes may encounter obstacles to getting school lunches, such as lack of 

awareness, stigma, or transportation. 

5. Public Goods and Free Riders: 

 School meals are a public good because they enhance health and education, which benefits the 

community as a whole.  

 But, by depending on school lunches without contributing to their cost, some families might be 

freeloading. 

Governments frequently step in to solve these market failures by offering free or heavily subsidized school meal 

programs. Regardless of their financial situation, these initiatives seek to guarantee that all students receive 

wholesome meals. They consequently advance public health as well as educational outcomes. 

 

Implementing School Meals: Difficulties 

Certainly, implementing school meal programs can be a complex endeavor, and various challenges arise during 

the process. Here are some common difficulties: 

1. Funding Constraints: 

https://docs.wfp.org/api/documents/WFP-0000112387
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 Budget constraints frequently compromise school meal programs' reach and quality. Sufficient funding 

is necessary to reliably deliver wholesome meals. 

 Program sustainability may be impacted by funding fluctuations resulting from a reliance on 

government allocations. 

2. Logistics and Infrastructure: 

 Logistics of distribution and storage in transportation are vital. It can be difficult to make sure that meals 

arrive at schools on time and in acceptable condition, particularly in isolated places. 

 Meal preparation can be impeded by inadequate kitchen facilities. Schools must have functional 

kitchens with all the appliances they need. 

3. Nutritional Balance: 

 It's difficult to strike a balance between cost and nutritional value. Some programs cut corners on 

nutrition in order to save money. 

 Variety in diet is important, but preparing different meals every day can be difficult. 

4. Cultural Preferences and Dietary Restrictions: 

 Food preferences are influenced by cultural differences. It can be challenging to create menus that 

satisfy a variety of palates. 

 Careful planning is necessary to accommodate students with special needs, religious dietary restrictions, 

or allergies. 

5. Quality Control and Safety: 

 Food safety must be ensured. Children's health can be harmed by contaminated food. 

 Sustaining uniform standards requires the implementation of quality control measures. 

6. Community Engagement: 

It is essential to involve local communities, educators, and parents. Program success is ensured by their 

support. 

 Implementation may be hampered by resistance or a lack of community awareness. 

7. Stigma and Social Perception: 

 Free meals could make some students feel like outcasts. It's critical to dispel this misconception. 

 It is imperative to normalize school lunches and encourage inclusivity. 

8. Data Collection and Monitoring: 

 Comprehensive data collection is necessary for tracking program impact. It's critical to keep an eye on 

students' academic progress, diet, and attendance. 

 Identifying areas for improvement is aided by assessment. 

9. Sustainability and Long-Term Commitment: 

 Programs for school meals ought to be long-term initiatives. Stakeholders and governments must make 

a sustained commitment. 

 Programming continuity may be impacted by political shifts. 

10. Scaling Up: 

 It's difficult to expand effective programs to include all schools.  

 Planning, resources, and coordination are needed. 
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School meal programs are still essential for children's health, education, and prospects for the future despite 

these difficulties. To overcome these obstacles, cooperation, creativity, and a dedication to developing young 

minds are needed. 

 

Change The World Economy and the Bangladesh 

WFP congratulates the Government of Bangladesh on joining the Global School Meals Coalition. DHAKA – 

The United Nations World Food Programme (WFP) congratulates the Government of Bangladesh on joining the 

Global School Meals Coalition and promoting child education and nutrition in the country. The announcement 

was made yesterday by H.E. Dr. A. K. Abdul Momen, Foreign Minister of Bangladesh and Mr. Farid Ahmed, 

Secretary, Ministry of Primary and Mass Education, on the opening day of the UN Food Systems Summit +2 

Stocktaking Moment in Rome. 

Since 2010, the Government of Bangladesh has been investing in the national school mealing programme, with 

WFP as a key partner. By 2022, more than 3 million children in 104 sub-districts had been reached with fortified 

biscuits, and in some locations, hot meals. A study conducted by WFP in 2018 shows that the programme 

resulted in a 4.2 percent increase in school enrolment and a 7.5 percent reduction in dropouts. 

“School mealing is more than food to the children. It is a systemic solution to combat child hunger and nutrition, 

but also supports the local economy through improving opportunities for smallholder farmers and local 

entrepreneurs,” said H.E. Dr. A. K. Abdul Momen, Foreign Minister of Bangladesh at the UN Food Systems 

Summit +2 Stocktaking Moment. 

Building on the success of the past programmes which ended in June 2022, the new school mealing programme 

aims to reach 3.5 million students of 20,000 government primary schools over the next three years. 

“In the next programme we are planning to shift from fortified biscuits only to a diversified food menu. It will 

include seasonal fruits, egg, bun and milk during the week. We will pilot hot meals in some poorer districts. 

Diversification will help us to achieve nutritional outcomes,” added Minister Momen on the Government’s plan 

for the new national school mealing programme. 

“WFP is fully committed to continuing supporting the Government of Bangladesh to make school meals 

available to all targeted children, particularly those from poor and remote areas,” said Domenico Scalpelli, WFP 

Representative and Country Director in Bangladesh. “We congratulate the Government for joining the Global 

School Meals Coalition and investing in school meals to secure a brighter future for the children of 

Bangladesh.” 

The School Meals Coalition is an emerging initiative of governments and a wide range of partners to drive 

actions that can urgently re-establish, improve and scale up food and education systems, support pandemic 

recovery, and drive actions to achieve the Sustainable Development Goals (SDGs). Currently, more than 80 

countries are members of the coalition. 

 

Conclusion and Recommendation 

School meals are seen as the morally right way to give malnourished kids the vital nutrition they need. 

Consuming enough nutrient-dense meals encourages a more secure and healthy aging process. The school meal 

program assists underprivileged families in developing countries that are unable to provide a sufficient meal. 

The program's creators anticipated that the school meal program would significantly alter children's diets, 

improving their health and cognitive abilities, as fugitive hunger in classrooms is likely to have a negative 

impact on education. By expanding this program throughout the nation, the rate of malnutrition can be reduced. 

Providing school-aged children with wholesome, home-cooked meals that are fresh from the garden is a crucial 

first step towards ensuring a prosperous future for all. The sustainability of school meal programs is still 

threatened by a number of factors, even in light of the discussion and research mentioned above. The 

components that influence the development, sustainability, realization and/or failure of the school meal program, 

including management and liability, must be investigated in order to enhance the nutritional status of 

schoolchildren and maintain improved academic performance for impoverished, malnourished children. 
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Policies, tasks, features, budgets, attempts at implementation, and stakeholder efforts pertaining to school meal 

initiatives differ among continents, regions, and nations. In Bangladesh, it is crucial to carry out the following 

actions in order to improve the planning and execution of school meal programs: 

1. Target areas for the school meal program should be those with high dropout rates, low enrollment and 

attendance rates, and significant malnutrition. 

2. The school lunch must be made entirely in accordance with the nutrition chart and using ingredients that 

are produced locally. 

3. Mealtimes should be used as educational opportunities for kids to learn about nutrition and food, as well 

as to help them develop better eating habits. 

4. Meal the elementary school students using a holistic approach to nutrition, with targeted objectives for 

different age groups (e.g., pre-primary, primary, and older students in classes 4 and 5). 

5. Establishing a bottom-up, cooperative approach to harmony building is necessary to guarantee high-

quality education. 

a) Including the commitment of all educational bodies, such as the School Management 

Committee (SMC) and the School-Parents Committee, as well as the planners of education 

policies, including the Ministry of Primary and Mass Education and the school administration. 

b) Adopting sensible policies and objectives that prioritize the development, delivery, and support 

of school meal programs and effectively address schoolchildren's health and nutrition in 

addition to their academic performance. 

 

6. The school meal, school health, and other pertinent policy and regulatory frameworks should be suitably 

matched or sufficiently integrated with the school meal programs. 

7. The new school meal policy must be fully understood and followed by the school administration. 

8. The arrangement for school lunches needs to be handled responsibly and transparently. Additionally, it 

must be verified that local special interests won't impede the initiative. 

9. In addition to primary schools, secondary schools should also be included in the meal program, so the 

school administration should take the appropriate action. 

10. Establish an atmosphere that motivates children to complete elementary school and make a smooth 

transition to secondary education, enabling them to acquire the necessary skills to improve their lives. 

11. Enhance the competencies of school personnel and those overseeing school meal. 

All things considered, the school meal program plays a critical role in enhancing the mental and physical health 

of students. The school meal program in Bangladesh is the first effort to offer primary school students direct 

incentives to attend class instead of money or food. Parents will be more excited to send their kids to school as a 

result of this initiative than to involve them in activities that generate income. To strengthen the activities related 

to school meals and achieve the desired results within the allotted time, cooperative efforts are required. 
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Abstract 

Research goals: The purpose of this paper is to assess the dynamic impact of financial inclusion on economic 

growth of the emerging economy of Bangladesh.  

Approach, Methodology, and Design: In this study Autoregressive Distributed Lag (ARDL) methods were 

utilized for analysis, focusing on investigating the primary research question using time series data spanning 

from 2004 to 2021. 

Research Findings: According to the analysis using the ARDL model, there is no significant relationship 

between financial inclusion and economic growth in Bangladesh, both in the short and long term. The study 

concludes that the development of financial institutions and improved usage to banking services does not 

significantly contribute to the country's economic progress. Despite this, financial inclusion appears to drive 

economic expansion, but its effectiveness is hindered by various factors such as the informal sector's 

prevalence and inadequate customization of financial services to meet the needs of lower-income groups. 

Research Limitation: The assessment of financial inclusion's effectiveness may be incomplete if solely based 

on the expansion of financial institutions and banking services, as other factors such as product diversity and 

utilization rates could provide more accurate measures, while external shocks and economic cycles could 

significantly influence the relationship between financial inclusion and economic growth. 

Theoretical Contribution/ Originality: The burgeoning position of Bangladesh's economy necessitates a 

thorough examination of initiatives for financial inclusion and their potential impact on GDP growth. Despite 

facing various obstacles and a noticeable lack of financial literacy among its citizens, there is a critical need 

to analyze the effectiveness of such efforts. This research embarks on an innovative investigation into the 

causal link between different indicators of financial inclusion and the economic progress of Bangladesh. 

Significantly, this study signifies a groundbreaking endeavor, supported by recent empirical evidence and 

collaborative efforts aimed at promoting financial inclusivity in the economic landscape of Bangladesh. The 

implications of this study are poised to provide substantial insights beneficial to both financial institutions and 

policymakers. 

Keywords: Financial inclusion, financial institution, Economic growth, Developing country, emerging 

economy, Bangladesh 

JEL Classification: G2, G21 & G28 

 

1.        Introduction 

Financial inclusion, as defined by the World Bank, constitutes the accessibility of affordable and easily 

attainable financial services and products catering to the requirements of individuals and enterprises. This 

encompassing framework includes transactions, payments, savings, credit, and insurance, all provided ethically 

and sustainably. Access to transaction accounts serves as a fundamental gateway to a plethora of global financial 
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services and is therefore crucial for achieving greater financial inclusion. Recognizing the pivotal role of 

financial institutions in fostering economic growth, elevating living standards, and bolstering the performance of 

small and medium-sized enterprises (SMEs), initiatives aimed at enhancing financial inclusion have garnered 

global attention. In Bangladesh, where financial inclusion remains a critical concern, initiatives such as agent 

banking, Corporate Social Responsibility (CSR) programs, and Mobile Financial Services (MFS) have been 

pivotal in extending the reach of formal financial services to previously underserved populations (Noor et al., 

2022; Khanam, 2022; Ibne Afzal et al., 2023). Despite these efforts, significant segments of the population 

remain excluded from the formal financial system, presenting challenges to sustainable development (Islam, 

2022). 

Bangladesh stands as a compelling case study in the pursuit of financial inclusion, placing significant emphasis 

on integrating marginalized segments of society into the formal financial ecosystem. Notably, microfinance 

initiatives led by organizations like Grameen Bank have played a transformative role in extending financial 

services to historically underserved populations, particularly in rural areas. The overarching objective of these 

initiatives is to empower individuals and catalyze economic progress, thereby contributing to broader socio-

economic development objectives. The correlation between financial inclusion strategies and economic growth 

is well-documented, with inclusive lending practices identified as catalysts for entrepreneurial endeavors and 

facilitators of overall prosperity. Moreover, the infusion of technology into financial services has emerged as a 

potent driver of transformation in Bangladesh, enhancing efficiency, accessibility, and inclusivity. The 

deployment of digital solutions not only augments the financial performance of institutions but also contributes 

to the broader agenda of financial inclusion. Central to the discourse on financial inclusion is the regulatory 

framework, which plays a pivotal role in shaping the dynamic between inclusive approaches within the financial 

sector and broader economic growth objectives. It is imperative to formulate and enforce regulations that 

champion inclusive practices while safeguarding the integrity and stability of the financial system. Such 

measures are essential for nurturing a resilient and harmonious financial environment conducive to sustainable 

economic growth. The adoption of mobile banking and inclusive financing practices has showcased promising 

outcomes in enhancing financial inclusion and catalyzing economic growth in Bangladesh (Uddin & Begum, 

2023). Studies have indicated positive correlations between financial inclusion, poverty alleviation, and 

women's empowerment, underscoring the multifaceted benefits of inclusive financial services (Chakraborty & 

Abraham, 2023; Islam, 2023). However, there exists a gap in the literature regarding the comprehensive 

exploration of the causal relationship between financial inclusion indicators and economic growth in 

Bangladesh. In this context, this paper explores the relationship between financial inclusion considering the two 

key dimension penetration of banking institutions; and availability or access of banking services initiatives with 

economic growth in Bangladesh, shedding light on the transformative impact of inclusive financial practices on 

socio-economic development. Through a comprehensive analysis of microfinance interventions, technological 

innovations, and regulatory frameworks, this research aims to provide valuable insights into the multifaceted 

dynamics of financial inclusion and its implications for economic prosperity in Bangladesh. 

This study aims to address this gap by conducting an empirical analysis to elucidate the causal nexus between 

various indicators of financial inclusion and economic growth in Bangladesh. By leveraging existing literature 

and empirical data, this research endeavors to provide insights into the role of financial inclusion as a catalyst 

for economic development in the context of an emerging economy like Bangladesh. Through rigorous analysis, 

this study seeks to contribute to the growing body of knowledge on financial inclusion and its implications for 

sustainable economic growth, thereby informing policymakers, practitioners, and researchers alike. 

 

2.      Rationale of the study 

Financial inclusion has emerged as a critical aspect of economic development, particularly in developing 

countries like Bangladesh, where access to formal financial services remains limited for a significant portion of 

the population. This literature review synthesizes insights from a range of studies examining the relationship 

between financial inclusion and economic growth, with a particular focus on various empirical evidence and 

theoretical frameworks across different regions, especially Bangladesh, India, Nigeria, and African countries.  
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Financial inclusion aims to provide accessible financial services to all members of society, playing a crucial role 

in driving the economic development of Bangladesh by facilitating wider availability of financial services and 

encouraging economic involvement across different sections of society. Empirical evidence suggests a 

significant relationship between financial innovation and economic growth, with the circulation of credit to the 

private sector and effective monetary management identified as key factors (Qamruzzaman et al., 2017). Access 

to credit facilities is pivotal for individuals and businesses, particularly those in rural and underserved areas, to 

achieve financial inclusion and drive economic growth. Financial services that are easily accessible have been 

shown to facilitate the growth of new firms and foster innovation (Levine, 1997). 

Theoretical frameworks like T. Hall's three-dimensional model of financial inclusion, emphasizing financial 

participation, capability, and well-being, provide a comprehensive lens to understand the multifaceted nature of 

financial inclusion and its potential impact on economic development (Joshua et al., 2020; Noor et al., 2020). 

Financial inclusion has been found to have a significant positive impact on both economic growth and human 

well-being in Asian countries, with bank branches and loans to rural areas identified as key factors (Audi et al., 

2019). Microfinance and microcredit initiatives have revolutionized rural areas of Bangladesh, empowering low-

income households and small-scale entrepreneurs to enhance their livelihoods and contribute to economic 

development. Increased financial services participation has been highlighted as crucial for driving GDP growth, 

particularly in low-income countries, with financial inclusion positively affecting financial efficiency and 

stability (Pal and Bandyopadhyay, 2022; Ahamed and Mallick, 2019). The stability of banks prioritizing 

financial inclusion is notably higher, benefiting small businesses and sectors and fostering economic growth 

(Ahamed and Mallick, 2019). Proactive regulatory policies and expanded financial literacy play significant roles 

in shaping outcomes related to financial inclusion in Bangladesh, with financial literacy contributing to inclusive 

finance and supporting the stability of the financial system (Khalily, 2016; Nawaz, 2010). Despite progress, 

challenges persist, including limited access, inadequate financial literacy, and high informal lending rates, 

hindering the effectiveness of financial inclusion initiatives, particularly among vulnerable populations (Amit et 

al., 2022). Addressing these challenges requires concerted efforts from policymakers to promote financial 

literacy, enhance regulatory frameworks, and leverage digital innovations to ensure inclusive growth. 

Bangladesh has made notable progress in financial inclusion, particularly through microfinance initiatives like 

Grameen Bank. However, the literature reviewed underscores the importance of inclusive finance in promoting 

business growth and overall economic progress. Comprehensive strategies tailored to regional and population-

specific needs are crucial for harnessing the potential of financial inclusion as a driver of sustainable economic 

development. The relationship between financial education, financial inclusion, and financial stability is intricate 

and crucial. Financial education plays a significant role in enhancing financial literacy and inclusion, potentially 

enabling individuals to benefit from the opportunities presented by big tech firms entering the financial sector 

(Jonker & Kosse, 2022; Saydaliev et al., 2022). Empirical studies suggest that financial literacy positively 

influences financial inclusion, with education status, age, and gender also being key determinants of inclusion 

(Jonker & Kosse, 2022). Therefore, a well-designed financial education program, coupled with appropriate 

regulatory frameworks, is essential to mitigate risks and ensure that financial inclusion contributes positively to 

overall financial stability. Financial education and financial inclusion, operating in tandem, contribute to greater 

financial stability by addressing both the supply side through increased access to financial services and the 

demand side through heightened awareness of the benefits and necessities of utilizing such services offered by 

banks and other financial institutions (Bhaskar, 2013). 
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Table 1 Literature review on existing work of Bangladesh 

Author Topic Methodology Variables  Findings Gap 

Noor & Shirazi 

(2022) 

Effects of 

Financial 

Inclusion on the 

Economic 

Growth of 

Developing 

Countries: An 

Empirical 

Analysis of the 

Bangladesh 

Economy from 

2011 to 2020 

Multiple 

regression 

analysis was 

used 

Financial 

inclusion is 

assessed by the 

number of 

Automated 

Teller Machines 

(ATMs) and the 

credit-deposit 

ratio (CDR) 

financial 

inclusion plays a 

crucial role in 

economic 

development, 

positive impact 

of ATMs on 

GDP, while 

indicating a 

limited influence 

of the CDR on 

GDP. 

The study used 

only two 

determinants of 

financial 

inclusion while 

current study 

uses financial 

index with 

ARDL model 

Audi et al. 

(2019) 

Financial 

Inclusion, 

Economic 

Growth and 

Human Well-

Being Nexus: 

Empirics from 

Pakistan, India, 

China, Sri-

Lanka, 

Bangladesh, and 

Malaysia 

Panel pooled 

regression was 

used 

Use GDP as a 

dependent 

variable and 

other 

independent 

variable but do 

not use any 

financial 

inclusion index 

The results  

show  that  

financial  

development  

has a  negative  

and  

insignificant  

impact on  

economic 

growth, but it 

has a negative 

and significant 

impact on 

human well-

being. 

The study was 

based on cross 

country 

evidence not 

specifically on 

Bangladesh and 

they did not use 

the same 

variable as ours. 

Saha et al. 

(2023) 

The impact of 

financial 

inclusion on 

economic 

growth in 

developing 

countries 

Two-stage 

system 

generalized 

method of 

moments 

(GMM) method 

was applied for 

the analysis 

Used GDP per 

capita as 

dependent 

variable and 

financial 

inclusion index 

as a independent 

variable 

Financial 

inclusion 

positively 

impacts 

economic 

growth in 

Bangladesh by 

expanding 

opportunities for 

lower-income 

individuals 

This study also a 

cross sectional 

country study 

and our recent 

study find new 

insight and 

different result 
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Islam (2023) 

 

Financial 

Inclusion as the 

Driver of 

Poverty 

Alleviation in 

Developing 

Economies: 

Evidence from 

Bangladesh 

 

Ordinary Least 

Squares (OLS) 

Income per 

capita used as a 

dependent 

variable and 

financial 

inclusion 

indicators as a 

independent 

variable 

The study's 

empirical 

evidence 

suggests no 

statistically 

significant 

relationship 

between 

inclusive 

financing and 

poverty 

reduction in 

Bangladesh. 

Though their 

finding was 

insignificant, but 

it was not the 

study of 

relationship 

between 

financial 

inclusion and 

economic 

growth 

Amit et al. 

(2022) 

Systemic 

Barriers to 

Financial 

Inclusion in the 

Banking Sector 

of Bangladesh 

The study 

applied a 

qualitative 

approach, focus 

group 

discussion. 

and key 

informants’ 

interviews on 

identifying the 

existing number 

of challenges 

  RMG workers 

encounter 

barriers like 

insufficient 

documentation, 

financial 

illiteracy, and 

high fees from 

informal 

lenders, 

impeding access 

to financial 

services and 

exacerbating 

exploitation and 

debt. 

This study 

identify 

common 

barriers faced by 

marginalized 

individuals in 

accessing 

inclusive 

finance, thereby 

our current 

study addressing 

a gap in 

understanding 

whether these 

barriers also 

impede 

economic 

growth. 

 

There are numerous cross-country and country-specific empirical studies that examine the causal relationship 

between financial inclusion and economic growth. These studies vary from one country to another, with most 

cases revealing a significant relationship. In the context of an emerging economy like Bangladesh, the 

introduction of financial inclusion through various channels faces numerous barriers and a lack of financial 

education, which represents a critical gap in research exploring the impact of financial inclusion on GDP 

growth. With limited existing research in this area, the present study aims to explore the causal relationship 

between different financial inclusion indicators and economic growth in Bangladesh, an emerging economy. 

H01: There is no significant relationship between GDP Per Capita and financial inclusion. 

 

3.       Theoretical framework and data source 

This study's thorough quantitative analysis is supported by the use of data from reliable sources, including the 

Global Financial Development Database (GFDD), and the International Monetary Fund's (IMF) Financial 

Access Survey, which covers the years 2004 to 2021. This ensures a high degree of reliability, credibility, and 

consistency in their quantitative analyses by using data from these well-established and internationally 

recognized repositories. In this study, we investigated the contextual relationship between different financial 

inclusion measures and Bangladesh’s economic growth to answer the research question. Indicators of banking 

institutions have been employed in numerous research to measure financial inclusion (Dahiya & Kumar, 2020; 

Raza et al., 2019; Yakubu & Musah, 2022; Khalily, 2016; Saha et al., 2023; Sharma, 2016). A variety of banking 

institution indicators have been employed by various studies to gauge the extent of financial inclusion. Drawing 
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from prior research and the critical role that banking institutions play in promoting financial inclusion in a 

country like Bangladesh that relies heavily on banks, this study centers on three essential aspects of financial 

inclusion. The following measurements are: 

(1) penetration of banking institutions 

(2) availability or access of banking services, and  

(3) usage of banking services by general public (Sarma, 2008). 

The following criteria have been used to determine banking institution penetration: 

• number of deposit accounts held by commercial banks per 1,000 adults (DAC); and 

• number of loan accounts held by commercial banks per 1,000 adults (LAC). 

Access of banking services has been indicated in terms of the following: 

• bank branches per 1,000 km. (BRK) 

• bank branches per 0.1m adults. (BAC) 

• ATMs per 1,000 km; and (ATMK) 

• ATMs per 0.1 m adults. (ATMP) 

The following are included in the use of banking services: 

• Outstanding deposit (% of GDP)  

• Outstanding credit (% of GDP). 

To investigate the short- and long-term relationships between composite dimensions of penetration, access and 

usage with GDP, we developed an ARDL model for this study. We employed Principal Component Analysis to 

take consideration of the composite dimension of penetration and access.  

 

 

 

 

Source:  Global Financial Development Database (GFDD), and the International Monetary Fund's (IMF) 

Financial Access Survey 
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The linear functional association between the Dependent variables and independent variables stands: 

GDP= f (Penetration, Access) 

The empirical model stands as follows, 

 

Here, 

 per Capita at time  

Taking natural log of dependent variable, we get 

 
 

4.1      Econometric Model 

In this study, we will examine the effect of financial inclusion on Bangladesh's economic growth using time 

series data spanning from 2010 to 2021. We would apply the Autoregressive Distributed Lag (ARDL) 

methodology, which is the primary method recommended by Pesaran and Shin (1998). We believe that this 

model is appropriate to represent the goal of our research because we want to apply the Auto Regressive 

Distributive Lag (ARDL) approach for our investigation. Below is the description of the ARDL approach in an 

unrestricted error correction model (UCEM):  

 

Based on the derived model and data set, we next explore the empirical association between per capita GDP and 

financial inclusion dimension for the developing country Bangladesh. The error term is represented by , the 

exogenous variable subscripts,  are the first difference operator and represent lags in the logarithm . The 

short-run relationship is measured by the coefficients s, and the long-run relationship is measured by the 

coefficients s. The model has intercept terms denoted by α0 and error terms denoted by . We then investigate 

the actual relationship between Bangladesh's financial inclusion dimension and per capita GDP, a developing 

nation, using the generated model and data set.  

 

5.       Empirical results and discussion 

The empirical findings and the relationships between the different aspects of financial inclusion and economic 

growth will be further discussed in this section. The descriptive statistics for the variables are shown in Table 2. 

Table 2: Descriptive Statistics 

Variables Mean Median Std. Jarque-Bera 

 

Probability 

ln GDP per Capita 8.26 8.25 0.26 1.0694 0.586 

Penetration 1.67E-09 -0.112 1.24 0.76 0.68 

Access -5.00E-08 -0.06 1.99 1.68 0.43 

Usage 1.67E-08 -0.203 1.38 0.77 0.67 

Source: Author’s own calculation 
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The stationary character of the data series was verified using the unit root test results (Tables 3). The findings 

support stable data series since every data series rejects the null hypothesis that it has a unit root. With the 

exception of access, there is a combination of stationarity in level and first difference. Okay. Our goal is to build 

a model using ln (GDP), PC, and usage. The variables at the second difference are not integrated. Therefore, the 

ARDL model makes sense. 

 

Table 3: ADF unit root test 

 

Variables 

ADF (Level) 

Intercept Trend & intercept Without Trend & intercept 

ln GDP per Capita 0.0398 

 0.9501 

-2.3546 

 0.3865 

21.8054 

 0.9999 
Penetration -0.9267 

 0.7537 

-3.8203** 

 0.0453 

-1.0954 

 0.2364 

Access -0.1439 

 0.9282 

-2.8203 

 0.2107 

-0.7184 

 0.3894 

Usage -2.0023 

 0.2830 

-1.4057 

 0.8208 

-2.0196 

 0.0445 

ADF (First Difference) 

ln GDP per Capita -4.6808*** 

 0.0023 

-3.2437 

 0.1194 

-0.2900 

 0.5629 

Penetration -4.3527*** 

 0.0044 

-4.4797*** 

 0.0139 

-4.2895*** 

 0.0003 

Access -2.2711 

 0.1918 

-2.1232 

 0.4957 

-0.2211 

 0.5908 

Usage -3.4455** 

 0.0247 

-3.7308 

 0.0502 

-3.5138* 

 0.0016 

Notes: (*) Significant at the 10%; (**) Significant at the 5%; (***) Significant at the 1%.  

Source: Author’s own calculation. 

 

ARDL estimation 

We find the ideal lag for the suggested model once the dependent variable ln (GDP) passes the strict first-

difference stationary criterion in the ADF test above. Based on the minimum values of the selection-order 

criteria the lag length is chosen so that it meets the Akaike information criterion (AIC). Consequently, utilizing 

the AIC we choose lag 1. 
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The results of the F-bounds statistic test are shown in Table 4. During the specified time, there was discernible 

correlation between economic growth, the penetration of banking institutions, and usage of financial services. 

There exists a long-run relationship exists among variables, because the computed F- statistic is greater than the 

lower bound at all significant levels. 

 

Table 4: Bound test for cointegration 

F- Statistics Level of Significance Low Bound, I (0) Upper Bound, I (1) Long-run 

relationship 

 

 115.9231 

10%   2.63 3.35  

Exist 5%   3.1 3.87 

1%   4.13 5 

Source: Author's own calculation.  

 

The ARDL model's short- and long-term coefficient estimations are displayed in Table 5.  The model's variables 

appear to have a long-term, statistically significant relationship, according to the bounds test. In the long-run 

equation, the individual coefficients for variables like Usage and Penetration do not seem to be statistically 

significant on their own, though. This disparity could mean that although these variables work together to 

support a long-term equilibrium relationship, each of their individual effects could not be as strong or might 

depend on other variables that this basic model does not account for. The impacts of other variables (such 

Penetration and Usage) are less evident and statistically insignificant, but the short-run coefficients indicate that 

past GDP values have a considerable and immediate impact on the dependent variable.  

 

Table 5: Short-run and long-run estimates for dependent Variable, lnGDP 

Long run coefficients 

Variable Coefficient Std. Error t-statistics Prob 

Penetration 0.192087 0.188875 1.017004 0.3292 

Usage -0.053200 0.197308 -0.269627 0.7920 

Short run coefficients 

Variable Coefficient Std. Error t-statistics Prob 

LNGDP (-1) 0.987905 0.015180 65.08030 0.0000 

Penetration 0.002323 0.003064 0.758143 0.4630 

Usage -0.005906 0.003493 -1.690704 0.1167 

Usage (-1) 0.005262 0.003365 1.563997 0.1438 

Source: Author’s own calculation. 
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In Bangladesh, the financial inclusion-growth relationship is not supported by data in either the short or long 

term, according to the ARDL model's overall analysis. So, our null hypothesis can’t be rejected. Hence, the 

development of financial institutions and the usage of banking services have no bearing on Bangladesh's 

economic progress. These results run counter to those of Saha et al. (2023), who demonstrated that financial 

inclusion increases opportunities for those with lower incomes, meaning it has a beneficial impact on 

Bangladesh's economic growth. A nation's ultimate economic prosperity therefore does not result from the 

integration of the entire society into the financial system through efficient banking penetration and usage of 

financial services. 

 

Table 6: Diagnostic test 

 Test Test statistics P value 

Breusch-Godfrey serial correlation 

LM test 

5.28 0.0272 

Notes: At 1% significant level no autocorrelation exists. 

 

Figure 1: The CUSUM test as a stability test for Bangladesh from 2010 to 2021 

 
Source: Author’s own calculation. 

 

The CUSUM (cumulative sum) was looked at in order to confirm the model's stability (Figures 1). Regression 

model parameters for Bangladesh have a breakpoint. The CUSUM test reveals how the parameters move 

throughout the corridor. 

  

6.     Concluding remarks and policy implications 

Validating the relationship between finance and growth in the context of financial inclusion and economic 

growth in Bangladesh's rising economy between 2004 and 2021 is the aim of this study.  

It is possible that the available financial services are not sufficiently customized to meet the demands of the 

most economically active parts of the population or the general public. Financial goods that do not suit the 

requirements of small enterprises or lower-class consumers may not be a useful tool for promoting economic 

expansion. Bangladesh has a sizable unorganized sector that may not fully make use of official financial services 

because of a variety of obstacles, including a lack of knowledge, trust, or context. The possible effect of 

financial inclusion programs on overall economic growth is lessened by this disparity. Significant economic 

consequences might not materialize below certain thresholds of financial inclusion. In order to maximize the 

impact of financial inclusion on economic growth in Bangladesh, authorities ought to concentrate on 

customizing financial products for critical industries like SMEs and agriculture, all the while improving 

financial literacy for all segments of society. To ensure that financial services are widely accessible, efforts 
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should be made to strengthen both the physical and digital infrastructure. Regulatory reforms should also aim to 

protect consumer interests while fostering innovation.  

 

7.     Limitations 

The standards by which financial inclusion is evaluated, the quality and efficacy of financial inclusion initiatives 

may not be entirely captured by the growth of financial institutions and the usage of banking services. The 

variety of financial products offered or the rates at which financial services are used may offer better indicators. 

The relationship between financial inclusion and economic growth may be significantly altered by exogenous 

shocks and larger economic cycles, which it may ignore.  

Funding: This research received no external funding. 

Conflicts of interest: The authors declare no conflict of interest. 
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An Economist Review: Sustainability and Development  

During and Post-Covid19 Situation 
 

 

Nadia Binte Amin* 

 

Qazi Kholiquzzaman Ahmad, an economist of repute at home and abroad is persistently eloquent on the issues 

of sustainable economics. Dr. Ahmad is regarded as a think-tank and activist in the areas of development 

economics. Presently, Dr. Ahmad is the Chairman of the Palli Karma-Sahayak Foundation (PKSF). He is also 

the Chairman of Dhaka School of Economics (DscE), a constituent institution of the University of Dhaka. DscE 

is devoted to undergraduate and post-graduate studies in specialized areas of economics and related subjects. 

Based on the visionary ideas of Dr. Ahmad, a radical roadmap was drawn to find out the pathways to prosperity 

of the extremely poor people. And to realize his idea at the field level, Palli Karma-Sahayak Foundation (PKSF) 

implements a programme involving stakeholders at different levels of the society. This programme aims at 

lifting 10 lakh people belonging to 2.5 lakh households out of extreme poverty by 2025. However, the problems 

of lives and livelihoods generally make some parts of the country specifically vulnerable, as climate change 

challenges are getting multiplied.  To support the people suffering chronically from such odds, initially, 30,000 

households have been brought under its coverage. But gradually, such interventions will extend to bring the 

larger number of the populations under its coverage.  

Dr. Qazi Kholiquzzaman Ahmad sees great potential in microenterprises (MEs) since these can help the second 

generation transformers effectively contribute to the rural economy of Bangladesh. Dr. Ahmad underscored on 

this area in a recent interview. He strongly believes in the diversification of the rural economy and its 

modernization to meet the needs of the day. He mentioned that it is not possible for the economy which is 

largely agricultural and has a base of informal sectors, to get transformed into a modern and industrialized one, 

in one go. Rather he believes in gradual transformation and progress. He thinks that the likely process to move, 

over a medium to longer run, into a developed state is one of ‘hop stop and jump’. In this process, the MEs 

would serve to help create the environment and enthusiasm for modernization and industrialization on a growing 

path.  

He is quite optimistic. He finds the rural people adjusting to the gearing pace with the growth of MEs across the 

country. The MEs also include agro-support and agro-processing industries and various other types of economic 

activities.  

Under his leadership, PKSF officials have worked hard and identified some 1,000 clusters of around 250 

manufacturing, repairing, trading, agricultural, and other ME activities across the country. Dr. Ahmad believes 

that with appropriate financial, skill training, access to technology, dissemination of market information, 

marketing and other necessary support, these clusters have the potential to shoot growth with ever-expanding 

industrial and knowledge-based activities. 

He further said that the MEs in the clusters or elsewhere will acquire the potential to help modernize the 

agricultural sector, which includes crop, fishery, livestock, and plantation.  The MEs can upgrade manufacturing, 

trading, and similar economic activities. As an advocate of sustainable development, Dr. Ahmad finds limited 

access to finance as one of the critical constraints to the development of the MEs. So, he thinks that the access to 

finance of the SMEs should be facilitated and they also need policy support to boost the sector’s role in 

contributing towards generating employment, economic activity and the GDP growth.  

                                                      
*      President, Women Entrepreneurs Network for Development Association (WEND) 
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The Chairman of the Palli Karma-Sahayak Foundation (PKSF) noted that the number of cottage and ultra-small 

entrepreneurs in the country is around 1 crore while around 3 crores of people are related to these enterprises. 

Dr. Ahmad underscored the need for financing the SMEs, which are good clients for the banks. He advises that 

the stimulus packages offered during any pandemic or crisis must include the ultra-small, small and medium 

entrepreneurs. He emphasized on the training of the persons prior to receiving of any funds; access to 

information and need-based technologies. Entrepreneurship refers to profit and he mentioned that efficient use 

of skills and technology will ensure productivity, and subsequently the profit. 

Dr. Ahmed supported the promotion of SMEs for sustainable economic growth of Bangladesh. So the SMEs 

need policy support from the government to generate employment. Adoption of planned strategies could be a 

good answer to the development of the SME sector in addressing the recovery of the country's economy in the 

post-pandemic era. 
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Professor Nurul Islam and his book namely “Development  

Planning in Bangladesh: A study in Political Economy” 
 

 

Nawazeesh Muhammad Ali * 

 

 

Abstract 

Prof. Nurul Islam was one of the greatest economists in Bangladesh. The book we are discussing is like a 

triangular association between the planners, the bureaucrats and the politicians which is like a Three-Party 

Cooperative Game. The book is very much understanding for studying because it reveals after devastating 

war of independence between Pakistan and Bangladesh and now Bangladesh is enjoying the benefits of 

independence and we believe that in the year 2026 we shall be able to LDC graduate. 

 

Introduction 

Professor Nurul Islam was one of the greatest economists of the country. He is a legendary person of the nation 

and. He was an active supporter of independence of Bangladesh and supporter and assisted 6th point demand in 

the year 1966 of the leader Father of the Nation Bangabandhu Sheikh Mujibur Rahman . He worked hard 

through taking key task in creating Bangladesh’s sovereignty under the leadership of Bangabandhu and stable 

financial system of the country. He acknowledged the Bangladesh Bank Award (2009) for his activities of 

theoretical and applied economics. He also received BDI Lifetime Achievement Award in the year 2013. On 9th 

May, 2023 such a veteran economist, social thinker was died. It was a great loss of humanity. Sobhan (2023) 

argued that “Nurul has written his own accounts of how we responded to the challenge of setting up a national 

planning agency in a newly created, resource-less, war-devastated nation”. 

 

The book 

Professor Nurul Islam’s one of the book namely “Development Planning in Bangladesh: A study in Political 

Economy “was underneath on the expansion problems of two wings of the then Pakistan and latter on 

Bangaldesh. Professor Nurul Islam is an unforgettable expert on the development difficulties in Bangladesh 

immediately after independence as Pakistanis destroyed the country during the divested war in 1971. No one 

with such deep knowledge in the development writing of this country can pay any attention to either some of his 

published works or his edited volumes to read. His technical capability, incisive approaching, as well as his wide 

information about the topic, has been well recognized by supplementary specialists from national and world.  

After independence of the country, when the new government of Bangladesh appointed him (January 1972), the 

first Deputy Chairman of the newlycreated Planning Commission, it was unquestionably the best choice for the 

position that the country couldhave made. Within a short period of time, he mobilized a team of more than fifty 

economists’ and statisticians to work with him in the Planning Commission. By June 1972, it grew into a large 

and activedepartment. The hall- mark of its success was the ability to produce a Five-Year Plan, 1973-78, in just 

about a year. By November 1973, the arrangement was openly commenced. For a country like Bangladesh 

which was war trodden steeped in overriding inefficiencies, this was a remarkable achievement. The book 

essentially deals with: the socio-political background of the First Five-Year Plan; the organization of the 

planning machinery and its relationship with the bureaucracy and the political leadership; the formulation and 

execution of plans; and an appraisal of domestic resource mobilization and industrial policies.A good deal of 

space has been devoted to the analysis of the socio-political climate prevailing in thecountry at the time of 

preparing the Five-Year Plan as well as to the verdict of the government  party’s promises to the planned 
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development of the country. This is necessary, because, after all, a plan is just a consistent set of policies geared 

to fulfilling the wishes of the populace represented in some form of the political statements. 

Planners are just a number of technological civil bureaucrats and cannot have any preferences of their own. 

They mustunderstand and carefully interpret the popular demands that have brought the politicians into 

power.However, depending upon the political commitments and complexions of a government the nature of the 

plan could be a very different plan for a completely socialist economy, a plan for an economy with a largepublic 

sector and a small private sector, and a plan for an economy with a small public sector and a verylarge private 

sector. Planning for each of these types of economic systems can mean substantiallydifferent types of exercises. 

Professor Islam points out that over 80% of the country’s industrial assetsbecame the responsibility of the new 

public sector management which itself lacked in managerial abilities. 

The most charming feature of the book can be found in Professor Islam’s account of the triangular association 

between the planners, the bureaucrats and the politicians which is like a Three-Party Cooperative Game like castle 

panic is a incredible cooperative game where players have to group jointly to attain a sequences of objectives in order 

to defend their social group against intimidating enormousness. The catch is that players can only succeed by 

contributing to the welfare of their team. By the very nature of the power vested in the hands of the planners, 

thePlanning Commission became a super ministry; engendering jealousy and malice in the ranks of the civilservice 

which considers itself the demigod in the entire subcontinent. The basis of this power conflict, as far as   can be draw, 

dishonesty in two government events: In the first place, the Planning Commission was vested with overwhelming 

powers: get ready all plans; assign all resources and to counsel the government on all economic rules including plans 

concerning foreign aid; Sponsor, organize, inspect and endorse all development projects.  

 

Discussion 

As the Deputy Chairman of the Planning Commission Professor Islam, who was an academician and economist 

but not a civil servant, was given the status of a minister under whom the senior civil servants had to work. As 

the truthful acknowledgments of Professor Islam discloses the leadership of the Planning Commission did 

intentionally and naively   on a lot of juncture and atmosphere of thinker benefit over the bureaucracy. The 

dissimilarities of view amid the planners and the politicians become yet wider at what time the planners pushed 

for domestic resource mobilization through taxation on the extra farmers earnings  and on the importers, as well 

as from side to side the withdrawal of subsidies on fertilizers and on food supplies in the urban parts. The 

politicians in the meantime completed statements to make happy their constituents, but when it came to the 

phase of execution, the planners pointed out that their stipulate for resources did not robust into the split 

prototype forecasted in the plan, which must have infuriated them. The disagreement between the bureaucrats 

and the politicians, on the other hand, had a dissimilar type of derivation. The politicians put an end to the 

Constitutional Guarantees, after that to any chance of dismissal or removal of the civil servants which the latter 

enjoyed since British rule.  The measure detached from the so-called privileged overhaul. 

In view of such a sour triangular relationship among the politicians, the bureaucrats and the planners, it can be 

esteemed why the execution of the plan fell short of what was merely expected. The planners expressed a Five-

Year Plan, 1973-78, without focusing it on a standpoint plan, for which, perhaps, there was no time. Besides, 

many important analytical issues had to be overlooked. However, theFirst Five-Year Plan was based on a 

consistency (input-output) model, and not on an optimizing model. It has 33 sectors, 19 of which were business 

segments. All the final demands- private and public consumptions, exports and investments were extravagances 

as exogenous.  

The model fundamentally determined the inter-sectorialconsistency of production plans given the coefficient of 

the activity vectors (characterized by linearity, non-substitutability of inputs, and the absence of technological 

change either unbiased or partial), and thetarget values of the closing demand paths. Further, this input-output 

model was essentially static anddeterministic. The usual problems of capturing the dynamics of growth with a 

static model were very much present in the then first five year plan. From the point of view of technical 

exercise, it was rather impressive. 

The Leontief input-output model presumes that all motion vectors are in use at their efficiency stage. That 

means, the activity levels, i.e.productions, are of need on their frontiers. This is not only a bold announcement 
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for a country like Bangladesh, but also its leaders to all kinds of unreasonable plans of outputs and input 

requirements in the approach. Professor Islam confine this tip to a number of degree when he says nothing could 

have established more decisively that the input-output coefficients were not a substance of now manufacture and 

work of art of output; they depended originally on the efficiency of association, management and organization. 

Prof. Nurul Islam’s great donation was to get ready the First five year plan of the country. The nationwide plan in 

Bangladesh for the period 1973 to 1978 was prepared under his direct supervision. The main purposes of the Plan 

were: (i) speed up economic growth to attain   on the whole GDP growth rate of 5 per cent per annum, (ii) poverty 

mitigation and job creation through human resources development and (iii) augmented self- reliance programme. 

Unfortunately sad demises of the father of the nation Bangabandhu Sheikh Mujibur Rahman in the year 1975, the 

plan was not correctly put into practice. If the plan was executed than the tale of Bangladesh’s development will other 

shape of the scenario. It was offered for an amount of economic expenditure of Tk. 44,500 million in 1972/73 prices. 

This figure also includes the non-investment developmentexpenditures like subsidies on fertilizers, water supply and 

food supply etc. There was no investigation in the attempt of how saving would grow so fast over the five- year 

period. This has been an effort by Professor Islam who possesses explanation. 

The first five-year plan was to create value from the beginning to end by generating bend marble. This plan was 

basically concerned with the enlargement of Gross national product and shows no worry about the distributional 

feature of the economic growth. It is understandable that in an economy with extremely skewed income and 

wealth distribution, the dynamics of growth makes the income distribution even additionally skewed, at least in 

the medium-term era .Professor Nurul Islam has dealt with home resource mobilization in a quite inclusive way. 

He acknowledged quite rightly, three significant sources of national savings: the surplus agriculturalists, the 

trader and the state-owned productions. He has too highlighted the latent use of surplus labor for infrastructural 

improvement.    

His investigations, comments and critical evaluations of a variety of tax-subsidy events are tremendously 

enlightening. He has shown that there was range for raising revenues by indirect taxes on a variety of imported 

and domestically manufactured goods with a view to mopping up a share of the trader’s profits. So was there 

range for taxing the extra farmers who were making substantial profits due to hyperinflation, by accusing a 

sensible price of dung and water supplies which were so long provide free. Likewise, there was range of 

economizing on the food subsidyin the urban areas by charging the cost-price of food which was about 150% 

higher than the rationed price. But these proposals were unacceptable to the government for 

politicalconsiderations. On the top of it, land tax, which was a time-tested source of revenue to the Government, 

was abolished for owners of land up to eight acres. This measure reduced the receipt of land revenues from 

Tk.180 million to Tk. 30 million per year. Although Professor Islam has talked ofincreasing land taxes on 

owners of land above 8 acres, which was, of course, turned down by politicians, there was a reverberation cause 

for the reintroduction of land taxes on the proprietors of land above, say, 5 acres, especially in 1974 when the 

country was going through a severe financial crisis, because in rural areaspeople owning 5-8 acres of land are 

the reasonably well-to-do ones. According to the author’s owncalculations, the net income per acre in 1973/74 

varied between Tk. 1,000 and Tk. 3,000; that is, a farmerwith holding of about 5 acres had a net income between 

Tk. 5,000 and Tk. 15,000 per year.  

The politics of the planners and the implicit model of politicians’ performance in Professor Islam’s political- 

economy was very much visible. It is attractive to observe that Professor Islam who has been a technical neo-

classical economist, both by knowledge and skill , has lastly been paying attention to the vital interactions of 

politics and economics in the economic decision-making procedure of the country. This is the evolution of the 

thinking of economists in the country in the introductory part of this paper. However, it seems thatthis is also the 

area in which Professor Islam’s observations and analyses show major weaknesses.  

Professor Nurul Islam has known the impression that the planner, chiefly the leadership of the then 

Development Commission, were the stage mostly as financial consultants and infrequently didnot fully share the 

expectations and goals of the political leadership. On the other hand, the party’s misinformation line seems not 

to be included. The judgment of the government party and political leadership in Bangladesh had obtained its 

most excellent role mostly as a nationalist party, in the appearanceof Bengali Patriotism in the 1950s and the 

1960s. No spectator of the political developments in Bangladesh can believe this report as totally right.  Two 
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issues can be identified as the major contributors to the growth of Bengali nationalism during the period of 

1947-1971; one was the historic Language Movement and the other was the Autonomy Movement.  

In the Language Movement, the Awami League was certainly in the leadership. On the Autonomy issue, the 

levitation of demand for more works and more importauthorizations for the Bengali mid class and businessmen, 

the Awami League certainly was in the forefront during the period 1949-54.In the second place, Professor Islam 

has characterized the Awami League as a socialist and DemocraticParty. In view of the party’s treatment of the 

opposition during the 1973 election and its complete centralization of powers in the hands of Bangabandhu 

Sheikh Mujibur Rahman  in 1974/75 for developing the country’s situation under BAKSHAL .What seems very 

significant is his complete silence on the alignment of Bangladesh with the major aid-giving countries and the 

affects of foreign aid on the development of various separate attention groups which work out considerable 

influence on domestic economic policies and politics of the economy. Issues like private investment ceiling, 

partnership with foreign private investment and the disinvestment of public sector industries were essential 

views to fight back between divergent interest groups within the Awami League party, as well as within the 

country. Khondokar Mostak Ahmed, Ziaur Rahman and Mahbub Alam Chashi etc. were betrayer. Tragic death 

of Bangabandhu and his family members and relatives on 15 August, 1975 is unfortunate for the nation and 

hampered economic progress. 

Although Professor Islam’s did not discuss explicitly his model of politician’s behavior in economic analysis yet 

one can still place his analysis within the framework of a model. Broadlyviewed, there are two principal 

approaches to politicians’ behavior in the economy: The Marxist approachand the Neo-classical approach. The 

former focuses attention on the social classes and their interests, because it is their class interests that determine 

their political behavior which in turn, determine theshape of economics. This approach, within limits, provides 

good insights into the vital interactions betweenpolitics and economics, as well as broad predictions of the future 

course of events. But worldwide Marxist, the approach now is not working. The neo-classical approach, on the 

other hand, which until very recentlytreated political behavior only as constraints on the optimal allocation of 

resources, now treats politics asan extension of economic rationality.  

The essential idea here is that if popularity of the government goes down below critical level, then the 

government will manipulate economic policies to improve its popularity ratings by the citizens especially before 

the election. This model brings out explicitly the interdependence between economics and politics of the party in 

power. The empirical testing of this model with USA and Britain data seem to show important consequences. 

Some lessons that Professor Islam has drawn from his experience is that if the technocrats instead of an Economist is 

to provide the leadership of the Commission: is they must be willing to play a political role; they must gain support 

amongst the interest groups and be ready to neutralize opponents, if they are to get their suggestions accepted, and 

more significant implemented. Rahman (2023) argued that Professor Nurul Islam authorized professionalism as a 

necessary in the multidimensional paradigm in sympathetic the path of inclusive development.  

 

Conclusion 

The author is also expressed that this advice is considered to be a ratherdangerous advice; because the only 

sensible view about the planners is that they are nothing but technical civilservants and hence they cannot play a 

political role. If they seek political support among interested groups, they will import the battles of the political 

field into the spheres of planning. The plan then will not be a national plan, but a plan for some vested quarter. 

We must be getting rid of vested quarter. Additional, the process of neutralization of adversary only put off its 

conflict which cannot but blow up in the future. The planners must be least operational to decide such 

circumstances.  

I express my gratitude to India for their support on our independence war under the dedicated and legendary 

leadership of our father of the nation Bangabandhu Sheikh Mujibur Rahman. Rahman. I also convey 

thankfulness to the then Indian Prime Minister Ms. Indira Priyadarshini Gandhi for her vital support towards 

independence war. The book is very much understanding for studying because it reveals after devastating war of 

independence between Pakistan and Bangladesh where Bangladesh become proudly sovereign country how the 

nation building in Bangladesh has been going on. Bangladesh will be LDC graduate by 2026.Prof. Islam may be 

considered for Swadhinata Padak(posthumous). 
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Abstract 

Bangladesh is ranked 168th among 190 economies in the ease of doing business, according to the latest 

World Bank ratings report of 2020. The rank of Bangladesh improved to 168 in 2019 from 176 in 2018. Ease 

of doing Business in Bangladesh averaged 148.58 from 2008 until 2019, reaching an all-time high of 178.00 

in 2015 and record low of 115.00 in 2008. (Source, World Bank). The predicament faced by startups and 

small enterprises is even deeper since their financial capacity is not strong enough to manage documents 

from government offices by spending additional money. As a result, fresh entrepreneurs feel discouraged in 

making investments sometimes. Owing to the complexity, Bangladesh is also one of the lowest recipients of 

foreign direct investment and many foreign investors leave the country after carrying out initial surveys. 

Usually, prospective investors in Bangladesh require to collect 42 signatures from various government offices 

to set up a venture. The scenario is much different in Vietnam, Malaysia etc. For example, a Taiwanese 

investor in Vietnam needs to fulfill eight requirements and requires five weeks and USD 2940 to start a new 

business venture. Doing business is becoming difficult day by day because of the additional time and money 

spent on obtaining government documents and permissions. Local entrepreneurs are already in a tight spot 

for the worsening gas crisis, inadequate power supply, unusual increase of price of electricity, fuel and water. 

In Transparency International’s 2022 Corruption Perceptions Index, which scored the public sector of 180 

countries on a scale from 0 (“highly corrupt”) to 100 (“very clean”), Bangladesh scored 25. When ranked by 

score, Bangladesh ranked 147th among the 180 countries in the index. Of the eight South Asian countries, 

Bangladesh remains second lowest both in score and rank-better than only Afghanistan. Bangladesh is facing 

severe problem in maintaining foreign exchange reserve in a satisfactory level. Bangladesh’s foreign currency 

reserve stands at USD 2100.95 million in December, 2023. Country’s export stands at 337.37 billion BDT and 

import stands at 628.33 billion BDT in November 2023. That means foreign exchange earnings are not 

increasing commensurate to the demand for it. Moreover, the growth of Foreign Direct Investment (FDI), 

now-a-days, is not satisfactory. Whereas Bangladesh is expecting to upgrade its USD 404 billion economy of 

2023 to the economy of trillion Dollar in 2040.The barriers in ease of doing foreign exchange business may 

be one of the most important causes of that problem. The study is aimed at finding the main barriers in ease 

of foreign exchange business in Bangladesh.  The outcome of the study is required to be noted for future 

policy making for boosting up foreign exchange business in Bangladesh. 

 

Introduction 

Bangladesh is ranked 168 among 190 economies in the ease of doing business, according to the latest World 

Bank ratings report of 2020. The rank of Bangladesh improved to 168 in 2019 from 176 in 2018. Ease of doing 

Business in Bangladesh averaged 148.58 from 2008 until 2019, reaching an all-time high of 178.00 in 2015 and 

record low of 115.00 in 2008. (Source, World Bank). 

The predicament faced by startups and small enterprises is even deeper since their financial capacity is not 

strong enough to manage documents from government offices by spending additional money. As a result, fresh 

entrepreneurs feel discouraged in making investments sometimes. 

wing to the complexity, Bangladesh is also one of the lowest recipients of foreign direct investment and many 

foreign investors leave the country after carrying out initial surveys. 
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Usually, prospective investors in Bangladesh require to collect 42 signatures from various government offices to 

set up a venture. 

Recently, a study report from the Centre for Policy Dialogue (CPD) said opening a factory requires quite a long 

list of 18 commercial documents in addition to environmental certificate. Some of the major requirements are 

export registration certificate, trade license, value-added tax certificate, tax identification number, the articles 

and memorandum of association, the certificate of incorporation, bonded warehouse license, and construction 

certificate. In order to meet the structural or building safety standards, factories need building permits from the 

Rajdhani Unnayan Kartripakka, City Corporation, Municipalities, or development authorities, depending on 

their location. 

The scenario is much different in Vietnam, Malaysia etc. For example, a Taiwanese investor in Vietnam needs to 

fulfill eight requirements and requires five weeks and USD 2940 to start a new business venture. 

Doing business is becoming difficult day by day because of the additional time and money spent on obtaining 

government documents and permissions. Local entrepreneurs are already in a tight spot for the worsening gas 

crisis, inadequate power supply, unusual increase of price of electricity, fuel and water. 

In Transparency International’s 2022 Corruption Perceptions Index, which scored the public sector of 180 

countries on a scale from 0 (“highly corrupt”) to 100 (“very clean”), Bangladesh scored 25. When ranked by 

score, Bangladesh ranked 147th among the 180 countries in the index. Of the eight South Asian countries, 

Bangladesh remains second lowest both in score and rank-better than only Afghanistan. 

In May 2020, Bangladesh Investment Development Authority (BIDA) announced rules to implement the One 

Stop Service Act of 2018, which aims to improve the ease of doing business in Bangladesh. In addition to 

BIDA, the government of Bangladesh has formed three other Investment Promotion Agencies (IPAs) – the 

Bangladesh Export Processing Zone Authority (BEPZA), Bangladesh Economic Zones Authority (BEZA), and 

Bangladesh Hi-Tech Park Authority (BHTPA) – to promote investment and offer “One-Stop” services to 

investors.  

Bureaucratic inefficiencies often discourage investment in Bangladesh. Overlapping administrative procedures 

and a lack of transparency in regulatory and administrative systems can frustrate investors seeking to undertake 

projects in the country. 

 

Objective of the study 

Bangladesh is facing severe problem in maintaining foreign exchange reserve at a satisfactory level. 

Bangladesh’s foreign currency reserve stands at USD 2100.95 million in December, 2023 which was USD 48 

billion in 2021. Country’s export stands at 337.37 billion BDT and import stands at 628.33 billion BDT in 

November 2023. That means foreign exchange earnings are not increasing commensurate to the demand for it. 

Moreover, the growth of Foreign Direct Investment (FDI), now-a-days is not satisfactory. Although Bangladesh 

is expecting to upgrade its economy from USD 404 billion in 2023 to a trillion-dollar economy by 2040, FDI in 

Bangladesh was below 5% of GDP in 2022, compared to Vietnam's 52%, Myanmar's 68%, and Cambodia's 

154% of GDP. Similar to previous years, corruption was the top problematic factor for business in 2023, found a 

survey conducted by the Centre for Policy Dialogue (CPD). CPD identified most problematic factors for doing 

business in 2023, such as, corruption, inefficient bureaucracy, forex instability, poor infrastructure, inflation, 

financing problem, complexity of tax regulations, policy instability, inadequacy in educated labor and low 

capacity to innovate. The barriers in ease of doing foreign exchange business may be the one of the most 

important causes of low growth in foreign trade. The study is aimed at finding the answers of following 

questions: 

●    What is the present situation of ease of doing foreign trade in Bangladesh? 

●    What are the main barriers in doing foreign exchange business in Bangladesh? 

●    What are the policy recommendations for reducing barriers in the path of doing foreign exchange business 

in Bangladesh? 
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Methodology 

This report is mostly prepared by the secondary sources of evidence and some primary sources of information. 

The study is qualitative in nature. In this report, different financial statistics, theoretical research, personal 

observations through media and online financial news, different financial reports provided by recognized 

financial institutes and newspapers were used. I have collected information and necessary data from two 

sources: 

1. Primary sources 

2. Secondary Sources 

Primary Sources: As mentioned earlier that primary amount of data used in our report is our personal 

observation from the interview of different experienced Bankers and some key-persons of different business 

organizations. 

Secondary sources: The report is mainly based on secondary information and data available from different 

sources. I took help from different academic books, websites, journals, newspapers, and published sources of 

Bangladesh Bank and different departments of Bangladesh Government. 

 

Analysis and Observations 

We now like to find out the main barriers in ease of doing foreign exchange business in Bangladesh. 

Barrier 1: Unusual risk in Exchange Rate Fluctuation: 

For the last couple of years, the exchange rate of foreign currency in Bangladesh has been volatile which has 

created an unusual risk for the traders who are involved in import and export. When a manufacturing concern 

likes to import capital machineries on 120/180 days Deferred Payment basis (suppliers’ credit) he has to analyze 

cost benefit taking into consideration the rate of foreign exchange at which he will have to make payment of 

import bill after 120/180 days. If the estimated exchange rate increases during maturity of bill, then the importer 

incurs a great loss. In the environment of volatile situation of exchange rate fluctuation, the entrepreneur  

become shaky to take investment decision.   

Official exchange rate refers to the exchange rate determined by national authorities or to the rate determined in 

the legally sanctioned exchange market. It is calculated as an annual average based on monthly averages (Local 

Currency Units (Tk.) relative to the US dollar). 

 

Year Value (Tk.) against per US Dollar Change, % 

2023 108.03 17.81 

2022 91.7 7.83 

2021 85.1 0.25 

2020 84.9 0.49 

2019 84.5 1.18 

2018 83.5 3.77 

2017 80.4 2.51 

2016 78.5 0.67 

2015 77.9 0.39 

2014 77.6 -0.59 

2013 78.1 -4.59 

2012 81.9 10.40 

2011 74.2 - 

 

An increase means depreciation against the USD as one can exchange more Bangladeshi Taka per USD. 

Depreciation implies that goods from Bangladesh become cheaper to export and it becomes cheaper for 

foreigners to visit Bangladesh. 
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Data from last 13 years reveals that after 2016 the exchange rate fluctuation was abnormal and severely unstable 

which has been drastically changed in 2022 and 2023. In a volatile exchange rate situation, any investment 

decision will be at high risk. 

Barrier 2: Mandatory requirement for credit report for import in Bangladesh: 

A business credit report gives an idea of how trustworthy a company is. Accurate and reliable information is 

needed to determine the actual position of the company. The reports will include financial position, capital 

structure, shareholder pattern, payment history, credibility and other important information. 

As per Article 23(b) of chapter 7 of Guidelines for Foreign Exchange Transactions (vol.1) of Bangladesh Bank 

“The ADs should also obtain confidential report on the exporters from their branches or correspondents abroad 

or in their discretion, satisfy themselves as to the standing of the exporter by consulting standard books of 

reference issued by international credit agencies acceptable to the ADs in all cases where the amount of the 

LC/Contract exceeds USD 10,000 (Ten Thousand) against pro-forma invoices issued directly by foreign 

suppliers and USD 20,000 (Twenty Thousand) against indents issued by local agents of the foreign suppliers. 

Head Offices/Principal Offices of all ADs shall maintain a central database of collected reports and allow their 

ADs to use the relevant credit reports of the foreign suppliers stored in the said database. Such report should be 

obtained by the ADs themselves and the reports, if submitted by the importers, should not be accepted. The ADs 

may also, at their discretion and in their own interest, verify the standing of the beneficiaries even in cases 

where value of the credit is lower than the limits mentioned above. Credit report may remain valid for a period 

of maximum twelve months from the date of issuance if no adverse report comes to the notice of the AD.  

Some different agencies involved in supplying credit reports to Bangladesh: 

A) Dun & Bradstreet: An American company that provides commercial data, analytics, and insights for 

businesses. Often referred to as D&B, the company’s database contains over 500 million business 

records worldwide. Most of the bankers take services from D&B for collecting credit reports of 

suppliers and buyers. 

B) Rose Leemon Credit Reports & collections Ltd.: It is a company based in Bangladesh which 

specializes in company credit information and risk management. It was founded in 1976. It is the 

largest Credit Report Agency of Bangladesh having more than 2 million reports in its database. 

C) Trade Data Ltd.: A few distinguished and renowned professionals of Bangladesh, Trade Data Ltd. 

were incorporated. With offices in Dhaka and Chattogram, Trade Data is able to service clients 

nationally and around the world.  

D) Tory Credit Reports & Collections Ltd.: Established in 2001, it is Bangladeshi’s leading Credit and 

Risk Management Company. It provides business credit reports and debt recovery solutions in 

Bangladesh and foreign countries. 

E) International Credit Information Ltd: It is a leading provider of information and data used to make 

decisions regarding lending and other purposes. It was formed in 1998 as a public limited company. 

ICIL for last 25 years has been providing their services of providing business credit reports on 

overseas companies through its pan Pakistan branch network with full-fledged offices in 10 cities. 

F) Chenkun Credit Rating Service Co, Ltd.: It is a company that cooperates with Bangladesh and 

provides credit reports for Chinese and Bangladeshi enterprises. Chenkun and May International 

work together to escort Sino-Bangladeshi enterprises in trade through data docking with local banks, 

customs and governments agencies to present reliable and scientifically analyzed credit results. 
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Shortcomings of Collecting Credit report 

While interviewing with related personalities, we observed the following shortcomings in collecting credit 

report from Bangladesh. 

a) Before opening import LC, Banks have to collect credit report for which Banks require7 to 10 working 

days to have the credit report. 

b) Most of the credit reports entail insufficient data and information, for which it is difficult to assess the 

credit worthiness of the supplier/ buyer. 

c) In most cases, credit-reporting agencies supply the report without providing their credit 

recommendations. In most of the cases credit report giving agencies recommend a poor amount for 

credit, which seems to be unjustified and avoidance of responsibility. 

d) Banks have to incur an average amount of USD 100 for each credit report. The agencies claim their 

charges even when their credit report does not refer to sufficient information or the report is supplied 

with nil information. 

 

Barrier 3: Corruption 

Corruption is also a major barrier standing in the way of business. Bribery and corruption are entrenched in 

Bangladesh. Corruption is often cited as a barrier to the effective development of the private sector. In 

Transparency International’s 2022 Corruption Perceptions Index, which scored the public sector of 180 

countries on a scale from 0 (“highly corrupt”) to 100 (“very clean”), Bangladesh scored 25. Similar to the 

previous years, corruption was the top problematic factor for business in 2023, found a survey conducted by the 

Centre for Policy Dialogue (CPD). In a study it was revealed that more than half of SMEs in Bangladesh have to 

pay a bribe to obtain essential services such as acquiring and renewing licenses, using public utilities, and 

obtaining tax identification number and the value-added tax certificate. The foreign companies are not used to 

doing business by adopting illegal and unethical transactions. When they face to do that, they become shaky to 

continue their business in Bangladesh.  A lack of effective measures to curb corruption as well as dearth of 

transparency and accountability in public agencies is weakening the business environment. 

 

Barrier 4: Price Verification 

As per Bangladesh Bank Guidelines, Authorized Dealers of Foreign Exchange business are, before initiating 

import transactions, required to verify prices of relative goods in terms of prevailing price in the international 

markets on the date of contracts and/or similar imports in contemporary period. 

To comply with Bangladesh Bank instructions, Banks are bound to collect international price of related goods 

from reliable sources before opening import L/C. But it is a troublesome job to collect price reports from 

reliable sources for a particular goods of specific period and specifications. Price of a particular goods may vary 

country to country, season to season, region to region and company to company etc. So, it is difficult on the part 

of a Bank to ensure actual price of the particular goods within a reasonable period. 

So, price verification process hinders prompt transaction of import of commodities. 

 

Barrier 5: Forward Booking of Foreign Exchange   

Forward exchange rate is that exchange rate at which forward transactions are to be honored. It is a sort of 

contracted exchange rate to be applicable for the transactions which are Signed today but are to be honored 

sometime in the future. 

In case of a deferred payment transition (DP L/C) importer can reduce risk of exchange rate volatility by 

forward booking of foreign exchange to make payment of his accepted import bill of 30/60/90/120/180/360 

days. At present importers are experiencing severe volatility of exchange rate in foreign exchange market of 

Bangladesh. But they are unable to enjoy the forward booking facility from their Banks due to some restrictions 

of Bangladesh Bank on that sort of transactions as well as Sharia principle of Islamic Banks.  As a result, 
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importers have to take unusual risk of exchange rate specifically in the DP L/CS which is discouraging the 

traders in foreign exchange transactions as well as import of capital machinery. 

 

Barrier 6: Margin Restrictions on imports 

Cash margins are the amount of money an importer has to deposit with the bank for initiating an import 

transaction, such as opening a Letter of Credit (LC), which could be up to the total value of the import. To 

control import of different commodities, Bangladesh Bank imposes cash margin restriction an import LC. 

The Bangladesh Bank has imposed a 100% Cash margin for opening Letters of Credit (LC) on cars, electronics, 

gold, precious metals, RMG and pearls, among other items, and 75% will be applicable for other imports, to 

discourage imports in a bid to keep the country’s currency and debt management more integrated and stable. The 

decision comes against the backdrop of the long-term negative effects of Covid-19 and, more recently, the 

Russia-Ukraine War, which has led to a more unstable global economy. 

The margin bar is a prime barrier in foreign exchange business now. However, those who are capable to import 

by giving 100% or 75% margin, they are surviving in the market while others are facing serious problems to do 

the import business.             

 

Barrier 7: Country Rating 

Standard & Poor’s credit rating for Bangladesh Stands at BB – (minus) with negative outlook. Moody’s credit 

rating for Bangladesh was last set at B1 with Stable outlook. Fitch’s credit rating for Bangladesh was last 

reported at BB– (minus) with negative outlook. In general, a credit rating is used by sovereign wealth funds, 

pension funds and other investors to gauge the credit worthiness of Bangladesh. Thus, having a big impact on 

the country’s borrowing costs. 

 

Agency Rating Outlook Date 

S & P  BB- Negative 24 July 2023 

Moody’s B1 Stable 30 May 2023 

Fitch  BB- Negative 25 Sept 2023 

 

It is a general phenomenon that if the country rating is not satisfactory the foreign banks become less interested 

to provide credit facilities to the banks of the vulnerable country. Moreover, the foreign banks increase charges 

on their services, for which importers have to incur more import costs. 

 

Barrier 8: Efficiency of Chattogram Port  

Chattogram port has been ranked as Asia’s least efficient trade hub for handling containers, according to a new 

report by the World Bank and S & P Global Market intelligence. Responsible for about 98% of all containerized 

trade with the world, the Country’s main sea port has dropped 43 notches of rank 341st out of 370 ports in the 

global Container Port Performance Index (CPPI) 2021 released in January 2023. 

The export import businessmen of the country are likely to count losses as the shipping companies are charging 

more for overstay at the outer anchorage of the Chittagong port and delayed port operations. The port has been 

facing huge vessel congestion delaying berthing schedules to many ships waiting at the outer anchorage. The 

congestion is largely to the lack of adequate infrastructure at the port. Chattogram port is experiencing 16% to 

17% yearly growth in cargo and container handling. But no infrastructure facility has been increased to cope 

with the increased demand for the port facilities. The container vessels are experiencing a delay of maximum 

10-11 days in receiving berthing permission. It is also increasing the turnaround time of ships’ stay time at the 

port. The average stay time for a container vessel for getting schedule of berthing is supposed to be not more 

than two days under normal circumstances. The turnaround time, a port-efficiency index, begins from the time a 

vessel arrives at the port till it sails out after discharging imported goods and loading exports. To recoup the 

astronomical losses, the shipping companies have already raised freight charges of container vessels bound for 

Chattogram port from different posts of the world. 
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Local entrepreneurs suffer a lot for delays in the release of goods from ports. According to the Time Release 

study 2022 of the NBR, businesses have to wait an average of 11 days and six hours to get cargoes released after 

their arrival at seaports. 

 

Barrier 9: Branch and liaison offices of foreign Companies  

Foreign companies must get prior permission from Bangladesh Investment Development Authorities (BIDA) for 

registering with the Registrar of Joint Stock Companies (RJSC). Prior Permission is obtained by filing: 

 Certification of incorporation   

 MoA and AoA 

 Resolutions of the parent 

 Director details 

 Three years’ audited accounts. 

 Proposed organogram. 

 

It can take couple of months for a company to be registered. 

 

Additionally required documents for taking permission: 

 Trade License 

 Tax identification number  

 VAT registration 

 Registration with The Chief inspector of factories and establishment (CIFE) 

 Import Registration Certificate (IRC) (for industries)    

 Export Registration Certificate (ERC) (for industries)    

 Factory Registration (for industries)   

 Fire License (For industries)    

 Electricity and Environment Registration (for industries)  

 

To obtain all the licenses and documents as mentioned above, a foreign company has to spend unusual time, 

which sometimes becomes intolerable one. As a result, foreign companies lose interest to invest in Bangladesh.    

Barrier 10: Payment behavior of the foreign buyer: 

Bangladeshi exporters are performing export order mostly against the Firm Contract as per desire of foreign 

buyers. For that reason, they cannot get protection under International Chamber of Commerce Publication 600. 

In that situation foreign buyers are getting undue advantage by making payment of export bill with an unusual 

delay or refraining from making payment of export bill showing different negligible reasons. Sometimes, the 

buyers claim for unusual discount. If the exporter rejects the undue discount claim of the buyer, then the buyer 

returns the cargo to Bangladesh. In that case the exporter has to accept the undue proposal of the buyer by 

allowing discount on bill which leads to a great loss in the business. By allowing undue discount to the foreign 

buyers many RMG exporters have been ruined. As a result, many RMG units have been shut down. For that 

reasons new entrepreneurs are likely to be less interested in doing RMG business in Bangladesh. 

Barrier 11: Restriction on LC for USD3 million. 

Banks in Bangladesh are required to notify the Bangladesh Bank, at least 24 hours before opening import letters 

of credit (LCs) valued above USD 3 million, according to bank directive FE circular letter No. 29, issued on 28 
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July 2022. In that case importers have to satisfy Bangladesh Bank officials by providing so many documentary 

evidences, the process of which slow down the import initiatives. 

Conclusion and Recommendations 

As Bangladesh is set to become a developing country in 2026 and aspires to be a developed economy in less 

than two decades, the need for speeding up regulatory reforms is necessary. 

The challenges confronting entrepreneurs show no sign of abating although businesses urgently need to improve 

their efficiency with a view to becoming more competitive in the international markets as duty benefits could go 

following the country’s graduation from the group of least-developed countries in 2026. 

Introduction of One-stop Service at every regulatory body that provides any permits is a demand of situation. 

In order to address the identified barriers in ease of doing foreign trade in Bangladesh we recommend following 

for boosting up foreign trade as well as foreign exchange:  

01. Bangladesh Bank has to ensure stability in the Exchange Rate. 

02. Mandatory requirement for credit report for import in Bangladesh should be cost effective. At present 

Credit Report giving agencies are charging USD100 to 150 for each report which should be reduced 

USD50. Moreover, Bangladesh Bank can maintain a hub of Credit Report which was collected by users 

of Bangladesh. If any financial institution gets a copy from the above hub, Bangladesh bank may 

provide it with a nominal fee. Thus, a sizeable amount of foreign currency can be saved. 

03. An effective measure to curb corruption as well as ensuring transparency and accountability in public 

agencies is a must. One-stop service in all public institutions must be established. A complain cell in 

each institution must be introduced so that service taker can use it if he thinks that there is an unusual 

delay in rendering services. 

04. At present there is no standard price verification process set by Bangladesh Bank. Price verification 

process to import goods in Bangladesh should be pragmatic. An international agency in each country 

may be nominated by the government to render the services to the Bangladeshi institutions. Moreover, 

an information desk in NBR must be introduced to deliver invoice value of similar imported goods 

which may be considered as authenticated Price Verification Process. 

05. Importers may allow foreign exchange support at the rate at which they have established LC to mitigate 

their unusual risk in Exchange Rate fluctuation. 

06.  Large businessmen can afford any amount of margin for import of goods. High level of margin turns 

out the small traders from the market. So, margin restrictions on imports should be withdrawn. 

07. Country rating must be improved for ensuring good image of the country to the foreign suppliers as well 

as for minimizing import costs. 

08. Efficiency of Chattogram port must be increased with modern equipment and skilled man-power. 

Loading and discharging duration of goods of a ship should be comparable with the time of similar 

ports of the world. 

09. A dash board should be incorporated in BGMEA/BKMEA and other trade bodies with a view to 

maintain a database of corrupt buyers/suppliers of the world, so that traders can take information on 

character of the prospective buyers/exporters. 

10. Bangladesh Bank should not impose any restriction like margin restriction on trading which is against 

the environment of open market economy. 
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Abstract 

Cropland agroforestry is a land management system where trees or shrubs are grown around or among crops 

or pastureland. This can have a wide range of social and ecological benefits such as increasing family 

incomes, protecting biodiversity and reducing soil erosion.  It can also play a significant role in sustainable 

socio-economic development. In Bangladesh, cropland agroforestry helps to improve the living standards of 

rural farmers, as they get more access to food, fodder, timber, fruit, construction materials, fuel wood and 

other raw materials. Agroforestry has also some environmental benefits by helping raise soil fertility and 

control soil erosion, by improving the quality of water and enhancing biodiversity.  It is also helpful in 

alleviating poverty and engaging women in productive activities. This paper examines the strategic 

opportunities and impacts of cropland agroforestry in Bangladesh by reviewing pertinent literature. The study 

has found that due to lack of institutional training facilities, many farmers do not have the required knowledge 

about when and where the trees should be planted, which seasons are best for planting and which species of 

trees are helpful to increase the farmers’ incomes without hampering the crop yields and environmental 

sustainability. Another important finding is that long-term social, economic and environmental gain can be 

achieved through agroforestry, which helps to maximize crops’ yields, raise farmers’ incomes, produces 

human capital by increasing farmers’ skills and knowledge, and improves their socioeconomic condition, 

along with environmental sustainability. This study suggests that, the inclusion of scientific knowledge, 

providing institutional support from government and non-governmental organizations and securing access to 

quality inputs and initial investment capital to subsistence farmers are necessary steps to ensure the long-term 

sustainability of this agroforestry practice in rural Bangladesh.  

Keywords: Cropland agroforestry, Socio-economic and environmental impacts, Bangladesh. 

 

Introduction 

Cropland agroforestry is a land management system where trees or shrubs are grown around or among crops or 

pastureland. This practice has a wide range of social and environmental benefits such as increase in family 

incomes, enhanced biodiversity and reduced soil erosion. It can also play a significant role in sustainable socio-

economic development (NAC, 2018) of poor rural areas. In Bangladesh, with support from the government 

Agriculture and Forest departments and by applying local information and traditional knowledge, farmers have 

started cropland agroforestry practices (Chakraborty, Haider and Rahaman, 2015) since late 1970s. The first 

agroforestry program, the Betagi-Pomora Community Forestry Project, was introduced in 1979 in two villages 

(Betagi and Pomora) of Rangunia Thana, Chittagong (the South-Eastern part of Bangladesh). The program was 

initiated by the Forest department of the government under the Social Forestry program (Hasanuzzaman, 2009). 

More recently, in Bangladesh, agroforestry is a profitable land use system which has diversified contributions, 

such as increasing income of the farmers, as a result of the improved educational status, housing conditions, 

homestead tree species, household total assets, sanitation facilities, and higher production of the agriculture 

sector (Islam and Sadath, 2012). According to the report of Islam and Sadath (2012), in Bangladesh, the attitude 

and perception of most of the farmers on agroforestry practices are very positive as it is considered that they 

contribute positively to reduce the rural poverty. For the reduction of poverty and increasing the income of the 

rural people, it is necessary to generalize agroforestry practices in Bangladesh. In addition, as the population of 

Bangladesh is increasing very rapidly and the amount of cultivable land is decreasing day by day, to supply food 
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for the increasing population, cropland agroforestry can bring a meaningful contribution, and for this reason we 

need to implement cropland agroforestry practices on a large scale in Bangladesh. Buttoud’s study (2013), 

identifies agroforestry as playing a significant role in the production of both local commodities, such as fuel 

wood, timber, fodder and fruits, as well as global commodities, for example coconut, coffee, tea, rubber, cocoa 

and gum. This study refers to the “strategic role played by agroforestry”, as it can help any country (especially 

developing countries) to eradicate poverty, and attain food security and environmental sustainability (Buttoud, 

2013). Cropland agroforestry helps to improve the living standards of rural farmers as they get more access to 

food, fodder, timber, fruit, construction materials, fuel woods and other raw materials (Chakraborty, Haider and 

Rahaman, 2015). According to another study, agroforestry practices increase species’ diversity, ensure economic 

returns, work as insurance in case of sudden crop failure and increase sustainability of farmers’ livelihoods 

(Hanif, Roy, Bari, Ray, Rahman and Hasan, 2018). In addition, agroforestry has environmental benefits, such as 

it can help to raise soil fertility and control soil erosion; it can improve the quality of water and enhance 

biodiversity (Garrity, 2004). Agroforestry is also helpful in alleviating poverty by engaging women in 

production activities (Rahman, Asahiro and Ullah 2017; Leakey and Simons, 1998).  

Agroforestry practices are important in areas where agricultural land is scarce due to high population density. 

According to a World Bank report (2016), Bangladesh is the 10th most densely populated country in the world, 

with a population density of 1,115.62 people per square kilometer (2,889.45/square mile) (WPR, 2020). About 

65 percent of the people in Bangladesh live in rural areas and their livelihoods mainly depend on agriculture. 

The total agricultural land in Bangladesh is decreasing day by day due to commercial activities like 

industrialization and urbanization which are competing for land availability (Hasan, Hossain, Bari and Islam, 

2013). Hasan, Hossain, Bari and Islam, (2013), found that the total arable land has decreased by 0.14 percent 

from 1976 to 2000 and at a higher rate of 0.73 percent from 2000 to 2010. This trend has a possibility to worsen 

in the upcoming future (Hasan, Hossain, Bari and Islam, 2013). Moreover, the present land use system with 

separate allocation of land for agriculture and for forestry will not be sufficient to fulfil the demand of land for 

the people living in the rural communities (Hanif and Bari, 2013). Therefore, cropland agroforestry may be one 

of the best solutions for achieving sustainability of the Bangladesh economy, by generating incomes for rural 

households, reducing the harmful effects of industrialization and urbanization and offsetting the loss of 

cultivable land. 

This paper is organized as follows: after a literature review, gaps in the literature will be identified, followed by 

a discussion of the major challenges or constraints, as well as of the strategic opportunities and impacts of 

introducing agroforestry in the study area. Some policy recommendations will be made, followed by a 

conclusion. 

 

Literature Review 

Hesselink and Thevathasan (2012) postulate that cropland agroforestry is a land management system that 

indicates the benefits of biological sustainability, a result of purposeful integration, where trees or plants are 

purposely grown with crops or livestock. According to the study, the concept of agroforestry differs from both 

traditional forestry and agriculture since it emphases on the relations among components rather than on the 

separate components alone. The study also showed that, in Canada, agroforestry systems are classified in 

various ways, such as integrated riparian systems, intercropping, windbreaks (shelterbelts), forest farming, 

silvopastoral systems and bioenergy systems, which indicate the production of heat or electricity from woody 

biomass.  All these are currently being discovered for their compatibility with mainstream agroforestry 

practices. In Africa, agroforestry enhances a nation’s food security and also provides social and environmental 

benefits for the nation. Large numbers of small holder farmers in Africa are now practicing agroforestry and 

produce additional products for their home consumption or for commercial purposes, which will reduce the 

shortage of food all over Africa, without hampering the environmental quality (Mbow, Noordikwijk, Luedeling, 

Newfeldt, Minang and Kowero, 2013). The study also has found that agroforestry is a cost-effective cropping 

technique which mitigates the effect of climate change, as tree-based farming systems store carbon in soils 

which reduce greenhouse gas emissions from soils (Smith and Olesen 2010; Verchot et.al., 2007). The pattern of 

cropland agroforestry systems is varied in different agro-ecological regions in Bangladesh, as these regions 

http://www.thecanadianencyclopedia.ca/article/forestry/
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present biophysical and social differences (Shams, 2013). In a general scenario, in Bangladesh, trees are planted 

on the borders of or within the cropping field, systemically or at irregular intervals, usually together with cereal 

crops and vegetables. Farmers also grow shade tolerant crops, such as turmeric, ginger and aroid, when trees 

have high canopy coverage i.e., eucalyptus, or mahogany (Miah, Ahmed, Ahmed, Alam, Choudhury and Hamid, 

2002).  According to Chakraborty, Haider and Rahaman (2015), a large number of farmers in the southern part 

of Bangladesh have improved their living standards with the help of cropland agroforestry. The study has 

compared the living standards of the farmers of cropland agroforestry and non-cropland agroforestry and has 

found that the farmers who practiced cropland agroforestry have better housing patterns, education levels, land 

ownership and other physical assets stocks compared to non-cropland agroforestry farmers. Another study, 

conducted by Rahman, Imam, Wachira, Farhana, Torres and Kabir (2008) in the northern part of Bangladesh, 

has found that the farmers who were practicing agroforestry could easily satisfy their daily necessities and also 

contributed to reduce the poverty rate of Bangladesh.  

 

Gaps in the literature 

The literature discussed above shows that the positive impacts of cropland agroforestry exist in both developed 

and developing nations, but the authors didn’t mention whether agroforestry or tree-based cropping systems 

ensure sustainable development or not. There is no evidence that this practice is always helpful to increase long-

term incomes of the small-scale farmers in the developing countries. Chakraborty, Haider and Rahaman (2015) 

showed a positive relationship between crop-land agroforestry and the standard of living in a district in 

Bangladesh. However, this study did not discuss the issue of what kind of agroforestry is suitable for 

Bangladesh, where most of the farmers are accustomed to a traditional land use system. They have insufficient 

knowledge about what kind of agroforestry articulates high performance in practice. Another study, conducted 

by Hanif, Roy, Bari, Ray, Rahman and Hasan (2018), postulated that agroforestry is the most sustainable land 

management system in Bangladesh. They have also stated that for successful agroforestry practices it is 

necessary to implement the perfect agroforestry practice that is suitable for Bangladesh. Indeed assimilation of 

different agroforestry practices by applying different agro-ecological models for different regions is very 

important. As it is known, in Bangladesh, there is a variation between the geographical and economic structure 

among the regions (Hanif, Roy, Bari, Ray, Rahman and Hasan (2018). Besides this requirement, government 

monitoring and controls over the farm lands, as well as the farmers who practices agroforestry is also necessary. 

To demonstrate the necessity of cropland agroforestry it is essential to develop and monitor a set of relevant 

indicators (of successful agroforestry systems) and to build up the experience of good practices necessary for 

achieving a desired sustainable development (Nair and Garrity, 2012). The key indicators of cropland 

agroforestry that could be used to assess the success of agroforestry practices identified by Lai (1991), are based 

on using modern technology, training facilities for the farmers, providing market access for the products, and 

proper monitoring and evaluation by the government. 

 

Methodology 

This paper is using qualitative method to identify the major challenges, constraints, opportunities and cropland 

agroforestry in Bangladesh. By reviewing previous literature and on the basis of personal observations this 

research analyzes the socio economic as well as environmental impacts of cropland agroforestry. Finally, the 

researcher recommended some policy to develop the concept of agroforestry in Bangladesh.  

 

Major Challenges or Constraints  

For any country, implementation of successful agroforestry systems requires good governance, male-female co-

operation, secured land tenure, access to stocks of assets, investment and markets for agroforestry inputs and 

outputs (FAO, 2006 and 2012). Islam (2014) suggested that developing and monitoring those elements can play 

an important role in the sustainable development of a country through agroforestry practices. This study also 

concluded that, in Bangladesh, most of the farmers are living in rural areas where government intervention is 

mostly absent in the process of farming. For this reason, it is not always possible to have access high input 

technology, to ensure gender equity, and provide quality education and training facilities related to agroforestry. 

Besides, it is difficult for farmers to earn enough money from cropland agroforestry, since most of the farmers in 
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Bangladesh are marginal and hold small pieces of land due to a process of high land fragmentation. Although 

land plays an important role in the economic as well as the social life of Bangladesh, there is no land 

management plan in Bangladesh and the people are struggling a lot to gain proper legislation regarding to land 

(Alim, 2009). To reduce the rate of poverty, to increase  employment and to sustain the land productivity a land 

reform is necessary, especially for government owned land  (khas land) (Alim, 2009). According to Islam 

(2014), Bangladesh also faces other socio-economic challenges, such as high unemployment, gender 

discrimination, food insecurity, lack of pure water and sanitation facilities, shortage of arable land, political 

violence, absence of good governance and maintenance etc. Also, due to lack of institutional training facilities, 

many farmers do not have the right knowledge about when and where the trees should be planted, which season 

is best for planting and which are the species of trees that are helpful to raising the income of the farmers, 

without hampering the crops and environmental sustainability. Hanif, Roy, Bari, Ray, Rahman and Hasan (2018) 

also observed that the farmers of Bangladesh depend on traditional agroforestry practices i.e., fruit trees were 

planted with wider spacing, while forest and fuel wood species were planted with narrower spacing. As a 

consequence, the major problem faced by the agroforestry practicing farmers is that pests and diseases 

infestations occurred, followed by competition for nutrients between trees and agricultural crops and other 

common problems such as root competition, shade cast by trees, grazing of animals and low yields production. 

These problems were especially serious for the farmers who live in the northern part of Bangladesh, and lack 

modern planting techniques and they only plant fruit trees for their own consumption. For these reasons, farmers 

only used pesticides and chemical fertilizers for growing crops and they did not use fertilizer, pesticides and 

additional labor force for caring for the trees. As a result, the final output of cropland agroforestry will not be 

sufficient for improving the living conditions of these marginal farmers (Rahman, Imam, Wachira, Farhana, 

Torres and Kabir, 2008). 

 

Strategic Opportunities and Impacts 

Long-term economic gains can be achieved in Bangladesh through wide-spread agroforestry practices which can 

help to maximize crop yields, raise farmers’ incomes and improve their socioeconomic condition, along with 

maintaining the environmental sustainability of arable lands (Rahman, Sunderland, Kshatriya, Roshetko, Pagella 

and Healey, 2016). Besides these benefits, through agroforestry, the skills and knowledge of the farmers can be 

increased, by targeted investments in producing the human capital needed for agroforestry practices. Further, 

development of human capital can enable the farmers to uphold their financial capital (Hanif, Roy, Bari, Ray, 

Rahman and Hasan, 2018). Most of the farmers can gain diversified sources of income in the form of forest and 

fruit income and agricultural income. The increased income can lead to improvements in households’ facilities 

that allow for better food, education, medical, water and sanitation as well as access to marketing facilities. 

Rahman, Imam, Snelder and Sunderland (2012) argue that better access to marketing facilities helps farmers to 

earn maximum benefits by selling their products and receiving a guaranteed higher income (which can be used 

to increase their  financial capital). Agroforestry has also important environmental benefits i.e., it encourages 

farmers to plant trees on their cropland, which increases the abundance of tree species. Finally, an agroforestry 

system is one of the key elements of sustainable resource-based farming, which is essential to reducing the 

effect of climate change and environmental degradation, by reducing soil erosion and protecting crops from 

cyclones (Hanif, Roy, Bari, Ray, Rahman and Hasan, 2018). 

 

Policy Recommendations 

In Bangladesh, the total area of arable land is decreasing due to industrialization and urbanization. Therefore, the 

government should focus on land reform, since a large portion of the population earn their livelihood from 

agricultural activities Introducing Regulating pilot agroforestry practices which are well suited for Bangladesh is 

also needed to improve the traditional cropland agroforestry systems which will give maximum forest income 

without hampering the crop yields. For example, in 1986 alley cropping was well liked by farmers and emerged 

into a productive agroforestry system, as the agroforestry tree species, such as Eucalyptus, Camaldulensis, 

Dalbergia sisso etc., benefited from the irrigation water as well as the fertilizers applied to the crops cultivated in 

the adjacent alleys (Lai, 1991). Developing a community forestry program is essential for promoting 

agroforestry? since it ensures women empowerment, reforestation on marginal lands and improvement of the 
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condition of damaged forests (Jashimuddin and Inoue, 2012). According to Lai, (1991), community forestry 

projects have initiated a range of reforestation projects in the northwestern part of Bangladesh, such as  social 

forestry training, block plantations, roadside tree planting, homestead seedling distribution and agroforestry. 

Jashimuddin and Inoue (2012), also suggested that replication of community forestry programs under the 

climate change mitigation and adaptation strategies, as set by the REDD+ (Reducing Emissions from 

Deforestation and Degradation) program, could provide valuable funding and expertise to drive community-

based land? conservation efforts in Bangladesh. The farmers practicing agroforestry should organize themselves 

in local groups and share the benefits they are getting from these practices and, in this connection, NGOs can 

encourage the transition to agroforestry systems and motivate the people to share the gains (Hanif, Roy, Bari, 

Ray, Rahman and Hasan, 2018). In addition, increased household incomes can lead to increased involvement in 

different social groups and external sustainable activities.  

 

Conclusion 

This paper has used a literature review to demonstrate that cropland agroforestry may be one of the best 

solutions for achieving sustainability of the Bangladesh economy, by generating incomes for rural households, 

reducing the harmful effects of industrialization and urbanization and offsetting the loss of cultivable land. 

Among the necessary steps recommended for achieving this goal, are: providing farmers’ access to scientific 

knowledge, modern technology, and institutional support from the government and non-governmental 

organizations, as well as access to quality inputs and facilitating initial investment capital to subsistence farmers. 

Implementing these steps might ensure the long-term sustainability of the agroforestry practices in Bangladesh. 

If these steps are fulfilled, then cropland agroforestry could have a positive impact on reducing rural poverty as 

well as improving the environmental conditions, by conserving biodiversity and protecting the traditional forest 

resource in Bangladesh. 
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A case study on Sanofi Aventis, Bangladesh 
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Abstract 

The pharmaceutical industry taking into consideration its local and international market is one of the most 

promising and potential sectors of our economy. It’s a matter of fact, as a manufacturer of life saving drugs 

this industry should put highest emphasis on dexterity, skill and technological orientation of its labor forces. 

And the recruitment and selection procedure, as the most important aspect of human resources management 

for picking off-pat right personnel for the industry also comes forward in line with this fact. In this study, the 

recruitment and selection procedure of Sanofi Aventis Bangladesh, country’s leading multinational 

pharmaceutical company was brought under microscope for analysis. Both primary and secondary data were 

accumulated, studied and analyzed to reach the conclusion in this study. The findings of the study depicted 

that the organization mainly keeps its focus on educational back ground and result of the candidates in the 

recruitment process keeping aside competencies like communication skills, personal skills and other 

aptitudes. Methods like walk-in-interview, written exams, interview and employee referrals are exploited to 

hire the right employee. The study also found out long time period in the recruitment process instead of 

specific and perfect time.   

Keywords:  Pharmaceutical Company ‧ HR Policy ‧ Recruitment process ‧ Selection process ‧ Vacancy 

Confirmation  

 

PRELUDE  

The pharmaceutical industry in Bangladesh is one of the most developed hi-tech sectors within the country's 

economy. The industry contributes about 1% of the total GDP. There are about 250 licensed pharmaceutical 

manufacturers in the country; however, currently a little over 100 companies are in operation. It is highly 

concentrated as top 20 companies produce 85% of the revenue. According to IMS, a US-based market research 

firm, the retail market size is estimated to be around BDT 84 billion as on 2011. One of the reasons for this 

growing success of the pharmaceutical companies operating in our country is the skill, efficient and 

technologically sound labor force. Human Resources Management department plays a vital for this success. 

Now days, Manpower is considered as a valuable part for the efficient productivity of an organization. But it is 

very tough & challenging job for efficiently dealing with various manpower.  

 

Objectives 

The purpose of the study is to analyze and evaluate the overall recruitment process of Sanofi Aventis and figure 

out the best practice which can be beneficial for the company like Sanofi Aventis.  

Our research specific objective of the study is to support the HRD of Sanofi Aventis in order to simplify the 

recruitment process in an effective way and bring improvement in the necessary areas so that the company can 

grow big and strong in a simplified and efficient manner. This will be resulting from the proper implementation 

of the recommended strategies which will eliminate the constraints from the process. The findings and analysis 

of this study will provide some new ideas and recommendations which might help the authority to make 

development in terms of the era of recruitment.  

 

                                                      
*      Assiatant Professor, Bangladesh University of Business and Technology, Bangladesh  
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REVIEW OF RELATED LITERATURE 

The proper start to a recruitment effort is to perform a job analysis, to document the actual or intended 

requirement of the job to be performed. This information is captured in a job description and provides the 

recruitment effort with the boundaries and objectives of the search. Oftentimes a company will have job 

descriptions that represent a historical collection of tasks performed in the past. These job descriptions need to 

be reviewed or updated prior to a recruitment effort to reflect present day requirements. Starting recruitment 

with an accurate job analysis and job description insures the recruitment effort starts off on a proper track for 

success. (McBey, Kenneth J. and Belcourt, Monica.2008).  

Barron, Bishop, and Dunkelberg (1985) in their study distinguished between an intensive margin and an 

extensive margin of employer search. 

While Gorter and Ommeren (1994) pushed the analysis one step further. The authors concluded that two main 

recruitment strategies can be identified: a sequential use of search channels, in which the first search channel 

chosen is usually the informal channel, and additional search channels are activated one after the other; and an 

“adding to the pool” strategy in which the first search channel chosen is basically advertisement and later one or 

more search channels are activated in order to enrich the pool of available applicants  

DeCenzo, David A. and Robbins, Stephen P (2006) in their book “Fundamentals of Human Resource 

Management” mentioned that “Recruitment is the process of attracting, screening, and selecting qualified 

people for a job at an organization or firm. It is undertaken by recruiters. It also may be undertaken by an 

employment agency or a member of staff at the business or organization looking for recruits” 

 

Research Methodology 

In the present study, methodology is taken to indicate the underlying principles and methods or organizing and 

the systems or inquiry procedure leading to completion of the study. This chapter deals with various 

methodological issues relating to the study like study of various books, web site of Sanofi-Aventis, HR policies 

of pharmaceutical industry (2010), Vacancy policy guideline of SAB then made a qualitative and little 

quantitative research applications. 

For formulating the study the two main type’s data are- 

 

SOURCES OF DATA 

PRIMARY DATA 

This type of data is collect from Interview, Observation, and Work with them. 

 

SECONDARY DATA 

This type of data are collect from Banks papers, Magazine, Booklets, Hand note , Annual Report, Prospectus, 

Other. 

EVALUATION OF RECRUITMENT PROCESS OF SANOFI- AVENTIS 

The recruitment and selection is the major function of the human resource department and recruitment process is 

the first step towards creating the competitive strength and the strategic advantage for the organizations. 

Recruitment process involves a systematic procedure from sourcing the candidates to arranging and conducting 

the interviews and requires many resources and time. A general recruitment process is as follows: 

 

Identifying the Vacancy 

The recruitment process begins with the human resource department receiving requisitions for recruitment from 

any department of the company. These contain: 

 Posts to be filled 

 Numbers of persons 
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 Duties to be performed 

 Qualifications required 

 

Preparing the job description and person specification 

Job description will be provided to the employees when he or she is appointed, transferred, promoted or newly 

assigned. The Line Manager will ensure that their employees have the appropriate and updated job description. 

 

Vacancy Announcement 

Vacancies may be filled either through exclusively internal recruitment or through both external and internal 

recruitment. However, management may decide direct promotion or placement based on performance instead of  

making  any internal/external advertisement.  

 

6.1     Recruitment Process of Entire Sales Force 

Sales Force Area covers the recruitment criteria, process and procedure of selecting the right candidate to feel up 

the vacant positions in the sales force.  

 

Objective of Sales Force Recruitment Process: 

 Adding value to overall organizational effectiveness by attracting & selecting a pool of acceptable/ 

exceptional people 

 Ensure the qualification of better & qualified candidates through a transparent selection method 

 Meet up of head count requirement in Sales Force 

 Identifying the gap between availability and requirement of personnel 

 

The sales force area of sanofi-aventis Bangladesh currently covers – 

 Jr. /Medical Information Associate 

 Oncology Associate 

 Diabetes Educators 

 Area Sales Executive/Manager 

 Regional Sales Manager 

 

There should be a need of minimum 20 sales forces namely Jr. /MIA, before a fully fledged recruitment can be 

launched. Other than Jr. / MIA for minimum 3 vacancies a recruitment process can be initiated. A complete 

recruitment process includes the followings: 

 Approved Recruitment Request/vacancy confirmation in line with approved headcount. 

 Design of advertisement in compliance to company’s branding guide. 

 Placing advertisement in preferred daily newspapers. 

 Selection process 

 Result announcement 

 Joining/ Induction training 

 

Source, Method & Communication Message: 

Recruitment methods mainly focused on advertisement in selected daily newspapers. Methods includes— 

 Walk-in Interviews 

 Written Exams 
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 An Interview 

 Employee Referrals  

 

Communication Message 

Gives a clear picture of the vacant position and Sanofi Aventis itself. The message conveyed to the targeted pool 

of applicants. 

 

Selection Process 

Application Screening 

During the initial screening, the recruiter checks for completeness of the application,   along with a comparison 

against the job requirements. Once the application is screened, and it is determined that the application meets the 

initial requirements, the recruiter can move the candidate forward to the next step of the hiring process. If an 

application is not deemed a proper fit to continue, the company will disqualify the candidate. 

 

Written Assessment 

The written assessment process might contain the followings: 

 Analytical Ability 

 English Language Understanding 

 Mathematical Problems 

 Questions Related to the Activities of Pharmaceuticals; etc. 

 

Interview 

Some of Focal points of Interview board are given below: 

 Verbal ability of the candidates are tested 

 Minimum one of the interview members must be a HR representative 

 Candidate’s knowledge about pharmaceutical operation as well as the knowledge of sanofi-aventis 

Bangladesh Limited is tested 

 The interviewers need to fill up the interview sheet and the decision about the candidate 

 

Walk-in-Interviews 

Focal factors of walk-in-interviews are: 

 An interview board of at least two members, whose minimum qualification should be Area Sales Manager. 

Moreover, one of the members has to be from the sales department. 

 Written exams are taken for this interview. 

 Verbal ability of the candidates are tested with the help of word/ spelling sheets, English and Bengali 

newspaper clippings. 

 Candidate’s product knowledge and also about the important brands of sanofi-aventis Bangladesh Limited 

is tested as well. 

 

Joining (Jr. /Medical Information Associate)  

After successful completion of induction training program, the list of the successful candidates is provided by 

the training department. In harmonization with HRD the business function selects the number and persons for 

their department as per approved head count. After receiving the posting from business units, HRD gives 

Appointment to the candidates and communicates their place of posting and other formalities.  
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Diabetes Educator / Oncology Associate 

Short-listed candidates for the post of Oncology Associate/ Diabetes Educator must processed with written and 

interview segment. After that selected candidates are offered employment in the organization. After accepting 

the offer the candidates are provided with the joining kit to join within a precised time period. 

 

Compensation and benefits 

Reward and benefit package of the candidate will be given as per the approved package for the candidate 

depending on the job grade and assigned responsibilities that is aligned with the pay structure of the current 

employees of same level and also as per company policy.  

 

Authority to amend 

The administration committee reserves the right to change or make omission of the laid down Rules & 

Regulations partly/fully from time to time as per the requirement. Dismissal of employment can happen by 

various reasons like – Misconduct, Convicted by Court etc. 

 

6.2     Recruitment process of Marketing & Support Function 

 Recruitment request by coordinate with concurrent managers. 

 Vacancy advertisement posted by the HR Department through online or newspaper. 

 schedule panel interviews  

 The Human Resources Department will contact the candidates by letter/ phone for appearing in the 

test/interview. 

 Make initial shortlist for entry level and send to responsible line managers/heads for further screening.  

 Upon completion of the test and interview the selection committee will discuss about candidates among 

themselves and prepare the outcome of the process. In the write up the panel will put their 

recommendations about the selection with signature 

 Maintain database for potential CVs for future openings.  

 Request candidates for selection test. 

 After completion of the selection process (written & interview) the selected candidates are offered 

employment in the organization  

 After accepting the offer the candidates are provided with the joining letter to join within a specified time 

period. 

 The candidates those who are got appointment letter go for medical test. 

 obtaining necessary approvals if needed 

  

AANNAALLYYSSIISS  AANNDD  IINNTTEERRPPRREETTAATTIIOONN  OOFF  TTHHEE  SSUURRVVEEYY  DDAATTAA::  

Recruitment Process Analysis 

For Sanofi-aventis, it is very important to find out the best candidate who belongs to the group of potential pool 

of candidates. The best employees get the job done, are a pleasure to manage and help the company grow. 

Recruitment that focuses on simply hiring warm bodies can cause headaches and unanticipated problems. The 

quick hire can require hours of supervision and time spent in discipline, retraining and, worst case, termination. 

In view of the fact that it is a pharmaceutical company which deals mainly about healthcare products; the best 

concerned candidates are supposed to be from medical, pharmacy or science background. Apart from that all 

other concerned areas, for example- IT, Business, law etc are also potential sectors from which Sanofi Aventis 

needs to recruit to fulfill the employee headcount demand. 
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In the study,  a way to support the HRD of Sanofi Aventis was tried to be found in order to simplify the 

recruitment process in an effective way and bring improvement in the necessary areas. This will be resulting 

from the proper implementation of the recommended strategies which will eliminate the constraints from the 

process. The findings from the survey done on 50 employees of Sanofi Aventis provided some new ideas and 
recommendations to make development in terms of the era of recruitment.  They were provided with a 

questionnaire and the answer sof the questions of the questionnaire found out the actual positioning of Sanofi-

Aventis’ recruitment process and its efficiency 

 In the feedback form, first asked question were the preference towards pharmaceutical sector in terms of 

career development.  

 

In the survey, 30 % people were found agreed that for career development their first choice is pharmaceutical 

companies and then 55% people said pharmaceutical sector will be among the top 5 options to build their career. 

Other 15 % people have less interest for this sector. So, it shows majority percent of people are now trying to 

involve more in pharmaceuticals. 

 On response to the second question which was on the most effective recruitment process, 40 % of 50 

employees voted for written and interview methods. 

                                      
30% liked just the interview steps rather than written exam, then 20% are more into whole day recruitment 

process and rests are interested in other steps of recruitment. So, it can be inferred that more people like written 

and interview both as a recruitment process. 

 Next question was to find out the parameter of selecting a qualified candidate according to the current 

employees’ point of views. Sanofi-Aventis mainly focused on educational background and results in terms of 

hiring people. But employees gave a bit different picture. 45 % employees think communication & personal 

skills are more important for a person to get involved in his/her job and helps to give the best shot. Educational 

qualification is also a must. 30% people were agreed on that. Among rests 15 % believe in sincerity and 10 % 

believe on other skills. 

 In the fourth question, the employees’ reaction on the time manner and scheduling about the interview 

session were found out. Employee’s point of view towards Sanofis’ recruitment process’s time line is a matter of 
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importance to analysis the overall recruitment process. They gave me a range of reflections on this issue. 15 % 

people said the process is very long, 30% said a bit long, 13% said its short and 7% said they have no idea about 

the  

 

 
 

time period of whole process. Rest 35% said the time period is average neither too long nor short. Judging the 

time period of recruitment process is always depends on one’s personal evaluation. But mostly think sanofi’s 

process of hiring people is a bit long. 

In the next question, whether Sanofi can implement its recruitment policy on them in a proper way majority 

(57%) said Sanofi Human Resource Department can easily implement the hiring policy on them. But 43% think 

Sanofi HRD cannot do that on them.  

 
 

 Lastly the employees were asked about their satisfactory level towards overall recruitment process. The 

survey result showed 12 % very satisfied, 8% more than satisfied, 20% normally satisfied, 35% average satisfied 

and only 25 % not at all satisfied. So, Sanofi HRD should more concentrate on improving recruitment process in 

a good manner to get 100% satisfaction from employees. 

RECOMMENDATIONS 

On the basis of findings, a bunch of recommendations are put here for Sanofi Aventis’s recruitment process.  

Improving Sales force motivation Pack: 

Sanofi-Aventis’ employees especially sales force related employees identified the needs to be reinforced and 

communicated clearly. Motivation factor of Sanofis’ was found a bit lows. By increasing the motivational 

factors, company can make a boost among the employers. 

 Implement Diversify Recruitment Process: 

Sanofi Aventis always prefers educational qualification more rather than other skills in the recruitment process. 

It sometimes hampers the hiring process.  Especially for sales force dynamism, creativity, good communication 

skills should be given more emphasis rather than educational qualification.  

 More specific and time-effective recruitment process: 

Lots of employees think time period is a bit long in terms of recruitment. It should be processed in specific and 

perfect time. Time period shouldn’t be so long because candidates get stuck in it. 
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CONCLUSION 

Sanofi Aventis aim to be, beyond doubt leader in the field of global pharmaceutical companies. To achieve this 

goal, Sanofi Aaventis has to develop its employee panel as most promising and all rounder and also for ready to 

take any challenge. They have to be capable for each operating country office with local competencies. 

Recruitment process of Sanofi Aventis is already well-appreciated to all but still now HRD need to improve 

some policies and steps to make it compatible with challenges.  
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Abstract 
This article explores the graduation of Bangladesh from its Least Developed Country (LDC) status. It 

primarily focuses on Bangladesh's benefits and obstacles it is likely to encounter. Bangladesh's significant 

progress across these indicators i.e. Gross National Income (GNI), Human Assets Index (HAI) and Economic 

and Environmental Vulnerability Index (EVI) confirms its eligibility for graduation from LDC. An LDC 

enjoys and gets benefits from market access, trade access, trade agreements, flexibility, and participation in 

international agreements under the World Trade Agreement (WTO). The article also discusses the difficulties, 

challenges and opportunities that arise after a country graduate from LDC status, such as losing preferential 

treatment, reduced access to concessional financing and gaining brand image, sovereign credit rating, get 

GCF fund. The article recognises the impact on industries like garments and pharmaceuticals. To overcome 

these challenges effectively, the author suggests some recommendations that encompass comprehensive 

aspects. Government involvement in cooperation with development partners and advocacy for arising issues 

at WTO has also been discussed. The article also explores positive lessons that can be taken from one of the 

successful LDC graduated countries, Maldives. Furthermore, the article emphasizes the importance of 

diversification, investing in human capital and addressing environmental concerns as aspects of sustainable 

development. Finally, the article concludes with Bangladesh's need to capitalize on its strengths and adjust to 

changes to stay competitive after graduating from its LDC status.  

Keywords: Bangladesh ‧ LDC Graduation ‧ WTO ‧ MIC ‧ Transition period ‧ GSP and GSP+ 

 

1. Introduction 

LDC graduation is a pivotal moment for any emerging economy. The Least Developed Countries (LDCs) are 

very specific low-income developing countries that are more vulnerable compared to other developing countries. 

The United Nations held the first conference on the Least Developed Countries (LDC) in 1981 to highlight 

LDCs special economic needs and to generate international attention for socio-economic development of the 

LDCs. Since then, the UN has been holding Conference on LDCs in every 10 years, progressively adopting a 

Progamme of Action for next decade. The last & Fifth United Nations Conference on the Least Developed 

Countries (LDC5) was held in two parts. The first part was held at United Nations Headquarters in New York, 

on 17 March 2022.The second part of the Conference was held in Doha from 5 to 9 March 2023. The Doha 

Programme of Action (DPoA) was adopted to overcome the structural challenges faced by the LDCs in order to 

eradicate poverty and achieve internationally agreed development goals. The concept of LDCs originated in the 

late 1960s and the first group of LDCs was listed by the UN in its resolution 2768 (XXVI) of 18 November 

1971. Bangladesh was listed as a least developed country in 1975. The WTO and the World Bank follow this 

classification for their different preferential tariffs and loan arrangements. On November 24, 2021, the General 

Assembly of the United Nations recommended Bangladesh for graduation out of the Least Developed Countries 

(LDCs) group in 2026, endorsing the earlier recommendations by the Committee for Development Policy (CDP) 

of the United Nation and Economic and Social Council (ECOSOC). As a testimony to its impressive economic 

performance, sustained over the past decades, Bangladesh is officially set to graduate from the group of least 

developed countries (LDCs) by 2026. Against overwhelming odds, it is a tremendous achievement, featuring 

international recognition of the country’s ongoing development transition. As an LDC, Bangladesh has been a 

beneficiary of certain international support measures (ISMs) that are generally not available to other developing 

countries. These include unilateral trade preferences and more favorable conditions or flexibilities granted under 
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various agreements of the World Trade Organization (WTO). Furthermore, the development partners have 

provided special attention and undertaken commitments to support LDCs with financial and technical assistance 

from which Bangladesh has also benefitted. Bangladesh is widely perceived to be the largest beneficiary of 

LDC-specific trade preferences and other facilities. A relatively well-developed private sector makes the country 

quite distinct from other LDCs.  

 

2.       LDC Graduation Criteria 

The identification of LDCs is currently based on three criteria: per capita gross national income (GNI), human 

assets and economic vulnerability to external shocks. The latter two are measured by two indices of structural 

impediments, namely the Human Assets Index (HAI) and the Economic Vulnerability Index (EVI). 

A country's qualification for graduation is determined by its performance across three criteria:  

•  Income criterion, based on a three-year average estimate of GNI per capita, based on the World Bank Atlas 

Method (under $1,035 for inclusion, above $ 1,242 for graduation as applied in the 2015 triennial review)  

• Human Assets Index (HAI) based on indicators of: (a) nutrition: percentage of population undernourished; (b) 

health: mortality rate for children aged five years or under; (c) education: the gross secondary school enrolment 

ratio; and (d) adult literacy rate.  

•   Economic Vulnerability Index (EVI) based on indicators of: (a) population size; (b) remoteness; (C) 

merchandise export concentration; (d) share of agriculture, forestry and fisheries; (e) share of population in low 

elevated coastal zones; (f) instability of exports of goods and services; (g) victims of natural disasters; and (h) 

instability of agricultural production 

The Committee for Development Policy (CDP), a subsidiary body of the UN Economic and Social Council, is 

mandated to review the category of LDCs every three years and monitor their progress after graduation from the 

category. If the two consecutive triennial reviews meet the threshold of at least two of the three criteria, then a 

country can normally qualify for graduation from the LDC status. 

 

3.     Bangladesh’s context of Graduation 

Bangladesh has been recommended for graduation after meeting all three thresholds for LDC graduation, 

namely Gross National Income (GNI) per capita, Human Asset Index (HAI), and Economic Vulnerability Index 

(EVI), as reviewed by the Committee for Development Policy (CDP) of UN Economic and Social Council in 

2021. UN declares LDC graduation based on the recommendations made by the Committee for Development 

Policy (CDP) and endorsed by the Economic and Social Council (ECOSOC). These benchmarks gauge a 

nation's potential for sustained development and the necessary support it requires. A country needs two criteria 

to meet the threshold for graduation. Bangladesh has demonstrated remarkable achievement across all three 

indices, meeting all the threshold criteria by CDP in 2018. However, before the final approval, UNGA 

Recognized the disastrous impact of the COVID-19 pandemic; Bangladesh, together with three other LDCs on 

the list, has been given five years to navigate the transition. So, the graduation of Bangladesh will now take 

place in 2026 instead of 2024.The change enables them to prepare for graduation while planning and 

implementing policies and strategies to recover from the economic and social damage caused by the COVID-19 

shock. 

There are currently 46 economies designated by the UN as the LDCs, entitling them to aid, preferential market 

access and special technical assistance, among other concessions. Out of them, nine LDCs are in Asia 

(UNCTAD, 2022): in addition to Bangladesh, they are Afghanistan, Bhutan, Cambodia, Lao People’s 

Democratic Republic, Myanmar, Nepal, Timor-Leste, and Yemen, while six countries have already graduated 

from LDC status. UNCTAD extends to all graduating countries a range of services aimed at supporting their 

progress towards graduation from LDC status. There are instances where the graduation from the LDC status 

has been deferred due to socioeconomic impacts of the COVID-19 global pandemic. CDP decided to do so in 

case of Angola, Kiribati, Tuvalu, Myanmar, and Timor-Leste (UNCTAD, 2022). For Bangladesh, Nepal and Lao 

People’s Democratic Republic, the committee— because of the COVID-19 pandemic— recommended an 

extended preparatory period, as well as careful monitoring and analysis of the impacts of the pandemic, and 
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specific transition support. In 2011, the government of Bangladesh aimed to graduate from LDC and to reach the 

status of MIC by 2021; miraculously Bangladesh achieved World Bank’s “lower middle income” status six years 

earlier than the targeted time (Akanda, 2015). Now it is a preparation time for Bangladesh before embracing 

graduation as it is going to bring a lot of benefits and impediments altogether 

 

Bangladesh Profile: UNCDP’S Review (2021) 

Criteria Threshold, 2018 Bangladesh 

GNI Per Capita Average of US$ 1,230 or above US$1827 

HAI 66 or above 75.30 

EVI 32 or below 27.27 

 

4.      Path of Graduation 

 

4.1.1.   LIC, LMIC, LDC, MIC & Year wise Development Path of Graduation 

Bangladesh has moved up from the low-income country (LIC) group to low-middle income country (LMIC) 

group even before the least developed countries (LDC) graduation in 2015 which infact is a "dual transition" 

that taken place in Bangladesh economy. This has led to sequential departure from concessional access to 

official development assistance (ODA). For many international financial institutions, e.g., the World Bank and 

the Asian Development Bank (ADB), Bangladesh has become a "blended country" where disbursement of 

concessional finance is incrementally mixed with costlier lending provisions. Many bilateral providers are also 

increasingly resorting to such practices.  

Middle-income countries (MICs) are those countries, which are categorized by the World Bank based on their 

income level. It uses these categories for the operational and analytical purposes of classifying economies. 

Earlier Middle-income countries were referred to as developing countries. In 2016, the World Bank decided to 

drop the term as this term poorly identifies its status. Middle-income countries are divided into “lower-middle-

income countries” and “upper-middle-income countries”. LDC and MIC are two different classifications to 

describe a country’s economy. The United Nations (UN) General Assembly and the World Bank respectively use 

the terms. The Committee for Development Policy (CDP) of the UN Economic and Social Council holds a 

country to the LDC category based on the above-mentioned three categories while the World Bank uses the MIC 

term for its lending process. Technically, a country can be LDC and MIC at the same time as LDC requires 

graduation in HAI & EVI along with the per capita GNI. Therefore, a country can have high income and still be 

a Least Developed Country because of vulnerability to external shocks (Akanda, 2015). However, the 

accomplishment did not gain political momentum until 2011 when Bangladesh targeted the graduation from 

LDC in 2021, the golden jubilee of the country’s independence. The graduation from the LDC group can be 

achieved in 2026 if the country is able to meet all the technical requirements in the coming years. 

 

Year Path of Graduation 

2018 Eligibility determined for the first time at triennial review. Country 

Notified 

2018-2021 UNDESA prepares impact assessment & UNCTAD prepares vulnerability 

profile 

2021 Second Review, recommendation to ECOSOC, endorsement, action by 

General Assembly 

2021-2026 Transition Strategy, monitoring, annual reports to ECOSOC 

2026 Graduation becomes effective 
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5.      Impact of LDC Graduation on Preferential Treatment for Bangladesh 

Main Issues Potential Loss 

Loss of preferential 

market access under 

WTO's DFQF 

Bangladesh will lose access to LDC-specific DFQF schemes 

Loss of EBA 

preference 

EU and other developed country market access under EBA scheme 

(another t e of GSP of EU) for LDCs 

Loss of LDC-specific 

rules of origin 
Bangladesh will lose LDC-specific preferential rules of origin 

Subsidy elimination 

Bangladesh must eliminate export subsidies and comply with the 

Agreement on Agriculture (AoA) and the Agreement on 

Subsidies and Countervailing Measures (SCM). 

Trade-Related 

Intellectual Property 

Rights TRIPS bindings 

Bangladesh may face some negative shocks but needs to align with 

TRIPS, especially for the pharmaceutical sector. This may have a huge 

impact on drug prices. 

No more concession 

loans and 

development 

assistance 

Bangladesh may not be able to access concession rate loans and some 

development assistance, support, climate finance, training etc. from the 

UN 

High UN contributions Bangladesh will have to pay higher contributions to the UN. 

Source: UN LDC portal (2021) 

 

5.1. How LDC graduation may affect the RMG domestic market  

According to a recent report, Bangladesh’s export earnings can fall by $537 billion a year if it loses duty-free 

facilities. However, the EU will continue to provide the country with these benefits until 2027.  

Bangladesh's journey as a Least Developed Country (LDC) has been characterized by challenges and 

remarkable advancements for nearly five decades. The United Nations established the LDC classification to 

address the vulnerabilities faced by nations like Bangladesh and give them special protections and benefits to 

foster development. Bangladesh has been a primary beneficiary of LDC-specific WTO flexibilities. One of the 

most significant advantages of being classified as an LDC is the preferential market access granted to 

Bangladeshi goods. The right to preferential market access has been one of the main incentives for LDCs to join 

the multilateral trade regime initially.  Bangladeshi products have preferential market access in more than 40 

countries. These market access requirements come from different WTO arrangements, including the Generalized 

System of Preferences (GSP) and duty-free quota-free (DFQF). But graduation status may affect the existing 

scenario. It has been argued that obtaining GSP+, an extension of the regular GSP may minimize the losses even 

crosses earlier export figure. But Bangladesh will find it challenging to obtain GSP+ for a few reasons because 

under the scheme, an exporting country’s share in EU’ total import should not exceed 7.4%, where Bangladesh’s 

figure stands at 26%. A country must first meet the vulnerability requirements to be eligible for GSP+ & to be 

eligible for GSP+ benefits, it must ratify 27 conventions related to human rights, labor standards, environmental 

protection, and good governance. Although Bangladesh has confirmed 26 of the listed conventions, it still needs 

to do so with the ILO convention governing the minimum age for employment. 

With graduation status from LDC, Bangladesh could lose its export earnings, possibly the country’s most 

significant economical component. According to Razzaque (2018) losses in exports of apparel will be equivalent 

to approximately 1.8 billion dollars or 9.81 per cent of Bangladesh exports of apparel to the EU, Canada and 
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Australia. Rahman and Bari (2018), also estimate that Bangladesh would face additional tariffs of about 6.7 per 

cent in absence of LDC preferential treatment, resulting in a possible export loss of USD 2.7 billion in view of 

potential earnings (equivalent to 8.7 per cent of Bangladesh’s exports in FY2014-15). The potential loss of 

revenue in the RMG sector will have the biggest impact on the domestic labor market, as the sector is the largest 

source of employment in the country. This will not only cause widespread lay off of workers but will 

significantly shrink the number of employment opportunities in the near future. These RMG factories are 

primarily dependent on bank loans for their source of capital. If even some of these factories go out of business, 

local banks will lose their capital, which can lead to a nation-wide depression. The potential loss of foreign 

currencies will also be a significant problem.  

 

5.2. SDT, TRIPS & Its impact on Pharmaceutical Industry 

Bangladesh also gets Special and Differential Treatment (SDT), which gives it special access to Trade-Related 

Intellectual Property Rights (TRIPS). TRIPS agreement is the most sophisticated agreement concerning 

intellectual property rights which outlines minimal requirements for international intellectual property rules, 

including pharmaceutical patents. The agreement also aims to harmonize patent regulations. Bangladesh’s 

pharmaceutical industry had boomed to a $3 billion market in 2019 with a projection to grow up to $6 billion in 

2025. Along with fulfilling the national demand, medicines are being exported to more than 130 countries of the 

world including the USA, Australia and European Union. Among the LDCs, Bangladesh exported the highest 

amount of pharma products, accounting for about 55.4% of the total LDC export of pharmaceutical 

products. Currently, there are no foreign firms in the top 10 pharmaceutical firms' list in the country. However, 

the pharmaceutical industry, which could meet 98% of the local demand, would lose TRIPS access in 2026, 

even though the original agreement was supposed to last until 2033. Additionally, the pharmaceutical industry 

would lose out because TRIPS lets them make patented drugs without paying royalties. Therefore, getting rid of 

the TRIPS agreement would also be a big problem for exporting sectors that depend on it. The patent waiver in 

regards to the agreement has provided the pharmaceutical companies in the country the opportunity to provide 

medicines at cheaper prices while not jeopardizing their financial interests. Bangladesh can avoid implementing 

Intellectual Property Rights (IPRs) on all innovations and more specifically on innovations in the 

pharmaceutical sector due to this waiver. The transition period for putting the IPR into effect has been extended 

until 2034 while a distinct transition period for IPR related to pharmaceutical products will be in existence until 

2033 for LDCs. But, once LDCs graduate from the category they will not be entitled with these benefits. 

Bangladesh as an LDC received waiver in implementing these articles which contributed to boosting the pharma 

sector. However, revoking the patent waiver under the agreement is believed to result in increased drug prices 

and will limit access to medicines by restricting competition and domestic production undermining the cause of 

making medications more affordable.  

 

5.3. LDC Graduation and the Significance of Aid  

After LDC Graduation, Bangladesh will not be considered for grants and soft loans under official development 

assistance (ODA) that it has been receiving since 1971. Also, the developed countries' commitment to provide 

0.15-0.20 percent of their GNI in the form of ODA to LDCs cannot be availed by Bangladesh after becoming a 

developing country. Moreover, the cessation of access to LDC-exclusive concessional finances may temporarily 

halt the country's development stride. 

Most of Bangladesh's development projects are financed with concessional funding, with long repayment terms 

and lower interest rates. The LDC designation of Bangladesh makes it eligible for financial assistance from 

multilateral development banks, bilateral donors, and international financial institutions. This assistance has 

driven important infrastructure initiatives, including the construction of road networks, energy generation, and 

medical facilities, which have created the groundwork for the nation's economic development. 

Post-graduation, obtaining concessional finance will take much work, which in Bangladesh is a crucial lifeline 

for development initiatives. The country's status as an LDC determines its eligibility for various financial 

options. Securing preferential funding from international organizations and donor nations could become more 
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challenging as Bangladesh shifts to a new economic classification. This might make it more difficult for the 

country to finance crucial development and infrastructure projects.  

 

5.4. Impact on Green Climate Fund (GCF) & Investment Support Programme 

Furthermore, as a result of graduation, Bangladesh would lose access to specialized funding possibilities such as 

the Green Climate Fund (GCF), which is critical for developing resilience against the increasing danger of 

climate change. Because Bangladesh is expected to be one of the worst hit countries by the climate catastrophe, 

losing GCF financing might be a big setback. The UN Technology Bank, which was intended to increase the 

contribution of science and technology for the sustainable development of LDCs, would also no longer assist 

Bangladesh once it moves into the category of developing countries. 

LDC countries have access to the Investment Support Programme—e.g. on-demand legal assistance—for 

investment-related negotiation and dispute settlement. And the Enhanced Integrated Framework supports LDCs 

to use international trade as an engine for economic growth and sustainable development. It is also noteworthy 

that developed countries offer scholarships and fellowships to the citizens of LDCs for capacity-building. All of 

these exclusive facilities will come to an end as Bangladesh becomes a developing country. The country will 

also not be entitled to the caps and discounts on subscriptions available for LDCs, which will result in higher 

contributions to different international organizations, like the UN. 

 

6. Potential benefits of Graduation  

Graduation from the LDC category is the recognition of significant achievements in the areas covered by the 

LDC criteria. Graduating from the LDC group refers to achieving a seal of global approval for developments 

that will brighten Bangladesh’s image in countries worldwide. In addition, Bangladesh already has an affable 

business environment. So, after graduation, foreign direct investment (FDI) inflow will increase by channeling 

positive signals for foreign investors. This growing FDI and inevitable structure and policy formation will result 

in a higher tax-to-GDP ratio once Bangladesh graduates from the LDC group.  

Leaving the LDC group will also upgrade the “Sovereign credit rating,” which indicates the creditworthiness of 

Bangladesh because, with graduation, it will move out from the list of risky countries. This will imply a reduced 

cost of international finance due to an improved perception regarding country-level market risks.  

Graduation from LDC Group will give Bangladesh enormous positive exposure. Bangladesh will get better 

attention from global leaders as a developing country, which will gradually increase its reputation. Moreover, as 

a developing country, Bangladesh will be known as having a more self-sustained economy in the global court. 

Overall, the set of recognition the country will get, it will help Bangladesh to become a developed nation by the 

next 20 years.  

By the virtue of graduation, it will be easier to get foreign loans despite a slight rise in the interest rates. Interest 

rates will, however, be lower for the private sector. The cost of LC confirmation of our traders will be reduced 

by the foreign banks. More and more foreign investment could flow into our country, enhancing employment 

opportunities. Our VAT, tax, and revenue collection could also increase. 

Post graduation, Bangladesh may be entitled to GSP+, a special incentive arrangement for good governance and 

sustainable development, which slashes tariffs on goods being imported to the EU from low and lower-middle-

income countries. The graduation will boost the country's confidence in dealing with international financial 

actors and enhance its brand value, making the economy more attractive to global lenders. Bangladesh has 

developed significant trade-related capacity and adaptability. Even withdrawal of the GSP facilities by the USA, 

though made a jolt, but could not make any big difference. Many predictions of disaster of the RMG sector 

during the phasing out of Multifibre Arrangement through Agreement on Textiles and Clothing proved to be 

false, with the reverse result. Bangladesh successfully steered clear of the Global financial crisis of 2007-2008 

having little or no impact on Bangladesh's exports. All these reveal Bangladesh's capacity and resilience of 

international trade. Though Bangladesh will face many challenges, graduation from the LDC status would be 

recognition of efforts of the Government to make real development of the economy and living standards of the 

people.  
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7. Graduation Process: MALDIVES Graduation Experience 

Sustainable Graduation Country’s economic strength is more important than when a country graduate. A country 

should balance between economic and political priorities. The graduating country should take lessons from past 

graduation experiences. Bangladesh should make Impact Assessment and Vulnerability Profile carefully for a 

smooth transition strategy (Sarker et al., 2019). Before graduation, the country should focus on strong 

governance, macroeconomic management and prudent policies, the creation of an enabling environment for 

private and foreign investment, investment on public health and education and negotiate graduation depending 

on country circumstances etc (Shafi et al., 2020). 

Bangladesh can take lessons from one of the successful LDC graduated countries, Maldives. The country 

graduated from the LDC category in 2011 and there were concerns regarding the impact of graduation on fish 

export, which is a major exporting product for Maldives. However, exports grew significantly after graduation 

when the country faced a pre-graduation drop in exports. The country targeted the existing markets and scaled 

up its export to a great extent by enhancing national capacity for trade-related issues. Exports of fish and 

crustaceans, molluscs and other aquatic invertebrates to the Thai market were worth $22.16 million in 2010 

which surged to $70.18 million in 2021. Maldives' exports to the European Union (EU) also observed an upward 

trend after graduation. Since Bangladesh also enjoys special preferential access as an LDC under regional 

trading arrangements like SAFTA and APTA, it may be worthwhile to explore how such access may be 

continued after graduation, especially from India under SAFTA. SAFTA contains a provision to extend LDC 

preference to Maldives after graduation. Therefore, Bangladesh may explore the possibility to extend this 

facility to all graduated LDCs.  

 

8. Policy Recommendations 

Bangladesh is the country to graduate based on all the three criteria of CDP. For sustainable graduation, 

Bangladesh needs to identify the manifestations of graduations, possible implications, and alternate scenarios 

effectively and efficiently and there are some key recommendations to ensure a smooth transition.  

a) Bangladesh should arrange Free Trade Agreement (FTA) with other countries and negotiate with 

International/UN bodies/DPs to continue adequate supports to sustain post-graduation status. It is essential 

to seek out strategic trade partnerships continuously. Engaging in negotiations about trade will assist in 

securing favorable terms and exploring new partnerships to alleviate the challenges of losing preferential 

treatment. 

b) Bangladesh may also think to approach bilaterally to preference granting countries simultaneously with 

the effort in the WTO.  It may help to get support of the development partners for a positive decision in 

the WTO.   

c) Bangladesh should maintain and its current momentum and foster economic growth by way of ensuring 

inclusive economic and social development and reducing of political unrest, over dependency on primary 

commodity. It is essential to expand the nation's industrial diversity beyond its existing sectors.  

d) A gradual transition strategy is necessary to effectively address challenges and pave the way for long-term 

growth which has to be synchronized with national development strategy, economic policy, policies on 

trade and financial investments, policies on education, employment, etc. It needs to be coordination with 

the seventh five-year plan and implementation of SDGs.  

e) The importance of investing in human capital, such as education, skill development, and healthcare, 

cannot be overstated. A highly skilled and healthy workforce will enhance Bangladesh's competitiveness 

in the international market.  

f) Environmental sustainability must be prioritized due to the country's vulnerability to climate change. 

Reducing possible dangers will depend heavily on implementing policies for environmental resilience and 

sustainable resource management.  

g) Bangladesh should reinvent the demographic dividend. Low Human capital should be turned into 

developed human capital. The country should focus on capacity building and service delivery. It needs to 

increase labor productivity through investments and innovation 
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h) Strategic move required to work for eligibility under the Generalized System of Preferences Plus (GSP+) 

scheme. This will open up new opportunities for market access and advantageous trade agreements.  

i) It is essential to encourage cooperation between the public and private sectors. Innovation, investment, 

and economic prosperity can all be boosted by this collaboration.  

j) Participation of civil society in decision-making is essential. Civil society, academics, and specialists 

should all be involved in establishing educated policies and inclusive development strategies 

 

9. CONCLUSION 

Bangladesh has crossed the threshold of the least developing country (LDC) with a considerable gap. 

Bangladesh should consider proper administrative arrangement, as graduation brings with it a variety of new 

opportunities and challenges, to sustain such progress. After graduation, LDC-specific support measures 

including financial assistance, international trade, and other general support measures will be withdrawn. The 

country might fall at great risk without the current facilities. Proactive engagement with major development 

partners from the beginning to negotiate ad-hoc provisional arrangements will help Bangladesh to reduce 

graduation costs and to face both the opportunities and challenges of Graduation. As Bangladesh’s journey 

towards graduation is irreversible, it should also carefully address all the issues to strengthen its economy. 

Among them, export diversification is of great concern, as the country showed immense success in the field of 

investment, debt, and remittances however the lack of success in diversifying export has been a setback. The 

export basket is so much concentrated in RMG (Readymade Garments) sector that a fall in prices or imposition 

of tariff can bring about recession in garments, the biggest source of employment in the industrial sector. 

Moreover, graduation from LDC will leave the country out of quota-free and duty-free facilities. There is a 

major chance of facing increased tariff in the RMG sector. Therefore, diversification is necessary along with the 

enhancement of strategies. Graduation from LDC status is not an end but a new beginning. Bangladesh can 

overcome the obstacles posed by post-graduation challenges and usher in a new era of prosperity and progress 

for its citizens by demonstrating its capacity for resilience, adaptability, and sustainable development on the 

global stage. 
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Abstract 

The objective of this study is to investigate the relationship between economic growth and environmental 

performance in South Asian countries. To explain this relationship the study uses the data regarding economic 

growth, environmental performance index (EPI) and its components of five South Asian countries, namely, 

Bangladesh, India, Nepal, Sri Lanka and Pakistan. For the EPI components, five variables such as 

environmental health, air quality, water resource, bio-diversity and habitat, natural resources and sustainable 

energy have been considered. This study uses panel data of five different countries from 2000-10 and employs 

a least square dummy variable model (LSDV) to estimate the relationship. By employing LSDV model, we find 

that the increase of GDP growth rate appears to have a positive impact on the EPI measures. Surprisingly, 

population density has been found positively correlated with EPI. This may indicate that the livelihood of 

mass population of this region has not yet reached the level of damaging environment.Moreover, the result 

shows that in case of eco-efficiency measures,2 out of 6 EPI components such as the water resource and the 

air quality positively and significantly affect the GDP growth rate. The results leave further room for different 

explanations and scopes for various policy suggestions. It can be suggested that more efficient use of water 

should be promoted and inter-river Water Management Committee should play an important role in managing 

the inter-river water. Also, the SAARC can play an important role in managing these resources. More policies 

should be developed to manage these resources. Besides policy measures, living habit, appropriate planning 

for public transport, etc. can help keep clean and better quality air.  Furthermore, increased public awareness 

can play a vital role regarding the environment and economic growth for the South Asian countries.  

 

Introduction 

The relationship between economic growth and environmental sustainability is complicated, and to some extent 

a paradoxical one. In order to continue and foster economic growth, in many cases a country undertakes 

activities that cause fast depletion of natural resources, e.g., water, minerals etc. Moreover, rapid rise in 

production and mass scale of industrialization can lead to dramatic increase in the level of C02 emission and 

ozone-depleting gases. All these, both in the short and the long run, are threatening for the environmental 

sustainability. Again, rising pressure on natural resource base and on environment can cause severe consequence 

for income distribution and the future growth potential of any economy, particularly for densely populated 

developing countries. About one fifth of the world population are living in South Asian countries, i.e., 

Bangladesh, India, Sri Lanka, Pakistan,  that are maintaining a moderate economic growth for the last ten years 

or so. Therefore, it can be argued that economic growth as well as the status of environment for this region is not 

only a local or regional issue, it has also its potential to bring a global impact.  

The South Asia is rich in its diverse geographical features. It has rainforests, valleys, deserts, mangrove forests, 

grasslands, and so on. This region is surrounded by the Bay of Bengal and the Arabian Sea. Due to its 

geographical position the climate of this vast region varies considerably from area to area. Its climate ranges 

from monsoon in the south to a temperate zone in the north. The variety is influenced by altitude, sea coast and 

the seasonal impact of the monsoons. The Southern parts of this region are mostly hot in summers and receive 

heavy rainfall during monsoon periods. The northern belt of the Indo-Gangetic plains also is hot in summer, but 

cooler in winter. Mountainous north  is colder and has snowfall at higher altitudes of the Himalayan ranges. For 

most part of South Asia, climate of the region can be called a ‘monsoon climate’. This keeps the region humid 

                                                      
*      Research Consultant, E-mail: Radiatamim77@gmail.com 
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during summer and dry during the winter time. This monsoon climate favors cultivation of jute, tea, rice, and 

various vegetables in this region (Forbes, 2006). So, the environment or climate plays a vital role for the 

economy of South Asia. That is why this study considers it as important to investigate into a possible 

relationship of economic growth with the performance of environment of these countries. Here, for 

environmental performance this study will use the Environmental Performance Index or EPI. The EPI is a new 

and strongly performance-oriented composite index and this index is designed to be a powerful supplement to 

the environmental targets set forth by the United Nation (Samimi,A., Ahmadpur,M. Moghaddasi,R. and 

Azizi,K., 2011).  

 

Objective 

The main objective of this research is to estimate and evaluate the relationship between EPI and GDP growth 

rate for the South Asian countries. The key research question for this study is: 

What, if any, is the relationship between GDP growth rate and EPI in South Asian countries? 

To answer the research question this study will focus on three implications: 

( 1) How much does EPI depend on GDP growth rate in South Asia? 

( 2) How much does EPI depend on GDP growth rate and other development indicators in South Asia? 

( 3) How much does GDP growth rate depend on the determinants of EPI? 

 

Literature Review 

This study narrows down the literature into two broader areas. First, Enviroment performance index 

(EPI) and components of EPI as determinants for economic growth ; and thereafter GDP growth rate 

and other development components as determinants for EPI are addressed.  

A range of difference remains among economists to explain the relationship between environment and 

GDP growth rate. Some economists argued that economic growth will eventually lead to an 

improvement in the environment, despite some past increases in environmental degradation correlated 

with economic growth (Dinda, 2004, Arrow et al., 1995). Others raise questions on the relation 

between economic growth and resource depletion, environmental damage, destruction of basic 

ecosystems or cause of reduction of biodiversity (Cramer, 1998,  Beckerman, 1992 ). Considering both 

views, Barker (2005) did a partial exploration on this issue by studying the work surrounding the 

Environmental Kuznets Curve (EKC) Hypothesis. After analyzing a wide range of literature on this 

issue, the author concluded that some industrial nations have achieved strong de-linking at least for a 

while and the EKC relationship seems to require the introduction of strong regulations, some have 

feared that the resultant increases in business costs could reduce a country's competitiveness. 

Different studies carried out cross country or regional analysis to find the relationship between EPI and 

GDP.  Nademi and Salem (2011) estimated and evaluated the relationship between EPI and GDP based 

on the cross section analysis of 130 countries. This study applied the Granger Causality tests to 

estimate and evaluate the relationship. To do so, this study uses EPI and its elements from the Yale 

Center for Environmental Law and Policy and economic growth from the World Bank data of 2010. 

Results show that the EPI does Granger cause1 GDP but not vice versa (i.e., GDP does not Granger 

cause EPI).  

The objective of the study of Samimi et al.(2011) was to evaluate the relationship between EPI and economic 

growth in the OIC2 countries. To do so, Samimi et al.(2011) paper uses the EPI and its determinants data of 

                                                      
1  The Granger causality test is a statistical hypothesis test for determining whether one time series is useful in forecasting 

another. Ordinarily, regressions reflect "mere" correlations, but Clive Granger, who won a Nobel Prize in Economics, 

argued that a certain set of tests reveal something about causality. (Granger, 1969) 
2  OIC= Organization of Islamic Cooperation 
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2006-2008 collected from Yale Center for Environmental Law and Policy and economic growth data from the 

World Bank data set reported in 2010. The findings of the study indicate that the mean score of EPI for the OIC 

countries were 55.7 and 63.1 in 2006 and 2008, respectively. Both the results show that the performance level 

regarding the environment is not satisfactory though these countries performed satisfactorily well on economic 

growth. Regarding comparison the results show that Malaysia did perform better than other OIC countries. The 

results of the study indicate that among the OIC countries the good performers in environment also tend to enjoy 

higher economic growth. The findings also show that environmental health biodiversity and habitat had negative 

effect on economic growth whereas; air quality, water resources, productive natural resources and sustainable 

energy played a positive role on economic growth for the OIC countries. Based on the findings of Samimi et 

al.(2011)’s study and comparing these with the world averages, this paper recommends that the majority of the 

OIC countries need to improve their performances in the environmental health, air quality, water resources, 

biodiversity and habitat and sustainable energy categories in order to achieve higher environmental quality. 

Again, the purpose of another study by Samimi,A., Erami, N. Mehnatfar. ( n.d.) was to estimate and evaluate the 

relationship between EPI and economic growth in selected developing countries. This study takes 20 developing 

countries as the sample and the necessary data on environmental performance in 2008 were collected. Then, the 

study applied cross-section Weighted Least Squares (WLS) econometrics method to analyze the data. Based on 

the data and comparing them with the world average, the study emphasizes that the majority of developing 

countries need to improve their performance in the environmental health, air quality, water resources, 

biodiversity and habitat, sustainable energy for achieving better performance in environmental quality.  

Alam,M. and Kabir, N. (2013) investigated the relationship between economic growth and environmental 

sustainability for East and South-East Asian countries. The study used population density, civil and political 

liberty index and GDP per capita as dependent variables to determine EPI. The study also used Ordinary Least 

Square (OLS) method for estimating results. However, before conducting regression, the study applied Variance 

Inflation Factor (VIF) test to check the multicollineraity. Totah (2013) also used the same variables as Alam and 

Kabir (2013) to investigate and compare the relationship between environmental sustainability and economic 

growth in East and South Asian countries. 

All these papers recommend that the developing countries should enhance their efforts in achieving better 

performance in environmental burden of disease, adequate sanitation, drinking water, air pollution, local and 

regional ozone concentration, sulfur dioxide emissions, water conservation and so on.  

 

Research Method 

The present study uses panel or longitudinal data on environment, economic growth and development of five 

South Asian countries, i.e. Bangladesh, India, Nepal, Sri Lanka and Pakistan, from 2000-2010, that is data for 

consecutive 11 years. Here, to obtain an unbiased and rigorous estimate, our study needs to control for 

confounding both observable and unobservable variables. To control for observable confounding variables, the 

study needs to use a multiple classical linear regression model instead of OLS as used by Alam and Kabir 

(2013), Nademi and Salem (2011), Samimi (2011 and Samimi, Erami and Mehnatfar ( n.d.). Controlling for 

unobservable confounding variables that differ across countries but are constant over time, in this study the fixed 

effects or least square dummy variable (LSDV) model has been considered as a good method to estimate the 

data. Thus, in order to answer the research quires, our study employs a least square dummy variable (LSDV) 

model to estimate the data. 

To measure the environmental sustainability we use  EPI, a composite index, developed by Yale University 

(Yale Center for Environmental Law and Policy, 2008,  Samimi et al., 2011). The EPI covers a wide range of 

socio-economic, environmental, political and institutional indicators which have considerable influence  on 

environmental sustainability at national level (Alam and Kabir, 2013). The EPI is helpful to address different 

resources, and subjects e.g. environmental health, water resources, air quality, ecosystem, biodiversity and 

habitat, agriculture, sustainable energy. The indicators and their weighted scores  used here are presented in  

Annex-1.  
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Specification of the Models 

Model 1: To answer the first question (relationship between EPI and growth rate), we formulate model 1 which 

investigates into the relationship between EPI and economic growth in South Asian countries. 

EPIit =b1 GDP growth rateit + a1BD +a2 IN+ a3NP + a4PK + a5 SL+ eit 

(Note, BD=Bangladesh, IN=India, NP=Nepal, PK=Pakistan, SL= Sri Lanka) 

In the above equation, GDP growth rateit is gross domestic product per capita for South Asian country i in t 

period, and EPIit is Environmental Performance Index for country i in t period.  

EPI is the dependent and GDP growth rate is the explanatory variable and b1 being the slope indicating the 

impact of economic growth on EPI. In general, it may be expected to have a positive and significant relationship 

between EPI and economic growth. 

The coefficients  a1, a2,  a3, a4   and a5 represent the net effect on EPI of unobservable factors that are constant over 

time for Bangladesh, India, Nepal, Pakistan and Sri Lanka respectively for model 1. 

Model 2: To answer the second question (relationship between EPI and GDP growth rate and development 

indicators), the study draws the model 2.  The reason for including population density in the model is that a 

highly populated country tends to have a high risk for environmental degradation. Increase in population would 

lead to deforestation as well as reduce the agricultural land, which have adverse effects on environment. Besides 

this, population density has also effect on ecological change. Population density is measured by land area per 

capita for all the countries. 

To estimate the relationship between EPI and the GDP growth rate, population density and civil and political 

liberty index of the South Asian countries, the model 2 is specified as follows: 

EPIit=  m1GDPgrit + m2 Popit + m3 CLIit + d1BD +d2 IN+ d3NP + d4PK + d5 SL+ eit 

(Note, BD= Bangladesh, IN=India, NP=Nepal, PK=Pakistan, SL= Sri Lanka) 

EPIit is Environmental performance index for country i in t period, GDPgrit is GDP growth rate for country i in t 

period, Popit is population density for country i in t period, CLIit is civil and political liberty index for country i 

in t period. In this equation, EPI dependent variable and  GDP growth rate, population density and civil and 

political liberty index are predicators. 

In model 2, the coefficients m1 indicates the relationship between GDP growth rate and EPI. If the coefficient m1 

is positive, then it means that there remains a positive relationship between GDP per capita and EPI. Coefficient 

m2 indicates the relationship between Population Density and EPI . If the coefficient m2 is positive, then it means 

that there remains a positive relationship between Population Density and EPI. Coefficient m3 indicates the 

relationship between civil and political liberty index and EPI.  If the coefficient m3 is positive, then it means that 

there remains a positive relationship civil and political liberty index and EPI. In other words, the positive 

coefficients represent that the countries which have higher value of the growth per capita and other development 

indicators will enjoy higher environmental performance index. 

The coefficients d1, d2, d3, d4 and d5 indicate the net effect on EPI of unobservable factors that are constant over 

time for Bangladesh, India, Nepal, Pakistan and Sri Lanka respectively for model 2.   

Model 3: To answer the third research question (relationship between GDP growth and components of EPI), our 

study draws model 3. To estimate the relationship between the components (environmental Health, air Quality, 

water Resources, biodiversity and habitat, natural Resources, sustainable energy) of EPI and GDP growth rate. 

Here, GDP growth rate is dependent and the components of EPI are explanatory variables. Our model 3 is 

specified as follows. 

 GDPgrit =k1EHit+k2AQit+k3WRit+k4BHit+ k5NRit+k6 SEit+c1BD +c2 IN+c3NP+c4PK+c5SL+ eit 

(Note, BD= Bangladesh, IN=India, NP=Nepal, PK=Pakistan, SL= Sri Lanka) 
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Here, GDPgrit is the dependent variable that indicates the gross domestic product per Capita 

of the country i on t period. The independent variables are as follows: 

EHit : Environmental Health in the i country, AQit : Air Quality, WRit: Water Resources, BHit : Biodiversity and 

Habitat, NRit : Natural Resources, SEit : Sustainable Energy 

The coefficient k1 indicates the relationship between environmental health and economic growth. If the 

coefficient k1 is positive, then it means that there remains a positive relationship between environmental health 

and economic growth. Coefficient k2 indicates the relationship between air quality and economic growth. If the 

coefficient k2 is positive, then it means that there remains a positive relationship between air quality and 

economic growth. Coefficient k3 indicates the relationship between water resources and economic growth. If the 

coefficient k3 is positive, then it means that there remains a positive relationship between water resources and 

economic growth. Coefficient k4 indicates the relationship between `biodiversity and habitat’ and economic 

growth. If the coefficient k4 is positive, then it means that there remains a positive relationship between 

`biodiversity and habitat’ and economic growth. Coefficient k5 indicates the relationship between natural 

resources and economic growth. If the coefficient k5 is positive, then it means that there remains a positive 

relationship between natural resources and economic growth.  

Coefficient k6 indicates the relationship between sustainable energy and economic growth. If the coefficient k6 is 

positive, then it means that there remains a positive relationship between sustainable energy and economic 

growth.  In other words, the positive coefficients represent that the countries with have higher value on the 

environmental determinants (i.e., environmental health) also enjoy a higher economic growth.  The coefficients 

c1, c2, c3 , c4  and c5 indicate the net effect on GDP Growth rate of unobservable factors that are constant over time 

for Bangladesh, India, Nepal, Pakistan and Sri Lanka respectively for model 3. In other words, positive 

coefficients represent that the countries which have higher value on the components of EPI enjoy a higher 

economic growth.   

 

Data Sources  

The data for EPI and its determinants have been collected from the Yale Center for Environmental Law and 

Policy since they are considered as pioneer and the authority to construct and count the EPI related data. For 

economic growth and population the data were collected from the World Bank data bank.  The ‘Freedom House’ 

has been working on the issues of civil and political liberty index and so, data on civil and liberty index were 

collected from the website of that organization (http://www.freedomhouse.org/report-types/freedom-world). 

 

Results and Discussion 

Results in Model 1 

Annex- 2 presents the data and Annex -3 shows the result for model 1. The estimated results of model 1 are as 

follows: 

EPI = 0.29GDPgr + 38.66BD - 0.49IN +14.61NP -1.35PK+ 12.77SL 

            (0.026)          (0.00)         (0.00)        (0.00)      (1.05)       (0.00)     

R2 = 95%,            (Note, BD=Bangladesh, IN=India, NP=Nepal, PK=Pakistan, SL= Sri Lanka) 

Here, R2 is high, which indicates that GDP growth rate is a strong explanatory variable to estimate EPI. This 

equation shows a positive coefficient of GDP growth rate and this is significant at 5% level of confidence. This 

means, there is a positive relationship between GDP growth rate and EPI. Moreover, this equation shows that 

unobservable factors are positive with EPI for Bangladesh, Nepal, Sri Lanka, and all of them are significant at 

5% confidence level. While, the unobservable factors are negatively related with EPI for India and Pakistan but 

the estimated result is not significant for Pakistan.  
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Results in Model 2  

Annex-4 presents the data and Annex-5 shows the result for model 1. The estimated results of model 2 are as 

follows: 

EPI = 0.151GDPgr + 0.059 Pop- 0.04CLI- 25.22BD+ 36. 9IN+67.66NP+50..8PK+58.63SL  

           (0.13)             (0.00)       (0.99))     (0.018)      (0.00)      (0.00)        (0.00)       (0.00)     

R2 = 97%   

Since R2 is high, the equation indicates that the three variables (GDP growth rate, Population density and civil 

and political liberty index) are good to explain EPI. All of these predictors are positively related with EPI, 

however, only the result for population density is significant at 5% confidence level. Result shows that GDP 

growth rate and civil and political index are not significant. The unobservable factors are positively correlated 

with EPI for most of the countries. 

 

Results in Model 3 

Annex-6 presents the data and Annex-7 shows the result for model 1. The estimated results of model 3 are 

presented below. 

GDPgr = 

-. 07EH + 0.69AQ+ 1.4WR+ 0.009BH + 0.87NR+2.17SE -2.40BD+1.68IN -9.04NP+0.34PK- 1.36SL 

    (0.86)    (0.00)     (0.043)    (0.955)       (0.19)      (0.68)     (0.78)      (0.65)   (0.50)     (0.95)     (0.89) 

R2 = 97% 

As R2 is high, the variables (components of EPI) appear to be good ones in explaining the GDP growth rate. 

Here, the coefficients of five of the variables (air quality, water resources, biodiversity and habitat, natural 

resource, sustainable energy) are positive, indicating a positive relationship between all these variables and the 

GDP growth rate. However, the results for bio diversity, natural resource and sustainable energy are not 

significant at 5% or even 10% confidence level.  The coefficient of environmental health is negative, but the 

result is not significant. 

 

Discussion 

The results presented above provide us little scope to come to a distinct conclusion and a room to interpret them 

in multi dimensions. Equations from model 1 and 2 indicate that GDP growth rate play a positive role with 

environmental performance. On the other hand, equation from model 3 shows that among the determinants of 

EPI, water resources and air quality significantly contribute to GDP growth rate. However, the results exhibit 

that other important components of EPI, such as, environmental health, bio diversity and habitat, natural 

resources, sustainable energy, cannot significantly explain their role in the determination of GDP growth. Now, 

this thesis will narrow down the discussion only to the components whose results are significant (in this case 

water resources and air quality). Again, the estimation result for model 3 demonstrates that the coefficient of 

Water resources (1.41) is higher than that of air quality (0.69).  

Moreover, model 2 shows that the population density is positively and significantly related with EPI. But the 

estimation result for model 2 shows the coefficient for population density (0.056) is not very high. It may be 

interpreted in this way that livelihoods of a large segment of population are not yet so much environment 

damaging. One probable reason may be that the large segment of the population is involved with agriculture and 

this agro-based economy is less harmful for the environment.  
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Table A: List of significant variables (5% level) 

Name of the Variables Relationship with Level of significance 

GDP growth rate EPI (+) 2.6% 

Population density EPI (+) 0.00% 

Water resource GDP growth rate (+) 4.3% 

Air quality GDP growth rate (+) 0.00% 

 

We are going to narrow down our discussion only to the significant variables regarding relationship between 

economic growth and EPI. So, the following section will highlight some important concerns regarding water 

resources and air quality related issues vis-à-vis economic growth and the environment in South Asia.  

 

Water-Growth Complex Relationship 

Economic growth is certainly dependent on water resources. Likewise, the water resource is used in multifarious 

ways for economic growth and environment. Water resources can contribute to generate hydro-electricity, and is 

vital for agriculture, needless to suggest. Seas and rivers are also important for transportation. Livelihoods and 

biodiversity have a deep correlation with water bodies (Asia, 2013). Again, there remains a wide range of debate 

and controversy between environmentalists and development planners about the use of water resources for 

economic growth. It is often evident that whenever-large embankment and dam projects have been under taken, 

environmentalists and social activists resist due to potential threat to biodiversity and environmental damage. 

This represents an example of dilemma between economic growth and environment, particularly for issues 

related to water resources. This section is going to focus on this issue only. 

The issue of the construction of dams to utilize water resources has become an important concern.   The 

hydroelectric and irrigation potential in South Asia varies by region. For example, in Pakistan nearly all 

agriculture depends on the Indus River and its tributaries in the Punjab.  Thus, the waters of the Indus basin are 

highly regulated with numerous barrages and canals in order to ensure supply of water for irrigation.  Again, the 

Western Ghats theoretically support dams to flow down the ‘harness water’ to the steep slope, but in reality the 

rising of rivulets due to the summit do not allow adequate volume of water to flow in winter (Asia, 2013). Yet, 

the construction of low dams on rivers in the eastern slope of the Deccan plateau, such as the Mahanadi and the 

Godavari, allow controlling the flow of water. Nearly all of the highly seasonal rivers of peninsular India have 

been dammed. One exception was the Narmada River, where work began in the 1990s on the first in a series of 

30 large dams. Construction of these dams has been vigorously opposed by environmentalists both within India 

and internationally (Asia, 2013).  

Again, the Himalayan ranges can be considered as one of the world’s greatest “water towers” (Asia, 2013). 

During the summer / monsoon the heaviest rainfall on Earth befalls on the highest mountains. So, this has ample 

possibilities for utilizing steep drops to generate hydroelectricity. Theoretically, Nepal has a good potential to 

produce hydroelectricity. However, environmentalists worry that since earthquakes are seismically active in this 

region, there remains a great danger that dams could fail. Moreover, the weight of the water in reservoirs could 

press on faults in the mountains and due to water pressure under lubricates could fault. Some argue that large 

dams themselves can instigate earthquakes (Asia, 2013).  

Therefore, management of water should be a prime focus for the South Asian people for their economic growth, 

environment, and livelihoods and so on. The water resource related development project should be undertaken in 

such as way that it would not affect the environment substantially. Therefore, inter river connectivity should get 

a high priority. So any water resource related development project should not be treated as country-specific 

issue, rather there should be comprehensive regional consideration.  

 

http://www.britannica.com/EBchecked/topic/409152/Nepal
http://www.britannica.com/EBchecked/topic/176199/earthquake
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Alarm on Air Pollution for Growth 

Air pollution is an alarming concern for environment, and to plan for the sustenance of economic growth. In 

many occasions, mass industrialization and increased number of transportation are presented as evidences of 

economic growth and better living standards. But, both of them are also important concerns for environment and 

air pollution.  

The burning of fossil fuels for transportation, power plants, factories causes problem of air pollution but shows a 

positive sign of economic growth. Vijayaraghavan (2012) commented that the fast change of temperatures in 

South Asian countries cause a cloud of smog hangs. This smog hangs are very thick in some cities of South 

Asia. This causes impediment for air traffic and mobility. This smog hangs also create blocking of air and 

sunlight and impair visibility. The Meteorological Departments of both India and Nepal reported that the 

intensity and duration of smog-affected days are constantly increasing in the past ten years. Moreover, some 

studies have shown that they account for about 40% of air pollution in and around Dhaka, the capital of 

Bangladesh (Khadka, 2012,  Vijayaraghavan, 2012). During the last decades, South Asian countires are 

experiencing a relatively high rate of growth especially owing to the contribution of the industrial sector. 

However, at the same time it shows a high probability of a rise in the level of air pollution over the next few 

years as its energy demands increase (Khadka, 2012, Vijayaraghavan, 2012). 

Transportation related pollution is another concern for air pollution and economic growth in South Asia. In this 

region, most motor vehicles and other means of transport mostly depende on diesel fuel (Vijayaraghaban ,2011).  

For example, India has always boasted the longest rail network in the world.  That network is also the fourth 

most heavily used in the world, transporting over 6 billion passengers and 350 million tons of freight annually 

(Vijayaraghaban, 2011). This transport sector is playing a vital role for the GDP growth rate. But, transportation 

contributes a significant amount of carbon emissions. 

Thus, it is a challenge to work with this dilemma. The regulation for industry caused air-pollution needs to be 

strengthened not only for the sake of environment, it is needed for economic growth as model 3 shows that air 

quality is positively related with economic growth. So, if air quality deteriorates, the GDP growth rate will also 

decline. Besides the macro policy, practice of change is lifestyle also needs to be addressed. For example, South 

Asian people need to concern about the massive dependency on personal and private automobiles. In cities, 

every effort should be made to improve public transportation, encourage alternatives like 

walking, biking and car-pooling.  

 

Conclusion 

Major Findings 

The study is intended to investigate the relationship between economic growth and environmental performance 

empirically in the context of South Asian countries. By employing LSDV model, has been found that the 

increase of the GDP growth rate appears to have a positive impact on the EPI measures. However, the situation 

is partially true in case of eco-efficiency measures, as 2 out of 6 EPI components such as water resource and air 

quality positively affect the GDP growth rate. In contemporary world, the South Asian countries are emerging as 

an important power in terms of growth. On an average, the South Asian countries are enjoying more than 5% 

GDP growth rate. Again, this region is not only important for its emerging economy, but also geographically 

sensitive. The Himalays with the highest peak on earth, the largest mangrove forest of the Sundarbans are 

located here, which give South Asia as a region with natural diversity. However, there always remains a battle 

between GDP growth rate and environmental sustainability. The South Asia is not an exception to this. 

The relationship between growth and environment is long lasting debate. There remains a wide variety of scopes 

to continue and explain this debate. However, this thesis is confined with a particular focus. To answer the 

question on how growth influence environment performance for the South Asian countries, this study find 

economic growth  is positively and significantly related with environment performance. However, to have a 

more rigorous result, then other two variables (population density and civil and political freedom index) along 

with growth rate were added. Though again it was found a positive relationship between EPI and growth rate, 

the p-value was insignificant for this.  

http://www.triplepundit.com/2011/11/beijings-epa-air-quality-fine/
http://www.triplepundit.com/2011/11/beijings-epa-air-quality-fine/
http://www.triplepundit.com/2011/11/beijings-epa-air-quality-fine/
http://www.triplepundit.com/2011/06/csr-sustainability-indian-banking-sector/
http://www.triplepundit.com/topic/transportation/
http://www.triplepundit.com/2011/09/hotel-chains-standardize-carbon-accounting/
http://www.triplepundit.com/2010/08/bikes-travel-door-to-door-in-community-composting-experiment/
http://www.triplepundit.com/2011/09/carpooling-boost-6-million-new-funding-zimride/


1054 

Again, model 3 was drawn to estimate the relationship between GDP growth rate and the components of 

environment performance. The result shows that out of those components of EPI, water resource and air quality 

positively and significantly, related to GDP. Water resource and air are very important factors for human 

livelihood. As GDP is positively related to water resource and air quality, two very important components for 

human livelihood which indicates that the efficient use of water and maintaining a good level of air quality need 

to be addressed. 

 

Policy Recommendations 

This study has found water resource and air quality as positively and significantly related with GDP growth rate. 

As for EPI, population density has been found as a significant variable which is positively related.  Nonetheless, 

the results show these variables are significant, it does not mean other variables as less important.  However, this 

thesis confines its recommendations only to the significant variables. 

 The water resource management is an important concern for South Asia. For the management issue, the 

regional interest should come first, and then the country-specific interest. Moreover, water resource should not 

merely be considered as means for economic growth. It is vital for livelihoods, ecology and so on. The South 

Asian Association for Regional Cooperation (SAARC) should play more proactive role on this issue. An active 

and powerful South Asian Water Resource Management Committee composed of engineers, ecologists, 

environmentalists, economists, industrialists, policy makers and other experts, can be formed to play an effective 

role to deal with regional issues regarding water. 

 Air quality is another vital concern for survival. This is not a problem for one country, because air cannot be 

constrained within political boundaries. There should be strong regulatory authority with strong autonomy to 

exercise control over air pollution and industry nexus. In addition to this, the population needs to be made more 

aware of environmental issues so as to adopt environmental friendly living style.   

 

Limitations and Further to do 

This study has several limitations. The variables for EPI and GDP growth rate have been selected from 

other literature. There remains the possibility that different variables may produce differnt dynamic of 

result depending on the context of South Asian countries development policies.   

Moreover, the thesis has discussed only to the significant variables regarding GDP growth rate and 

EPI. However, there remains scopes to study on other variables though the results were found 

insiginificant. Furthermore, the study has not focused on the unobservable factors, which are playing a 

vital role for environmental sustainability and economic growth. Again, the study has concentrated 

South Asian a whole region and has not focused on cross-country analysis. 

The study has left a lot of room for further study.  Selection of variables to explain the relationship between EPI 

and economic growth for the South Asian contexts can be an interesting for research per se. 

 Further work can be done with the so-called ‘insignificant variables’ to explore the relationship between EPI 

and economic growth rate. Moreover, the unobservable factors to influence the relationship between EPI and 

economic growth can demand further work to do. 

In addition, the cross-country analysis of South Asia regarding the relationship between EPI and economic 

growth can itself be an important topic for a thesis. 
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Annex 1 

Table 1 

Indicators of EPI 

Objective Policy Indicators Indicator 

Description 

Weight within category 

weight within EPI 

Environmental 

Health 

 

  

Environmental 

Health 

Indoor Air 

Pollution 

Drinking Water 

Adequate 

Sanitation 

Environmental 

Burden of disease 

Urban Particulars 

.22 

.22 

.22 

.21 

 

.13 

 

.50 

Ecosystem 

Vitality and 

Natural Resource 

anagement 

Air Quality PM10 

Regional Ozone 

Urban Particulars 

.50 

.50 

.10 

 Water Resources

  

Water Quality .50 

.50 

 

 Biodiversity 

And Habitat 

Conservation Risk 

Effective 

Conservation 

Critical Habitat 

Protection 

Marine Protected 

Areas 

.7 

 

.39 

 

.39 

 

.15 

 

.10 

 

 Natural 

Resources 

FORGRO 

 

Marine Trophic 

Index 

Agricultural 

Subsidies 

Growing Stock 

Change 

.33 

 

.33 

 

.33 

.10 

.10 

 

 

 Sustainable 

Energy 

Renewable 

Electricity  

 .43 

   Source: Samimi et al. 2012 and Yale  Center  for Environmental Law and Policy, 2012. 

 

Annex 2 

Table 2.  GDP growth rate and the components of EPI for South Asian Countries, 2000-10 

Country Year GDP growth rate EPI EH AQ WR BH NR SE 

Bangladesh 2000 5.94450677 38.2 7.5 5.7 1.2 3.9 2.4 0.156 

Bangladesh 2001 5.274014114 38.2 7.7 5.5 1.2 4.1 2.4 0.14846 

Bangladesh 2002 4.415410923 39.0 8 5.5 1.2 4.1 2.6 0.14846 

Bangladesh 2003 5.255994272 37.5 8.3 5.6 1.2 4.1 2.5 0.14846 

Bangladesh 2004 6.2705029 40.2 8.6 4.6 2.4 13.7 2.7 0.04602 

Bangladesh 2005 5.955478473 40.5 9 4.7 2.4 13.7 2.6 0.06396 

Bangladesh 2006 6.629337175 41.4 9.3 4.7 2.4 13.7 2.7 0.091 

Bangladesh 2007 6.427842521 42.0 9.5 4.7 2.4 13.7 2.8 0.10348 

Bangladesh 2008 6.190431553 42.1 9.7 4.7 2.4 13.7 2.8 0.1092 

Bangladesh 2009 5.741158626 42.3 9.9 4.7 2.4 13.7 2.8 0.1066 
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Bangladesh 2010 6.069339864 42.6 10.2 4.7 2.4 13.7 2.6 0.1066 

India 2000 3.975052673 35.3 6.2 3.3 0.6 7.3 3.0 0.35906 

India 2001 4.944226357 35.1 6.4 3.4 0.6 7.3 2.8 0.34866 

India 2002 3.90753399 35.0 6.6 3.3 0.6 7.3 2.7 0.29874 

India 2003 7.943994585 35.6 6.8 3.4 0.6 7.3 2.8 0.3315 

India 2004 7.848791686 36.1 7 2.8 2.4 5.2 3.3 0.3562 

India 2005 9.284881943 35.7 7.2 3.6 2.4 5.2 3.3 0.3536 

India 2006 9.263964759 36.3 7.4 3.6 2.4 5.2 3.4 0.429 

India 2007 9.801360337 36.3 7.4 3.6 2.4 5.2 3.4 0.4004 

India 2008 3.890957062 36.4 7.6 3.6 2.4 5.3 3.4 0.3666 

India 2009 8.479783897 36.2 7.6 3.6 2.4 5.3 3.4 0.3666 

India 2010 10.546392 36.2 7.7 3.6 2.4 5.3 3.4 0.3666 

Sri Lanka 2000 6 49.7 17.1 3.3 1.1 8.7 2.6 1.1908 

Sri Lanka 2001 -1.54537287 49.5 17.4 3.1 1.1 8.7 2.5 1.19626 

Sri Lanka 2002 3.964656496 49.6 17.8 3.1 1.1 8.7 2.5 0.99268 

Sri Lanka 2003 5.940269077 51.0 18.1 3.2 1.1 8.7 2.8 1.1154 

Sri Lanka 2004 5.445061279 53.7 18.5 3.5 1.5 0.9 4.8 0.9672 

Sri Lanka 2005 6.241748044 53.1 18.9 3.6 1.5 0.9 4.8 1.274 

Sri Lanka 2006 7.667467867 54.6 19.1 3.6 1.5 0.9 4.9 1.274 

Sri Lanka 2007 6.797643489 54.8 19.5 3.6 1.5 0.9 4.9 1.0634 

Sri Lanka 2008 5.950043356 55.5 19.8 3.6 1.5 0.9 4.9 1.1674 

Sri Lanka 2009 3.538955823 55.6 20 3.6 1.5 0.9 4.9 1.144 

Sri Lanka 2010 8.015959406 55.7 20 3.6 1.5 0.9 4.9 1.144 

Nepal 2000 6.2 50.9 7.8 4.4 3.3 10.9 3.1 2.55762 

Nepal 2001 4.799762638 51.3 8 4.4 3.3 10.9 3.1 2.57504 

Nepal 2002 0.120266897 53.6 8.4 4.8 3.3 10.9 3.1 2.59506 

Nepal 2003 3.945037767 54.0 8.7 4.7 3.3 10.9 3.2 2.59532 

Nepal 2004 4.682603245 53.2 9.4 4.8 3.3 10.9 2.1 2.5844 

Nepal 2005 3.479181046 52.8 9.8 4.8 3.3 10.9 2.1 2.5844 

Nepal 2006 3.359391167 54.6 10.2 4.8 3.3 10.9 2.6 2.587 

Nepal 2007 3.4117 56.2 10.4 4.8 3.3 10.9 3.1 2.5922 

Nepal 2008 6.1046 57.2 10.7 4.8 3.3 10.9 3.6 2.5922 

Nepal 2009 4.5331 57.7 11.1 4.8 3.3 10.9 3.7 2.5896 

Nepal 2010 4.8164 58.0 11.4 4.8 3.3 10.9 3.7 2.5896 

Pakistan 2000 4.260088011 35.2 7.2 3.0 0.5 10.5 1.4 0.65624 

Pakistan 2001 1.982484033 36.8 7.3 3.1 0.5 10.5 1.9 0.6799 

Pakistan 2002 3.224429973 38.4 7.4 3.2 0.5 10.5 2.3 0.76752 

Pakistan 2003 4.846320936 39.1 7.5 3.8 0.5 10.5 3.0 0.78 

Pakistan 2004 7.368571358 39.3 7.9 3.7 0.5 10.5 2.9 0.78 

Pakistan 2005 7.667304273 39.3 8.1 3.6 0.5 10.5 2.7 0.8554 

Pakistan 2006 6.177542036 39.4 8.3 3.6 0.5 10.5 2.7 0.845 

Pakistan 2007 5.683116258 39.2 8.3 3.6 0.5 10.5 2.7 0.78 
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Pakistan 2008 1.595980831 39.5 8.4 3.6 0.5 10.5 2.7 0.7878 

Pakistan 2009 3.59535521 39.5 8.5 3.6 0.5 10.5 2.7 0.767 

Pakistan 2010 3.546805378 39.6 8.6 3.6 0.5 10.5 2.7 0.767 

  Source: Yale  Center  for Environmental Law and Policy, 2012. 

Annex 3 

Result in Model 1 

                                                                              
       _cons     38.66178   .9277227    41.67   0.000     36.79745    40.52611
 _Icountry_5     12.77086   .7868849    16.23   0.000     11.18955    14.35216
 _Icountry_4    -1.324547     .80081    -1.65   0.105    -2.933835     .284741
 _Icountry_3     14.61727   .8131483    17.98   0.000     12.98318    16.25135
 _Icountry_2    -4.949933   .8045378    -6.15   0.000    -6.566712   -3.333154
gdp_growth~e     .2925054   .1275384     2.29   0.026     .0362074    .5488034
                                                                              
         epi        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              

       Total    3458.57888    54  64.0477571           Root MSE      =  1.8378
                                                       Adj R-squared =  0.9473
    Residual    165.497469    49  3.37749938           R-squared     =  0.9521
       Model    3293.08141     5  658.616283           Prob > F      =  0.0000
                                                       F(  5,    49) =  195.00
      Source         SS       df       MS              Number of obs =      55

> d)
i.country         _Icountry_1-5       (_Icountry_1 for cou~y==Bangladesh omitte
. xi: regress  epi  gdp_growthrate i.country

 
cons= Bangladesh, country 2 = India, country 3 =Nepal, country 4 = Pakistan, country 5= Sri Lanka. 

 

Annex 4 

Result for Model 2 

       _cons    -25.22119   10.27609    -2.45   0.018    -45.89402   -4.548354
 _Icountry_5     58.63176   7.549036     7.77   0.000     43.44506    73.81846
 _Icountry_4      50.8622   8.441367     6.03   0.000     33.88036    67.84404
 _Icountry_3      67.6679   8.724762     7.76   0.000     50.11594    85.21985
 _Icountry_2     36.90227   7.217241     5.11   0.000     22.38305    51.42148
      civlib    -.0008003   .5582122    -0.00   0.999    -1.123778    1.122178
       pclan     .0598955   .0098302     6.09   0.000     .0401197    .0796713
gdp_growth~e     .1514794   .1001585     1.51   0.137    -.0500134    .3529723
                                                                              
         epi        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              

       Total    3458.57888    54  64.0477571           Root MSE      =  1.3886
                                                       Adj R-squared =  0.9699
    Residual    90.6244752    47  1.92818032           R-squared     =  0.9738
       Model    3367.95441     7  481.136344           Prob > F      =  0.0000
                                                       F(  7,    47) =  249.53
      Source         SS       df       MS              Number of obs =      55

i.country         _Icountry_1-5       (_Icountry_1 for cou~y==Bangladesh omitted)
. xi: regress  epi  gdp_growthrate  pclan  civlib i.country

 
cons= Bangladesh, country 2 = India, country 3 =Nepal, country 4 = Pakistan, country 5= Sri Lanka. 

 

Annex 5 

Table 3; EPI, GDP per capita, population density and liberty index for South Asian Countries, 2000-10 

Country Year EPI GDP growth rate PCLAN CIVLIB 

Bangladesh 2000 38.2 5.94450677 1030.0 4.00 

Bangladesh 2001 38.2 5.274014114 1035.0 4.00 

Bangladesh 2002 39.0 4.415410923 1040.0 4.00 

Bangladesh 2003 37.5 5.255994272 1048.0 4.00 

Bangladesh 2004 40.2 6.2705029 1065.0 4.00 

Bangladesh 2005 40.5 5.955478473 1080.0 4.00 
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Bangladesh 2006 41.4 6.629337175 1093.00 4.00 

Bangladesh 2007 42.0 6.427842521 1105.00 4.00 

Bangladesh 2008 42.1 6.190431553 1117.00 4.00 

Bangladesh 2009 42.3 5.741158626 1129.0 4.00 

Bangladesh 2010 42.6 6.069339864 1142.0 4.00 

India 2000 35.3 3.975052673 366.00 6.00 

India 2001 35.1 4.944226357 368.00 6.00 

India 2002 35.0 3.90753399 370.00 6.00 

India 2003 35.6 7.943994585 371.00 6.00 

India 2004 36.1 7.848791686 377.00 6.00 

India 2005 35.7 9.284881943 383.00 6.00 

India 2006 36.3 9.263964759 389.00 6.00 

India 2007 36.3 9.801360337 394.00 6.00 

India 2008 36.4 3.890957062 400.00 6.00 

India 2009 36.2 8.479783897 406.00 6.00 

India 2010 36.2 10.546392 411.00 6.00 

Sri Lanka 2000 49.7 6 300.00 4.00 

Sri Lanka 2001 49.5 -1.54537287 303.0 4.00 

Sri Lanka 2002 49.6 3.964656496 305.0 4.00 

Sri Lanka 2003 51.0 5.940269077 305.0 4.00 

Sri Lanka 2004 53.7 5.445061279 309.0 4.00 

Sri Lanka 2005 53.1 6.241748044 313.0 4.00 

Sri Lanka 2006 54.6 7.667467867 316.0 4.00 

Sri Lanka 2007 54.8 6.797643489 319.0 4.00 

Sri Lanka 2008 55.5 5.950043356 322.0 4.00 

Sri Lanka 2009 55.6 3.538955823 326.00 4.00 

Sri Lanka 2010 55.7 8.015959406 329.0 4.00 

Nepal 2000 50.9 6.2 176.00 4.00 

Nepal 2001 51.3 4.799762638 178.0 4.00 

Nepal 2002 53.6 0.120266897 180.0 4.00 

Nepal 2003 54.0 3.945037767 182.0 4.00 

Nepal 2004 53.2 4.682603245 186.0 4.00 

Nepal 2005 52.8 3.479181046 190.0 4.00 

Nepal 2006 54.6 3.359391167 194.0 4.00 

Nepal 2007 56.2 3.4117 197.0 4.00 

Nepal 2008 57.2 6.1046 201.0 4.00 

Nepal 2009 57.7 4.5331 205.0 4.00 

Nepal 2010 58.0 4.8164 208.0 4.00 

Pakistan 2000 35.2 4.260088011 189.0 2.0 

Pakistan 2001 36.8 1.982484033 192.0 2.0 

Pakistan 2002 38.4 3.224429973 195.0 2.0 

Pakistan 2003 39.1 4.846320936 198.0 2.0 
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Pakistan 2004 39.3 7.368571358 202.0 2.0 

Pakistan 2005 39.3 7.667304273 205.0 2.0 

Pakistan 2006 39.4 6.177542036 209.0 2.0 

Pakistan 2007 39.2 5.683116258 213.0 2.0 

Pakistan 2008 39.5 1.595980831 217.0 2.0 

Pakistan 2009 39.5 3.59535521 221.0 4.0 

Pakistan 2010 39.6 3.546805378 225.0 4.0 

Sources: World Bank Data Set and  Freedom House 

 

Annex 6 

Result for Model 3 

                                                                              
       _cons    -2.404527   8.630298    -0.28   0.782    -19.79775     14.9887
 _Icountry_5    -1.366137   9.183633    -0.15   0.882    -19.87453    17.14226
 _Icountry_4     .3446306   5.285644     0.07   0.948    -10.30789    10.99715
 _Icountry_3    -9.048064   13.37969    -0.68   0.502    -36.01305    17.91693
 _Icountry_2     1.686653   3.643076     0.46   0.646    -5.655485    9.028791
          se     2.176351   5.364491     0.41   0.687     -8.63507    12.98777
          nr     .8700572    .666508     1.31   0.199    -.4732014    2.213316
          bh     .0093221   .1635134     0.06   0.955    -.3202175    .3388617
          wr     1.411829   .6764998     2.09   0.043     .0484334    2.775225
          aq     .6934935   1.582503     0.44   0.663    -2.495831    3.882818
          eh     -.069607   .4183492    -0.17   0.869    -.9127345    .7735204
                                                                              
gdp_growth~e        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              

       Total    273.846625    54  5.07123381           Root MSE      =  1.8555
                                                       Adj R-squared =  0.3211
    Residual    151.487922    44  3.44290732           R-squared     =  0.4468
       Model    122.358703    10  12.2358703           Prob > F      =  0.0016
                                                       F( 10,    44) =    3.55
      Source         SS       df       MS              Number of obs =      55

> d)
i.country         _Icountry_1-5       (_Icountry_1 for cou~y==Bangladesh omitte
. xi: regress  gdp_growthrate  eh  aq  wr  bh  nr  se i.country

 
cons= Bangladesh, country 2 = India, country 3 =Nepal, country 4 = Pakistan, country 5= Sri Lanka. 
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Abstract 

Agriculture systems may be impacted by climate change in a number of ways, from direct effects on crop 

production, to modifications to markets, food crops, and supply chain infrastructure. Climate change poses 

significant challenges to food security in Bangladesh, a country highly dependent on agriculture. This paper 

reviews the existing literature on the implications of climate change on crop agriculture and its cascading 

effects on food security in Bangladesh. Through an extensive analysis of different articles, reports, and policy 

documents, this study highlights the key climate change impacts on crop production. These changes 

exacerbate existing vulnerabilities in Bangladesh's agricultural sector, affecting crop yields, cropping 

patterns, and agricultural practices. The review also explores adaptation strategies adopted by farmers and 

policymakers to mitigate the adverse effects of climate change on crop agriculture and enhance food 

security. Additionally, it identifies gaps in current research and suggests areas for future investigation to 

develop robust adaptation and mitigation measures tailored to the specific challenges faced by Bangladesh's 

agricultural sector in the context of climate change. By addressing these knowledge gaps, Bangladesh can 

better prepare for the challenges posed by climate change and safeguard its food security in the long term.  

Keyword: Climate Change ‧ Bangladesh ‧ Agriculture ‧ Food security 

JEL Classification: D10, ‧ Q12, ‧ Q54, ‧ Q56, ‧ O13 

 

2       Introduction 

Bangladesh, a heavily populated country with a significant proportion of its population reliant on agriculture, is 

particularly vulnerable to the impacts of climate change on food security. The literature demonstrates that 

climate change is already altering the agro-ecological conditions in Bangladesh, posing unprecedented 

challenges to crop agriculture. Studies consistently highlight the adverse effects of changing precipitation 

patterns, increased temperatures, and extreme weather events on crop yields and agricultural productivity. 

Rahman et al. (2019) reported that changes in monsoon patterns have led to erratic rainfall, affecting the timing 

of planting and harvest seasons for major crops such as crop, wheat, and jute. Similarly, rising temperatures 

exacerbate heat stress on crops during critical growth stages, reducing yields and quality. Khan et al. (2018) 

found that high temperatures significantly decrease crop yields in Bangladesh.  

                                                      
* Corresponding Author;; Lecturer of Economics, Murarichand College; Writer of Intermediate board book First part and Second part. 

Email: sajid1111@gmail.com 

**  Assistant Professor, Govt. Tolaram College, Narayanganj. Email: shimul78@gmail.com  
***  Professor, Department of Development and Poverties Studies, Sher-e-Bangla Agricultural University, Dhaka. Email: 

mhkazal@gmail.com 

The summary of the literature review is as follows   

a) Shifts in Temperature Patterns:  Bangladesh has seen a variety of climate-related changes over 

the previous 50 years, such as adjustments to precipitation patterns, changes in temperature patterns, an 

increase in the frequency and severity of extreme weather events, and an increase in sea levels. Millions 

of farmers' livelihoods, cropping patterns, and agricultural output have all been significantly impacted 

by these changes.   

mailto:mhkazal@gmail.com
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b)  Altered Precipitation Regimes:  Since 1971, there have also been changes in the patterns of 

precipitation, with variances in the amount, timing, and distribution of rainfall in various parts of 

Bangladesh. Monsoon season variations have thrown off conventional planting and harvesting 

timetables, which has an impact on crop yields and agricultural production. A surplus of precipitation 

can cause flooding and waterlogging, harm crops, deplete soil fertility, and encourage the spread of 

diseases that are transmitted through the water. On the other hand, dry spells can lead to low soil 

moisture, failed crops, and a lack of food, making farming communities even more vulnerable.  

c) Increased Frequency and Intensity of Extreme Weather Events:  Since 1971, climate change has 

caused cyclones, storms, and floods—all of which are more often and severe in Bangladesh. These 

severe weather occurrences result in extensive damage to infrastructure, livestock, and crops, which 

causes large financial losses and human displacement. Coastal regions are especially susceptible to 

saline intrusion and storm surges, which can cause soil salinization and the loss of arable land. These 

climate-related catastrophes primarily affect smallholder farmers in the agricultural sector, making 

poverty and food insecurity in rural areas worse.  

d) Rising Sea Levels:  Bangladesh's coastal districts, where agriculture is the main source of income for 

millions of people, are seriously threatened by sea level rise. Since 1971, increasing sea levels have 

caused freshwater sources to become more salinized, making agricultural fields unfit for cultivation. 

Due to crop damage, decreased soil fertility, and decreased agricultural production caused by 

salinization, farmers are either forced to abandon their holdings or convert to less saline-resistant crops. 

Food security is threatened in impacted areas and social inequality is made worse by the uprooting of 

coastal people. 

 

3        Key Findings 

According to open AI, The global mean temperature may rise by 1.8° to 4.0°C by the end of this century 

compared to the preceding century. Global warming is not expected to be uniform and is most likely to be 

concentrated over land as opposed to oceans, in the direction of the poles, and in arid regions. Additionally, 

recent meteorological data suggests that land surface temperatures may be rising more slowly than predicted by 

climate models, possibly as a result of deeper oceans absorbing more CO2. So, in a word Agricultural land in 

coastal areas will be more vulnerable to flooding as a result of sea level rise. As of right now, 412 parts per 

million (ppm) of CO2 are present in the atmosphere (Buis, 2019). According to reports, CO2 concentrations in 

the air have increased by 47% since the start of the Industrial Age, when they were about 280 ppm, and by 11% 

since 2000, when they were approximately 370 ppm (Buis, 2019). According to the IPCC, given the current rate 

of  CO2 emissions,  CO2 levels are expected to reach around 470 by 2025.  

Now a days Food security and climate change present a multitude of interrelated risks and uncertainties for 

people and ecosystems. The United Nations' Food and Agriculture Organization (FAO)  offers a definition of 

global food security that emphasizes its complexity: In order to achieve a state of nutritional well-being where 

all physiological needs are met, a population, household, or individual must: (i) have access to enough 

resources (entitlements) for the purchase of appropriate foods for a nutritious diet; (ii) have access to sufficient 

quantities of food of appropriate quality, supplied through domestic production or imports; (iii) utilize food 

through an adequate diet, clean water, sanitation, and health care; and (iv) stability. 

Both doubled CO2 concentrations and present CO2 concentrations were used in future climate scenarios. They 

found that increased atmospheric CO2 concentrations increase the productivity of most crops by hastening leaf 

photosyn thesis and improving water-use efficiency. More recent study indicates that the CO2 yield 

improvement in crop models is overstated, in contrast to evidence from field-based crop studies. If these revised 

estimates prove to be accurate, they will modify the magnitude of the previous variations in worldwide 

agricultural yields, but not their regional distribution. In sub-Saharan Africa, increased atmospheric CO2 

concentrations are already influencing plant growth at the continental level, however opinions on the precise 

magnitude of these effects are divided.  

The predicted variations in crop yield show diverse signs and magnitudes depending on the country and the 
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Growing food safety risks are brought on by expanding disease habitats and insect populations in reaction to 

rising temperatures, which lowers crop output and has a major negative economic impact (Cavicchioli et al., 

2019; Skendžić et al., 2021). The anticipated adverse impacts of climate change on agricultural output could 

potentially pose a significant threat to food supply in the coming years. Reducing the negative effects of 

environmental change and the influence of biotic stressors on crop is a crucial first step in increasing and 

stabilizing crop yield (Asibi et al., 2019; Rehmani et al., 2011). 

Asia produces the majority of the world's crops, with average growth rates of 90% in agricultural consumption 

(Datta, 2004; Klöti & Potrykus, 1999; Suh, 2015). The crop shares close genetic similarities with other cereal 

crops and has a smaller genome (~440 Mb; diploid) than other cereals. Because of these qualities, the crop 

served as a model cereal crop for studies on climate change (Jwa et al., 2006). 

 

3.1        Crop under temperature stress 

According to estimates, temperature-induced adversities (raising of 3-5°C) reduce crop yield by 15%–35% in 

Asia and Africa and by 25%–35% in the Middle East (Parry et al., 2007). According to Krishnan et al. (2011), 

most crops are now grown in regions where the average daily and nighttime temperature is 28/22°C. Any rise in 

this range will result in lower crop yields. However, without genetic improvement, effective adaptation, special 

management, and CO2 fertilization, it has been calculated that each degree shift in the global mean temperature 

will reduce the production of wheat by 6.0%, crop by 3.2%, and maize by 7.4% globally (Zhao et al., 2017). 

This suggests that the crop may be less impacted by rising temperatures than other significant grain crops.  

 

3.2       Crop under drought stress 

Drought is the most significant and severe factor limiting crop productivity in rain-fed croplands (Pandey & 

Shukla, 2015). Water scarcity is expected to impact roughly 15-20 Mha of irrigated crop-growing fields by 

2025, according to Bouman et al.'s 2007 prediction. The current climate is making many rain-fed areas 

vulnerable to drought, and future droughts are expected to be more severe and frequent (Gitz et al., 2016). 

Although crop plants are generally vulnerable to drought, considerable attempts have been made to create 

cultivars that are resistant to it. Many cultivars have been developed so far, including Sahbhagidhan (India), 

BRRI dhan66 (Bangladesh), Sukha dhan-1,2,Sukha dhan-3 (Nepal), and Tarharra-1 (Nepal). As a result, plant 

breeders can improve crop's drought tolerance, and success will be more visible in the future.  

 

3.3      Crop under salinity stress 

Lutts et al., 1995 stated that Crop is a crop that is highly sensitive to salt stress; growth and production are 

decreased by salinity equivalent to approximately 3 dSm−1 EC (electrical conductivity) .The most effective way 

to combat this salinity issue is to breed and grow salt-tolerant cultivars (Zhao et al., 2020). Numerous crop 

landraces, including Komol Bhog, Nonabokra, Gajor Goria, Bolonga, Nakraji, Chapali, Patnai 23, and Soloi, are 

endemic to coastal regions and can tolerate salinities of up to 15 dSm−1 (Islam et al., 2018; Rasel, Tahjib-Ul-

Arif, Hossain, Hassan, et al., 2020; Rasel, Tahjib-Ul-Arif, Hossain, Sayed, & Hassan, 2020; Tahjib-Ul-Arif et 

al., 2017, 2018). Despite these landraces' comparatively lower yields, their genes for salt tolerance have been 

included into high-yielding. Even though these landraces have relatively lower yields, it can be a fruitful 

breeding endeavor to generate salt-tolerant crops by combining their genes into high-yielding cultivars. Thus far, 

a number of crop cultivars that are resistant to salt have been created, including BRRI dhan40, BINA dhan8, 

BINA dhan10, and BRRI dhan41 (originating from Bangladesh). 

climate model used. We conclude that the consequences of climate change on agricultural yield and, by 

extension, food availability globally follow a clear and regular pattern, and that food insecurity will worsen in 

areas where hunger and under nutrition are already very common. A recent systematic evaluation suggests that 

by the 2050s, climate change could reduce average food production across South Asia and Africa by 8%.  

Birthal (2014) stated that “The projections of climate impacts towards 2100 have suggested that with significant 

changes in temperature and, the crop yield will be lower by 15 per cent and wheat yield by 22 per cent. Coarse 

cereals will be affected less, while pulses will be affected more than cereals. If the changes in climate are not 

significant, damages to crops will be smaller”.  
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3.4       Crop under submergence stress 

One of the main abiotic barriers to crop farming, particularly in lowland areas that receive rainfed agriculture, is 

flooding (Dar et al., 2017). This is turning into a more significant problem as enhanced agricultural cultivars 

become more vulnerable to flooding (Afrin et al., 2018). Over the past 20 years, crop research has advanced 

significantly in terms of crop adaptation and stress tolerance to floods and submergence (Panda et al., 2021). 

The pivotal discovery of the submergence-tolerant gene SUB1 has sped up the creation of new crop varieties 

that are resistant to flooding. Numerous crop cultivars that are resistant to submergence have been released, 

including Swarna-Sub1 (which can continue to grow after 14 days), BRRI dhan51, and BRRI dhan52 (which 

can continue to grow after 15 days under submergence) (Malabayabas et al., 2014).  

Pest intensity and outbreaks are impacted by climate change, which can have a direct or indirect effect on insect 

ecological characteristics. The development of insects and their natural enemies is largely dependent on 

environmental conditions such as temperature, humidity, and precipitation. One major abiotic factor that has a 

direct impact on herbivorous insects is temperature. Since insects are poikilothermic, temperature has a 

significant impact on how quickly each stage of their life cycle develops. Laboratory and modeling research 

suggest that insect pests' biology would probably react to rising temperatures (Ahmad et al., 2017; Rahman et 

al., 2018). With every degree that the global temperature rises, insects' life cycles get shorter; the larger the pest 

population, the shorter the life cycle (Figure 1).  

 

 

FIGURE: 1 

According to, Johnson et al., When plants are cultivated in high CO2 conditions, their ability to fend off leaf-

eating insects and maintain their nutritious qualities is weakened. Food security will be jeopardized because of 

this since it will affect agricultural productivity and the availability of food grains. The production of insects can 

be impacted by variations in rainfall. Variations and delays in the amount of rainfall can affect diseases, 

parasites, and some insect pest predators in a certain food chain process, as well as the biodiversity of a specific 

location (Nwaerema, 2020). For instance, some fungal infections that cause insect diseases like high humidity 

levels brought on by a lot of rain, as this enhances their capacity to attack insects. These insects typically cause 

significant productivity loss in agricultural fields.  

As a result of insect pests developing more quickly, there could be a serious negative influence on food 

production; in South Asia, 30% of food output is expected to be lost by 2050 (Khanal et al., 2009). Low output 

and high demand brought on by climate change have an impact on food security and the world economy. The 

median increase in yield losses because to pest infestation is estimated to be 46%, 19%, and 31% for wheat, 

crop, and maize, respectively, when global mean surface temperatures rise by 2°C (Deutsch et al., 2018).  

https://onlinelibrary.wiley.com/cms/asset/ae400c38-eb89-4096-9106-bc1be0a52393/fes3430-fig-0002-m.jpg
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4.       Results of Climate Change  

Food security is defined by the Food and Agriculture Organization (FAO)  as a “situation that exists when all 

people, at all times, have physical, social and economic access to sufficient, safe and nutritious food that meets 

their dietary needs and food preferences for an active and healthy life”. The definition involves four aspects of 

food security, namely, food availability, food stability, food access and food utilization. However, the existing 

studies are focused on the climate change impacts on food availability, scarcely referring to the impacts of 

potential increase in climate variability, frequency and intensity of extreme events on food stability. The 

FAO mentioned that biotechnology can be an approach to improve food security and reduce the environmental 

pressure. Meanwhile, modified crop varieties, resisting drought, waterlogging, salinity and extreme climate, can 

expand the crop planting area such as in the degraded soils, consequently, to increase food availability in the 

future. 

Food security is increasingly important for human beings all over the world. Food availability and food quality 

still are the big challenges for scientists due to changing climate. Food security is always studied with 

CO2 effects under changing climate scenarios. Further research on food security needs to integrate population, 

crop production, climate change and water availability, consequently, to evaluate food security completely and 

systematically. 

Climate change refers to long-term shifts in weather patterns and environmental conditions resulting from global 

warming primarily caused by human activities, such as the burning of fossil fuels and deforestation. In the 

context of Bangladesh, climate change has profound implications for food security, which refers to the 

availability, access, and utilization of food to ensure a healthy and active life for all individuals.The implications 

of climate change for food security in Bangladesh are multifaceted and complex: 

1. Altered Agricultural Productivity: Climate change affects agricultural productivity by altering temperature 

and precipitation patterns, which impact crop yields and quality. Increased temperatures, changes in rainfall 

distribution, and more frequent extreme weather events such as cyclones and floods can lead to crop failures, 

reduced yields, and losses of livestock, undermining food production and availability. 

2. Shifts in Cropping Patterns: Changes in climate conditions may necessitate adjustments in cropping 

patterns and agricultural practices. Certain crops may become less viable due to temperature increases or water 

scarcity, while others may thrive under new climatic conditions. Farmers may need to adopt drought-resistant or 

saline-tolerant crop varieties and diversify their agricultural activities to adapt to changing environmental 

conditions. 

3. Water Scarcity and Quality: Climate change exacerbates water scarcity in Bangladesh, affecting irrigation 

systems and water availability for agricultural purposes. Changes in precipitation patterns and increased 

evaporation rates may lead to water stress, particularly during dry seasons, impacting crop growth and yield 

potential. Moreover, rising sea levels and saline intrusion can compromise freshwater sources, reducing water 

quality and suitability for irrigation and drinking purposes. 

4. Impact on Livelihoods and Food Access: Agriculture is a significant source of livelihood for a large portion 

of Bangladesh's population, particularly in rural areas. Climate change-induced disruptions in agricultural 

activities can undermine household incomes, employment opportunities, and food access, exacerbating poverty 

and food insecurity. Vulnerable populations, including smallholder farmers, landless laborers, and marginalized 

communities, are disproportionately affected by climate-related food insecurity. 

5. Risk of Food Pcrop Volatility: Climate-related disruptions in agricultural production can contribute to 

fluctuations in food pcrops, making food access more challenging for vulnerable populations. Reduced crop 

yields, supply chain disruptions, and increased production costs due to climate impacts may lead to higher food 

pcrops, exacerbating food insecurity and poverty in Bangladesh. 

Addressing the implications of climate change for food security in Bangladesh requires coordinated efforts 

across multiple sectors, including agriculture, water resources management, disaster risk reduction, and social 

protection. Strategies for adaptation and resilience-building should prioritize sustainable agricultural practices, 

water management initiatives, climate-resilient crop varieties, and social safety nets to ensure food security for 
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all segments of the population, particularly those most vulnerable to climate-related risks. Additionally, efforts to 

mitigate climate change through greenhouse gas emissions reduction and sustainable development practices are 

essential to safeguarding the long-term food security of Bangladesh.Information and Communication 

Technology (ICT) can play a crucial role in helping Bangladesh mitigate losses in agriculture due to climate 

change.  

 

5.       E-agriculture  

Establishing and disseminating climate information services through ICT platforms can help farmers make 

informed decisions about their agricultural activities. Providing real-time weather forecasts, early warning 

systems for extreme weather events, and climate risk assessments enables farmers to plan their planting, 

irrigation, and harvesting schedules more effectively, minimizing losses from climate-related disasters. Here are 

several ways ICT can be utilized to address this issue: 

1. Capacity Building and Training: Providing training and capacity-building programs on ICT adoption and 

digital literacy for farmers, agricultural extension agents, and policymakers is essential for maximizing the 

effectiveness of ICT interventions. Empowering stakeholders with the necessary skills and knowledge to use 

ICT tools and platforms effectively enables them to leverage technology for climate resilience, sustainable 

agriculture, and livelihood improvement. 

2. Mobile Applications: Developing mobile applications tailored to the needs of farmers can provide access to 

weather forecasts, agricultural advisories, pest and disease management information, and market crops. These 

apps can also facilitate peer-to-peer knowledge sharing among farmers, allowing them to exchange best 

practices, innovative techniques, and local climate adaptation strategies. 

3. Remote Sensing and Satellite Imagery: Utilizing remote sensing technology and satellite imagery can help 

monitor agricultural landscapes, crop health, soil moisture levels, and changes in land use patterns. ICT 

platforms can process and analyze this data to generate actionable insights for farmers, policymakers, and 

agricultural extension workers, enabling timely interventions to mitigate climate-related risks and optimize 

resource allocation. 

4. ICT-Based Decision Support Tools: Developing decision support tools and models powered by ICT can 

assist farmers in making data-driven decisions related to crop selection, planting dates, irrigation scheduling, 

and input management. These tools integrate climate data, agronomic knowledge, and predictive analytics to 

recommend optimal strategies for adapting to climate change and maximizing agricultural productivity. 

5. Precision Agriculture Technologies: Implementing precision agriculture technologies, such as sensors, 

drones, and Internet of Things (IoT) devices, can enhance resource efficiency, minimize input costs, and reduce 

environmental impacts. ICT-enabled precision farming techniques enable farmers to monitor soil conditions, 

nutrient levels, water usage, and crop health in real time, allowing for targeted interventions and optimized 

management practices tailored to local climate conditions. 

6. Policy Support and Investment: Governments, development organizations, and private sector stakeholders 

should prioritize policy support and investment in ICT infrastructure, connectivity, and innovation for 

agriculture. Creating an enabling environment for ICT adoption, promoting public-private partnerships, and 

incentivizing digital innovation in agriculture can accelerate the uptake of ICT solutions and amplify their 

impact on climate change adaptation and food security in Bangladesh.By harnessing the power of ICT, 

Bangladesh can build climate-resilient agricultural systems, empower farmers with actionable information and 

tools, and mitigate losses in agriculture caused by climate change. Collaboration among government agencies, 

research institutions, civil society organizations, and technology providers is essential to mainstreaming ICT-

enabled solutions and ensuring their widespread adoption and scalability across the agricultural value chain. 
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6.       Conclusion 

The effects of climate change on agricultural crops, crop water productivity, and food security in Bangladesh are 

outlined in this research. In the future, crop productivity and water availability will decline due to temperature 

increases and fluctuations in precipitation. The overall output of crops will rise with the expansion of irrigated 

regions, but the quality of the food and the environment might suffer. Actually, Food security will depend on 

maintaining strong relationships with international food suppliers and increasing water production. 

 

7.       Limitations 

 The systematic review could not be tested properly 

 The present running data are not sufficient here due to time burden. 

 The graphical presentations are inadequate.  
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Abstract 

The South Asian region, positioned as a global geopolitical hub for its strategic location and economic 

prosperity, is grappling to strike a balance between ambitious development goals and energy constraints. With 

rising energy demands spurred by economic growth, nations in the region heavily depend on the volatile 

global energy market for imports, heightening energy security concerns. This has shaped diplomatic relations 

and created a need for collaborative regional energy cooperation to ensure a stable and sustainable supply. 

The paper aims to explore the overarching implications of geopolitical events on the energy security of South 

Asia. By examining the geopolitical dimension of energy security with regard to state actors and international 

entities, the paper sheds light on the mechanisms that impart changes on the resilience and sustainability of 

South Asia's energy infrastructure and growth. The study encompasses the extent of influence recent global 

energy dynamics, geopolitical ties, particularly those of major energy exporting countries, and strategic 

alliances possess over South Asia's energy security. The novelty of the paper lies in the critical analysis of the 

subject with recent geopolitical developments in South Asia. It unveils the distinct avenues of globalisation 

and geopolitics that give rise to volatility in South Asia's energy security. Based on the findings, we 

recommend policies to mitigate or avert the volatility induced by the geopolitics on the region's energy 

security. 

 

1       Introduction  

Over the last few decades, the South Asian Region (SAR) has experienced economic growth and development at 

an inspiring rate; once regarded among the world’s poorest economies, the region is now celebrated for its 

expanding socioeconomic horizons. With their rapid economic ascent, the South Asian economies find 

themselves in pursuit of the energy resources they need to propel into the future of their socioeconomic 

advancement.  

Developing and emerging nations recognize the importance of energy in their development journey (Amin et al., 

2022). For South Asia, energy security is challenged by the growing imbalance between the demand for energy 

and the supply of indigenous sources (Newberry, 2006). These dynamics explain the dependence on energy for 

imports and South Asia's struggles with volatility in the global energy market. Much of this volatility arises from 

a geopolitical dimension, such as the global energy crisis spurred by the Ukraine-Russia conflict in 2021.  

Given the import dependence for energy that is seen across most of the region's economies, the geopolitical 

alliances, conflicts, and shared economic interests between energy-exporting nations from beyond the region and 

the energy-importing nations within the region mould energy usage and trade patterns. As energy demand 

progresses, the South Asian nations grow more reliant on energy imports and, therefore, have exceedingly 

crucial trade ties with prominent energy and fuel exporters, such as Middle Eastern countries. The nature of 

these international ties is heavily influenced by political will and the contemporary geopolitical atmosphere of 
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both exporting and importing nations. Therefore, by extension, the capacity to import and mobilize energy is 

strongly influenced by geopolitics.  

The geopolitical dimension also weighs heavily on intra-regional interactions. Much of South Asia's energy security 

woes can be resolved through energy co-operation (Kumar Singh, 2013). However, geopolitical ties and their 

accompanying dimensions prevent an effective collaboration to meet energy demands. Beyond that, disparities in 

political leverage exist between member countries. India, for example, being a larger nation with greater global 

relevance, has shown itself to be more resilient than smaller economies such as those of Bangladesh, Pakistan, and Sri 

Lanka. The vulnerability of energy security is, therefore, not homogenous for the region. This asymmetry is further 

accentuated by institutional shortcomings and prior political conflicts that inhibit the growth of cross-border energy 

alliances. 

As South Asian economies ready themselves for the next chapter in their development journey, ensuring energy 

security remains as a prerequisite for sustained growth. Accounting for nuances between member countries, such 

as the disparities in energy infrastructure and unrealized avenues of energy cooperation, hints at a complex set of 

influences on the region's energy security – the problem, therefore, demands a richer appreciation of its 

dimensions. This paper magnifies the geopolitical dimensions of South Asia's energy security. Through an 

examination of how geopolitics affects energy security, the study seeks to understand how these factors impact 

the ability of South Asia to maintain its energy infrastructure and support its economic growth over time. 

Moreover, an assessment of the role of state actors and entities will allow for clarity in deriving policy insights 

and strategic approaches to mitigate the geopolitical tidings of energy security.  

In broad categories, this study aims to assess the geopolitical influence on energy security from external sources 

and within the region. With the latter being the primary focus, this paper explores the avenues of geopolitical 

influence on energy security through trade agreements and their nature, regional energy co-operation and 

collaboration, institutional shortcomings, and past conflicts within the SAR.  

Critical analysis of the intra-regional geopolitical currents will paint a better picture of the geopolitics-energy 

security interplay that stratifies the region’s approach towards economic prosperity. The study aims to outline 

the routes by which geopolitics shapes the region’s energy security. In doing so, insights can be drawn to 

contribute to a deeper understanding of the challenges and opportunities inherent in navigating the energy 

landscape of this dynamic and strategically significant region. With a succinct view on the geopolitics-energy 

security framework at play, policy insights can be drawn on how to mitigate the energy security woes and 

strengthen the region’s economies through energy cooperation. 

The rest of the paper has the following structure. Section 2 presents a review of the existing literature followed 

by stylized facts overviewing the state of energy security in South Asia in section 3. Section 4 develops on the 

critical analysis of geopolitics and its influence on energy security. Finally, section 5 brings to the end of the 

paper with policy insights drawn from the analysis. 

 

2       Literature Review 

To map the avenues of geopolitical influence on energy security, a theoretical basis must first be established on 

the linkage between the two. Geopolitics, as coined by Rudolph Kjellen in 1899, is defined as the shaping of 

power, political, and economic outcomes in a region by political control (Efferink, 2009). Thus, geopolitics 

looms heavy over international ties and proceedings, such as that of energy distribution.  

Skeet (1996) defines the “geopolitics of energy” as the influence that the locality of energy resources has on 

state politics. Here, the dependence on energy is outlined as the key motivator of politics. This dependence has 

overarching implications for both consumers and producers. This relationship between energy and geopolitics 

has been documented to have contributed to energy security woes. Bradshaw (2009) finds that geopolitical 

challenges arise for developed economies that rely on imported energy. The author prescribes regional 

cooperation as a means of addressing energy security. 

Geographical factors influence adequate, affordable, and reliable energy supplies. As such, energy security can 

be jeopardized by geopolitical events. Khan et al. (2023) finds that geopolitical risk significantly affects energy 
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security, particularly during economic and political crises.  The study recommends that energy security may be 

improved through diversifying energy sources, investing in renewable energy, constructing robust energy 

infrastructure, and encouraging peaceful conflict resolution. 

The SAR has struggled with geopolitical instability, sprouting from a long history of mistrust between member 

countries and spillover effects of ethnic and religious conflicts. Dash (1996) finds that despite the establishment 

of the South Asian Association for Regional Cooperation (SAARC), political tensions remain largely unresolved 

and mutual security concerns persist. According to the author, a state-directed approach is necessary to approach 

economic cooperation in the region. This can be achieved through the strengthening of institutions such as the 

SAARC Development Fund where member nations can pool finances necessary for shared development goals.  

Singh et al. (2018) establishes the need for cross-border trading for electricity cooperation in the SAR. The 

region suffers from acute underinvestment and energy shortages that trickle into worsened socioeconomic 

development. According to the authors, cross-border trade can be the vector needed to increase energy 

availability and reliability, hence energy security, among the SAR countries. Regional cooperation, as such, 

requires improvements in institutional factors and a wider scope of bilateral cooperation both in the short and 

medium terms. The solution to these questions lies in cross-country coordination and strong political will 

amongst member nations. As such, regional cooperation for energy security is inherently tied with geopolitical 

affairs.  

Institutional barriers inhibiting a region-wide collaboration are also points of concern in the effort towards 

energy security. According to Dhungel (2008), the single most important barrier to regional electricity trade is 

the political barrier between nations. Domestic political instability is relayed to stratified promotion of bilateral 

cooperation. This was seen in the case of the Power Trade Agreement of 1996 between Nepal and India. 

Persistent political instability and a lack of intent from the Nepalese parliament led to the agreement and its 

proceedings to not advance in a satisfactory manner. Dhungel further points out that regulatory barriers also 

prohibit energy cooperation in the SAR. Discrepancies in pricing strategies make it difficult to determine a price 

for regional trade. The solution to these, as proposed by the author, lies in the establishment of a common 

political goal for the nations that can take the form of a regional institution responsible for overseeing energy 

trade within the region.  

Ensuring energy security also relies on energy diversity, particularly in terms of renewable energy sources.  

While fossil fuels are scarce in the region, Abbas et al.  (2018) finds that the SAR boasts a significant number of 

renewable energy resources: hydropower in India, Bhutan, and Nepal and wind power in Pakistan. The presence 

of resources can allow for mutually beneficial power trading and development. As such, cooperation to extract 

these renewable sources of energy will enhance SAR’s energy security. Solar energy farms also have been cited, 

in this study, to have potential in the region for “the region having almost 4.0 to 6.5kWh/m2/day average 

irradiance”. To realize these renewable sources requires a region wide movement towards infrastructure 

development and energy trading frameworks.  

South Asia’s energy security woes are not wholly determined from within the region. Much of the concerns 

surrounding energy security are from the growing imbalance between the demand for energy and the supply of 

indigenous sources (Newberry, 2006). As such, members of the SAR rely heavily on fossil fuel imports and are 

therefore susceptible to global energy market movements. Mohsin et al. (2018) establishes empirically that 

smaller nations of the region, such as Bhutan, Nepal, and Bangladesh, are more susceptible to oil supply risks 

and are therefore more viable to oil security risks. To mitigate these risks, the authors suggest that the oil-

importing nations of the SAR should promote bilateral ties between themselves and engage in cooperation. 

Doing so may lead to decreased import volatility and hence strengthen energy security.  

From the literature surveyed it can be drawn that many of the threats to SAR’s energy security can be addressed by 

fostering a common political will and constructing a framework for regional cooperation. The nature of these 

solutions is deeply influenced by geopolitical proceedings. Hence a research gap presents itself – the geopolitics has 

on South Asia’s energy security. This study therefore aims to identify the routes through which this relationship is 

mobilized and the policy design that can be adopted to address them. 
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3.       Stylized Facts 

South Asia, home to more than a quarter of the world's population, stands out as one of the most densely 

populated regions worldwide. Simultaneously, it is the most rapidly growing developing region, where it is 

expected to grow by 5.2% in 2024 (United Nations, 2024). This expansion brings with it increased energy 

demands. As a result, lack of energy access and thus energy security, have become major concerns for South 

Asia (Tol, 2023). Table 1 summarizes the socioeconomic measures, energy use, and per capita energy generation 

in South Asian countries. 

 

Table 1: Socioeconomic position of South Asian Countries (2019) 

Country Population 
Population 

Density 
GDP Per Capita HDI 

Energy Use 

Per Person 

Per Capita 

Electricity 

Generation 

Unit Thousands 
People per 

km2 

PPP Constant 2017 

International $ 
 KWh/person KWh 

Afghanistan 40,099.46 61.48 1516.31 0.5 677 21 

Bangladesh 169,356.25 1301.04 5911.01 0.7 2831 476 

Bhutan 777.49 20.39 10907.86 0.7 27785 11576 

India 1,407,563.84 473.42 6592.04 0.6 6810 1218 

Maldives 521.46 1738.23 18765.22 0.7 17669 1266 

Nepal 30,034.99 209.52 3831.95 0.6 1608 204 

Pakistan 231,402.12 300.18 5232.14 0.5 4684 649 

Sri Lanka 22,156.00 351.98 13386.68 0.8 4885 751 

Source: U.S. Energy Information Administration (2023); Energy Institute - Statistical Review of World Energy (2023); World Bank Open 

Data (2024); ADB Key Indicators Database (2024). 

 

According to Tol (2023), primary energy intensity, which is determined as the total primary energy consumed 

divided by GDP, is a key measure of energy security. Figure 1 depicts this metric, which represents the amount 

of energy needed to generate one unit of economic production. A lower ratio indicates less energy is used to 

generate economic output. Therefore, it can be deduced that over the years, only Bhutan has witnessed an 

improvement in energy intensity levels, while other countries have maintained relatively constant levels with 

minimal enhancement. 

Figure 1: Energy Intensity Level of Primary Energy (MJ/$2017 PPP GDP) 

 
Source: World Development Indicators (2024) 

 

Currently, the South Asian energy industry is grappling with several major challenges, including excessive 

reliance on a single fuel source in the energy mix, insufficient energy infrastructure, and an increasing 

dependence on imports. Figure 2 demonstrates that oil, coal, and gas account for most regional energy use.  
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Figure 2: Energy Consumption by Source (2022) 

 
Source: Energy Institute - Statistical Review of World Energy (2023). 

 

The skewed distribution of energy resources across the region underscores the need for collaboration and 

interdependence for maintaining energy security (Figure 3). However, constraints such as the depletion of 

energy resources (Figure 4) and a lack of political trust in resource sharing have impeded efforts to improve 

regional energy security (Lama, 2007). These issues are exacerbated by the lack of a major energy hub and well-

coordinated energy trading, resulting in a weakened trade trajectory (Siddiky, 2021). 

 

Figure 3: Total Primary Energy Supply (TPES) Million Tons of Oil Equivalent 

 
   Source: SAARC Energy Centre (2024). 

 

Figure 4: Energy Depletion Scenario  

 
Source: SAARC Energy Centre (2024). 
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Figure 5 shows that the bulk of South Asian countries are net importers of electricity, with India and Bhutan 

being exceptions. As energy consumption rises to fuel economic growth, import dependence exacerbates. At the 

same time, India, the region's largest economy, assumes an increasingly important role in global and regional 

energy geopolitics (Sikri, 2008). 

 

Figure 5: Net Electricity Imports 2023 

 
Source: Ember - Yearly Electricity Data (2023) 

 

Electricity is a component of total energy output, and reliable supplies and access to it are necessary for long-

term economic development. Even during the global energy crisis due to the invasion of Ukraine in 2022, world 

demand for electricity remained impressively resilient (IEA 2023). Globally, coal is the largest source of 

electricity production (Ritchie & Rosado, 2020). As seen in Figure 6, coal is indeed one of the primary 

components, but other resources such as oil, natural gas, and hydro also contribute significantly to the countries' 

electricity mix. 

 

Figure 6: Electricity Production Mix 

 
Source: SAARC Energy Centre (2024). 

 

The availability of energy and its consistent supply has a significant impact on productivity and creativity, 

ensuring growth in all areas of the economy. Only a few South Asian countries have achieved 100% access to 

electricity (general level) (Table 2). On the other hand, mismatch in demand and supply of electricity in some of 

the SAR countries causes production disruptions and significant value loss (Table 3). As a result it has been 

observed that businesses invest in costly backup equipment, diverting scarce funds into unneeded expenditures 

(Toll, 2023). For instance, according to the enterprise surveys done by the World Bank (2024) reveals that 3-9% 

firm-level sales fall due to electricity outage, resulting from demand-supply mismatch. 
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Table 2: Electricity Access in South Asia in 2023 

Country 
Electricity Access for 
General Population 

Electricity Access for 
Urban Population 

Electricity Access for 
Rural Population 

Pakistan 73.9% 100.0% 58.7% 

Afghanistan 97.7% 100.0% 96.9% 

India 97.8% 100.0% 96.7% 

Maldives 100.0% 100.0% 100.0% 

Sri Lanka 100.0% 100.0% 100.0% 

Bhutan 100.0% 100.0% 100.0% 

Bangladesh 92.2% 97.8% 88.9% 

Nepal 89.9% 94.2% 88.8% 

Source: SAARC Energy Centre (2024). 

 

Table 3: Electricity Generation vs. Demand in 2023 

Country 
Installed Power Plant 

Capacity(MW) 

Electricity Generation 

(TWh)  

Electricity Demand 

(TWh) 

Afghanistan 519 1.07 5.98 

Bangladesh 18961 79.51 86.3 

Bhutan 2343 8.95 2.9 

India 368789.05 1622.1 1618.96 

Maldives 544 0.64 0.64 

Nepal 1182.215 6.26 7.88 

Pakistan 38995 136.03 136.54 

Sri Lanka 4217 15.88 15.88 

Source: SAARC Energy Centre (2024); Energy Institute - Statistical Review of World Energy (2023). 

 

Given its strategic location, economic strength and potential, South Asia has emerged as a key player with a 

crucial role in the geopolitics of energy. Nevertheless, despite these advantages, it remains one of the world's 

least economically integrated regions (Siddiky, 2021). To improve South Asian energy security, collaborative 

efforts must be made to fully realize the region's power trading potential. 

 

4        Critical Review 

4.1     Geopolitics of Energy Security in South Asia 

4.1.1  Framework of Geopolitics and Energy Security for South Asia: 

The previous section offered a view into the energy landscape of South Asia. For South Asia in particular, 

energy security can be realized through regional cooperation. However, the first step towards this cooperation 

starts by addressing geopolitical concerns of the region. 

Despite regional cooperation being the evident answer towards energy security, South Asia remains as one of the 

world’s least integrated regions (Siddiky, 2021). These unfortunate circumstances have a key geopolitical 

element at play with state actors having varied extents of influence.  
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Geopolitical influence is skewed across the SAR. India, being the largest country in the region in terms of both 

land area and economy, holds the most influence over the region’s political domain. The centrality of India in 

the SAR also adds to its important role in regional energy cooperation. Except for that of Pakistan and 

Afghanistan, all energy trade within the region would have to involve India as the conduit for electricity 

transmission (Wijayatunga and Fernando, 2019).  

The rationale driving the geopolitical divide is the concerns associated with sovereignty (Lama, 2007). While 

initiatives have been taken to facilitate energy cooperation, many of them have been disrupted due to the 

political tensions associated with the magnitude of influence. Two examples of such are discussed in the 

following subsection. 

Energy security is also attained by the diversification of energy resources. The SAR, while lacking in fossil 

fuels, has potential to achieve a degree of “import independence” by the avenue of renewable energy 

cooperation. Regional cooperation towards the goal of trading renewable energy will enhance energy security 

for both energy-surplus and energy-deficient countries. The SAR members have the potential to explore 

renewable energy forms despite their documented dependence on fossil fuel imports. 

Wijayatunga and Fernando (2019) found that the SAR’s potential of renewable energy cooperation requires an 

integrated solution for the sake of cooperation. The study finds that a regional power marker, energy trade 

infrastructure, and harmonised legal and regulatory frameworks will empower a renewable energy movement 

that will aid in achieving energy security for the region. This movement towards renewable energy will also 

strengthen the region from external geopolitical shocks, such as that of the Ukraine-Russia crisis (Financial 

Express, 2022).  

As the literature surveyed has asserted, energy security of the region pivots on the cooperation amongst member 

countries. The key problem identified in the lack of political will and geopolitical bindings is the implication of 

sharing national resources. Whenever SAR nations have adopted the viewpoint of sovereignty being sacrificed 

by sharing resources, energy cooperation, and by extension energy security, has been jeopardized.  

 

4.1.2    Disruptions to Regional Energy Cooperation Initiatives 

An example of disruptions as such was seen in 2005, over the natural gas pipeline planned in the India – 

Myanmar – Bangladesh Tripartite Ministerial Meeting. The resolution saw the Myanmar government agreeing 

to export natural gas to India through a pipeline via Bangladesh. This move was a clear departure from the 

bilateral focus of energy deals in the SAR, this approach failed to crystalize when India failed to meet 

Bangladesh’s conditions. Bangladesh had demanded India to facilitate for the transmission of hydroelectricity 

from Nepal and Bhutan to Bangladesh, a corridor for the movement of commodities from Bangladesh to Nepal 

and Bhutan and addressing the trade imbalance between Bangladesh and India.  

In the face of these demands, the groundbreaking multilateral energy broke down to a bilateral trade tie between 

India and Myanmar. According to Lama, the deal had fair conditions set by Bangladesh and yet India the 

geopolitical status quo had motivated India to deny the motion and carry on with much higher costs of diverting 

the pipeline. 

In more recent times, the TAPI gas pipeline connecting Turkmenistan, Afghanistan, Pakistan, and India has been 

another exemplary project of regional energy coordination stratified by geopolitics. Huda & McDonald (2016), 

in a study to understand the political dimensions of regional energy cooperation of South Asia, have identified 

geopolitics as a determining factor for regional cooperation in the region. The TAPI pipeline project fell victim 

to the historical Indo-Pak conflict, with domestic actors failing to offer assurances to their foreign counterparts.  

These two incidents remain as examples of plans that fell apart when they were made vulnerable to the 

geopolitics of SAR. Despite the foundation of regional bodies such as SAARC, navigating through domestic 

politics and their implications for geopolitics hinders energy security progress. Persistent mistrust and a notion 

of eroding national sovereignty and security are the drivers of geopolitics. 
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4.2       Case Study: Nordic Energy Co-operation 

South Asia can draw valuable lessons from successful energy cooperation initiatives, notably from the Nordic 

region, which is a prime example of enhancing energy security through market cooperation (Joergensen, 2016). 

The Nordic region, comprising Norway, Denmark, Finland, Sweden, Iceland, the Faroe Islands, Greenland, and 

Åland, encompasses a diverse range of primary energy sources, including petroleum, nuclear power, and 

renewables such as hydropower, biomass, wind, and geothermal energy (Ollila & Skov-Spilling, 2017). Notably, 

Norwegian oil and gas exports are among the world's greatest, with energy consumption up 17% since 1990 

(Joergensen, 2016).  

With challenges such as high electricity use from the aluminium sector and cold climate-driven heating 

demands, energy security is becoming an increasingly important concern in the Nordic countries. To combat 

this, the region has maintained exceptional and long-standing energy cooperation (Ollila & Skov-Spilling, 

2017). Since installing the first underwater power line in 1915, Nordic energy collaboration has progressively 

improved, leading to robust cooperation today. Notably, the Nordic power mix's carbon intensity is 25 years 

ahead of the world average, with CO2 emissions per unit of electricity produced being one-fifth of the global 

average in 2016. 

Nordic energy cooperation is primarily motivated by a strong political desire to establish clearly defined objectives. A 

notable example is the common Nordic electricity market, which has made significant progress in transitioning to 

cleaner energy. Initially, energy policy cooperation between the Nordic nations was part of a broader economic 

collaboration. However, the oil crisis drove stronger cooperation in energy efficiency, research, planning, and critical 

sectors such as oil, gas, and coal. Committees and working groups were established to inform policymakers on what 

to prioritise. While establishing common ground in the oil and gas sector proved difficult, there was agreement to 

explore collaboration through additional study and information sharing. In research, there was substantial backing for 

collaboration, which led to the formation of the Nordic Energy Research Programme in 1985 (Strang, 2016; 

Joergensen, 2016). 

The path to a formalised Nordic electrical market began in 1991 when Norway liberalised its national electricity 

market (Joergensen, 2016). In five years, Nord Pool was founded as a joint Norwegian-Swedish power 

exchange, with Finland and Denmark joining in the subsequent years. Since then, Nord Pool Spot has expanded 

its activities to the Baltic region and beyond, operating energy markets in several European countries—an 

impressive accomplishment of regional integration that is a source of inspiration worldwide. One crucial factor 

that has contributed to its success is the Nordic countries' complementing balance of natural energy resources. 

For example, the availability of hydropower from Sweden and Norway has reduced the need for expensive peak 

power generation in Denmark during spikes in demand. 

Liberalizing the electricity markets in 1995 marked a significant advancement in Nordic energy cooperation. 

Furthermore, cooperation in Nordic energy research has continuously evolved, directed by strategic action plans 

that coincide with political energy priorities. The institutionalisation of the research programme in 1999 marked 

a turning point. During this period, Nordic energy policy cooperation focused more on environmental concerns 

related to the energy system, especially those involving renewable energy sources and climate change. 

Beyond the broad energy mix, trust among stakeholders is critical in making Nordic electricity market 

cooperation a regional integration pioneer. This trust is based on Nordic energy ministers' willingness to develop 

and integrate regional electricity market cooperation, as indicated by the signing of the Louisiana Declaration in 

1995—the first step towards building a free and open Nordic electricity market. Subsequent choices, such as the 

Akureyri Declaration (2004), which focuses on improved coordination among Nordic Transmission System 

Operators (TSOs), and the Copenhagen Declaration (2010), which focuses on grid investment planning, have 

strengthened this commitment. 

The primary goal of energy market cooperation was to build the most effective frameworks for Nordic market 

development. For the electricity market, the goal was to create a borderless Nordic market with efficient external 

trade. Nordic energy ministers issued resolutions in 2004 and 2005 outlining important components for 

accomplishing this aim, including a well-functioning regional market with many competitors, high supply security, 

competitiveness, sustainability, transparency, and flexible consumption. Efforts were made to improve market 
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framework conditions through harmonisation, transmission grid development, procedures that ensured appropriate 

investments in production capacity and infrastructure, congestion management, and increased transmission network 

transfer capacity. Furthermore, cooperation with EU and non-EU neighbours in building external trade frameworks 

remained a top priority on the agenda. 

The adoption of a Nordic action plan for electricity market cooperation in 2008 marked a significant step forward in 

Nordic cooperation, emphasising congestion management, infrastructure investment, and creating a shared end-user 

market. The initiative was sustained with the 2010-14 action plan, which includes national grid plans, cost-sharing 

feasibility studies, and assessments of potential bids and prices by 2010. Afterwards, the 2014-17 action plan 

expanded power market cooperation by establishing a common Nordic end-use electricity market. Owing to the 

extensive cooperation, the Nordic electricity market operates seamlessly with high liquidity. Most electricity is traded 

through electricity exchanges, and the national systems operate as a unified Nordic system with strong links and a 

common balancing market. 

The Nordic energy policy cooperation followed established governance structures, regulations, and operational 

techniques, with the Council of Ministers leading the way and a committee of senior officials and a secretariat 

providing support. This method encouraged progressive development based on consensus, mutual 

understanding, and trust, aided by experience exchange, work groups, seminars, educational programmes, and 

mobility plans for energy policy officials. The formation of Nordic Energy Research increased collaboration by 

creating an entity dedicated to tackling Nordic energy policy concerns and offering research-based decision 

assistance to sector decision-makers.  

Following Russia's invasion of Ukraine, the importance of supply security from a geopolitical standpoint has 

increased significantly throughout the region, changing perceptions of Russia as a reliable, collaborative partner 

(Nordic Energy Research, 2023). This event has raised awareness of European energy geopolitics in the Nordic 

region. Despite this, the Nordic countries, with their high level of self-sufficiency in domestic power generation 

and low reliance on Russian fossil fuels, were mostly unaffected by EU sanctions and subsequent geopolitical 

crises. However, to address potential issues and improve energy security and supply, the Nordic states must 

continue to collaborate on promoting sustainability and regional energy integration. 

Nordic cooperation in energy policy demonstrates how the Nordic countries' shared culture facilitates collaboration, 

even when their interests appear different. It also demonstrates that it is easier to collaborate in areas of rapid 

technology growth than in those with strong national traditions (Ollila and Skov-Spilling, 2017). Overall, Nordic 

energy cooperation serves as a model for other regions, such as South Asia, demonstrating how cultural and political 

similarities can assist in solving common energy concerns. 

 

5       Conclusion 

This paper aims to critically evaluate the relationship between geopolitics and energy security in South Asia, one of 

the fastest growing regions with increasing energy demands that outpace indigenous energy supply. The study has 

highlighted the significance of regional energy cooperation to overcome geopolitical effects on energy supply as a 

whole and in the, where distribution of energy resources is uneven. Based on our review of existing literature and our 

discussion, we propose a few policy recommendations for the enhancement of energy security through the lens of 

geopolitics in this populous region. 

Unlike the Nordic region, South Asia often lacks the political will to enable stronger cooperation in energy 

security. To improve energy security, governments must first overcome internal political problems. In addition, 

governments must investigate their primary fuel sources to develop a balanced fuel mix. Energy security is 

jeopardised since most countries are not adequately utilising their resources and are overly reliant on imported 

fuel. 

Next, again building on the Nordic region's experience, we urge that governments in South Asia establish clearly 

defined roles and duties for all stakeholders, followed by well-defined pricing mechanisms and price discovery 

processes. This will ensure that all stakeholders participate more fully, resulting in the energy pool running 

smoothly. SAARC member nations must also commit to a shared agreement to encourage regional energy trade.  
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Governance improvement is also needed in the South Asian energy sector to achieve energy security. Many 

countries' energy sectors, such as India and Bangladesh, suffer from corruption, resulting in the lack of an 

efficient energy policy. Policymakers prioritise their political needs, diminishing the country's resource supply. 

As a result, the region must increase transparency and employ more technical specialists to guarantee that 

available energy resources are used effectively. 

Furthermore, South Asia requires a comprehensive and reliable energy database to help estimate regional energy 

trade and the benefits of cooperation. Sharing information about energy resources, proposed development plans 

for the energy sector, and the accompanying institutional, legal, and regulatory frameworks would be an 

important confidence-building move among the countries. This approach would also allow them to evaluate the 

potential economic benefits of specific regional energy projects within individual countries and identify 

concerns for future research to support such assessments. The SAARC Energy Center's ongoing efforts to build 

a comprehensive regional energy database should be fully supported by all member states. 

One of the future avenue of the study is to conduct of novel empirical analysis. Empirical research could help to 

establish a direct link between geopolitical issues and energy security in SAR by collecting primary data through 

surveys or using a proxy between the two elements.  To broaden the scope, the study can be evaluated from a 

political economy perspective to shed light on how various political decisions and economic interests influence 

energy policies and security measures in the region. Additionally, the study can be conducted using a 

comprehensive risk assessment of prospective geopolitical events and their influence on energy security by 

building contingency plans to manage possible disruptions. Such frameworks would add to the depth and 

reliability of the study. 
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Abstract 

Over the past few decades, Bangladesh has made strides towards an economic transition from an 

agricultural to an industrial economy, with the Information Communication and Technology (ICT) 

sector playing a huge role in digitization. Despite the loss of agricultural land, the ICT industry has 

improved agricultural productivity and guaranteed food security for our vast population. The ICT 

industry's significance was evident during and after the COVID-19 pandemic. With the help of 

smart electronics and the internet, connectivity was never an issue during the pandemic, and it also 

allowed for performing academic and professional duties while being quarantined at home. With 

the use of ICT, labor productivity and exports rose sharply after the pandemic and assisted in 

overcoming the crisis. Nevertheless, there is a lack of literature outlining the prevailing disparity. 

As a result, this paper aims to critically analyze the path for lessening the ICT disparity to 

successfully achieve the goal of Smart Bangladesh. Based on the analysis, we suggest that the 

government and policy-makers adopt the required policy measures to expand the ICT industry, 

encourage inclusive development, and accelerate the fulfillment of the Vision 2041 agenda. 

 

1       Introduction 

Bangladesh is one of the emerging economies in South Asia, and the country is rapidly developing, which is 

visible in terms of its exports, trade and commerce, GDP growth, and export of human resources. We can 

observe the progress of the country through certain indicators like economic growth, poverty alleviation, rising 

living standards, and improved quality of life. The most recent statistic available from the Bangladesh Bureau of 

Statistics shows that the recent upper poverty rate of the country dropped to 18.7% and lower poverty rate was 

5.6% (Byron & Zaman, 2023). The nation can no longer be viewed as a "bottomless basket," as it has made such 

excellent use of its labor force and resources; instead, many other countries are currently borrowing from us 

(Helal & Hossain, 2013).  

Additionally, we can observe the nation's sectoral shift from an agrarian to an industrial civilization during the 

past few decades. In the fiscal year 2022–2023, the sectoral shares towards GDP of broad agriculture, industry, 

and services were 11.20 percent, 37.56 percent, and 51.24 percent, respectively.12At present times, RMG sector, 

pharmaceutical industry, food sectors are flourishing and exporting products all over the world. The RMG 

                                                      
*  North South University, Bangladesh, E-mail: sakib.amin@northsouth.edu 
**  North South University, Bangladesh, E-mail: fardin.ayshi@northsouth.edu 
***  North South University, Bangladesh, E-mail: farhan.khan008@northsouth.edu 
****  North South University, Bangladesh, E-mail: farhan.khan008@northsouth.edu 
***** North South University, Bangladesh, E-mail: wilfred.rodrigues@northsouth.edu 
12  For details see: 

https://mof.portal.gov.bd/sites/default/files/files/mof.portal.gov.bd/page/f2d8fabb_29c1_423a_9d37_cdb500260002/Chapter-

2%20%28English-2023%29.pdf 

mailto:sakib.amin@northsouth.edu
mailto:fardin.ayshi@northsouth.edu
mailto:farhan.khan008@northsouth.edu
mailto:farhan.khan008@northsouth.edu
mailto:wilfred.rodrigues@northsouth.edu


1082 

industry exported 47.38 billion USD in 2023, surpassing the previous high of 2022 by almost 10.27% (Garment 

exports earned a record $47.38b in 2023-2024).  

Furthermore, the huge growth of the ICT sector has contributed to the advancement of science and technology 

during the transition of industrialization. The sector is contributing to reduce poverty rate, unemployment rate, 

utilize labor force and earning foreign currency. The ICT industry in Bangladesh is expanding quickly at a rate 

of 40% annually, employing one million people and adding 1.28% to the country's GDP yearly. Currently, 

Bangladesh has over 650,000 freelancers overall, of whom about 500,000 are actively working. Together, the 

public and private sectors are assisting in a number of initiatives to improve the usability of ICT-enabled 

services for the general public.  

Moreover, the ICT ministry has undertaken certain initiatives to teach individuals to operate as 

freelance entrepreneurs on their own. Currently, Bangladesh has 200 polytechnic/technical institutes, more than 

95 universities, and 10,000 IT students are graduated annually (Hossain, 2018). Bangladesh began putting 

eService development at the top of its national agenda in 2007. Examples of these services include utility bill 

payment by SMS on mobile phones, official forms available online, and the distribution of service information 

via websites (Bhuiyan, 2011). 

The ICT sector's contribution to our nation at the time of COVID-19 is remarkable. To stop the virus from 

spreading, the entire nation was placed under lockdown, and citizens were restricted from leaving the house and 

roaming around. Most of the offices, physical services and educational institutions were moved to virtual 

system. Numerous educational websites have organized online courses to help students develop their skills in 

order to keep them interested. Many digital technologies, such as population monitoring, event recognition, 

touch tracking, and action assessment on engagement with the mobility of data and the public, are introduced in 

response to the consequences of COVID-19 in order to promote public health (Sultana & Tamanna, 2022). 

Additionally, restaurants and superstores, fashions houses launched their own applications and pages to interact 

with customers in order to manage events and provide services such as home delivery. Furthermore, mobile 

banking was available for people through a large number of digital money transaction apps. Government has 

also started own helplines to serve the people who were in need.  The “Surokkha” application was introduced 

for the purpose of vaccination registration and scheduling. 

Despite the tremendous growth in the ICT sector, the majority of these advancements are concentrated in urban 

regions. The majority of the nation's rural areas are not served well by the ICT sector. These rural communities 

are home to people who live in poverty and lack even the most fundamental needs. During COVID-19, the 

students in rural areas suffered a lot in their studies for not having access to smart devices. We have observed 

that new technologies typically only penetrate urban boundaries, with rural places receiving the smallest 

proportion of technological advancements. Even though these people have access to technologies, they 

frequently refuse to use them because of a variety of reasons. 

In Bangladesh most of the villagers are far away from the light of education and are living in poverty. The 

conditions for women in rural areas are even worse in terms of technological usage since they are often stratified 

in most cases compared to men. If we look at the reasons, we may find that their limited finances make it tough 

for them to purchase and utilize those technology devices. Even if they are able to manage those devices, many 

of them are not familiar with how to use them due to a lack of digital literacy. A significant fraction of our 

workforce resides in rural areas, which can be utilized through appropriate use of the ICT sector. The lack of 

rural digital literacy hinders the ICT sector's expansion in rural areas. 

 Furthermore, consistent access to the internet and energy in rural areas is a major issue. The quality of the 

internet in terms of speed and consistent connection is oftentimes relatively much poorer in rural regions. They 

also have a very hard time purchasing data packs because most of them are incredibly expensive. There are also 

infrastructural constraints in rural areas, which cause technological professionals to face difficulties working in 

those locations. In order to grow the ICT sector in rural areas, the loopholes need to be identified so that the 

2041 target can be achieved. Thus, this paper aims to critically analyze the pathways to lessen the disparity in 

ICT sector utilization between rural and urban areas. 
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The rest of the paper has the following structure. Section 2 briefly discusses the literature. Section 3 gives us an 

over view about the condition of ICT sector of the country through some stylized facts. Section 4 critically 

analyses the current condition of the sector and the lessons that we have learned from the paper. Finally, section 

5 concludes the paper with some policy suggestions which are expected to implement in order to improve the 

condition in rural areas. 

 

2        Literature Review  

Badiuzzaman et al., (2021) conducted a study among Bangladeshi students doing online classes to investigate 

the latent digital divide that was revealed during the COVID-19 outbreak. To gather information from the 

student body, the study used a cross-sectional survey along with open-ended questions. According to the report, 

only 32.5% of students attended their online classes properly, even though the majority of them had the 

appropriate equipment stating that expensive data packs and inadequate network infrastructure prevented them 

from attending online classes. Thus, this study recommended the pertinent parties (such as the government of 

Bangladesh, academic institutions, and researchers) to take appropriate action in order to reduce these 

constraints and set up sufficient support for underprivileged students. 

ICT has the power to influence a wide range of national economic and social activities, including GDP growth, 

employment, productivity, eliminating poverty, and improving quality of life, healthcare, education, and employment. 

In order to better understand ICT-driven socioeconomic development in developing nations, Palvia et al. (2018) 

carried out a study that emphasized the perspectives of the citizens of a country. This model takes Amratya Sen's 

"capabilities approach" and expands it to fit the ICT environment. The present study was conducted using the 

interpretative perspective, namely the "narrative research method," to portray the impact dimensions of socio-

economic development. Narratives provide more in-depth and insightful understandings of participants' views of the 

contribution of ICT to socioeconomic growth and social representations. As a result, the report recommended that 

while creating policies and programs, the government and public decision-makers take the opinions of the people into 

account. 

In order to gain a greater insight into the influence of ICT sector on socio-economic development, Rahman et al. 

(2013) investigated how ICT contributed to information sharing, knowledge transfer, healthcare, capacity 

building, and enhanced village governance in Bangladesh. The authors surveyed 520 respondents from four 

separate villages in four districts of Bangladesh between December 2011 and February 2012. The authors had 

used a qualitative research approach that included concentrated group discussions and individual activity 

observation. The study found that similar to other developing nations, ICT sector significantly changed and 

influenced a number of issues in Bangladesh, including social security, the rural economy, health care facilities, 

women's empowerment, disaster and emergency response, etc. Therefore, in order to ameliorate the situation, 

the authors suggested a few approaches including enhancing Social Security, reshaping the rural economy, 

engaging women in the community, and bridging the digital divide. 

Bingimlas (2009) conducted a comprehensive review of existing literature to find out what obstacles instructors 

encounter while integrating ICT in the classroom. In order to illustrate the perceived obstacles to technology 

integration in education, the author has provided a meta-analysis of the pertinent research. The study discovered 

that although educators were eager to include ICT into educational system, they faced obstacles such as 

insufficient knowledge, insecurity, and limited resources that prevented them from using ICT in the classroom. 

Consequently, the report suggested that instructors be given access to ICT resources, such as hardware, software, 

and effective professional development, along with enough time and technical assistance. 

Garcia-Mora and Mora-Rivera (2021) advocate for Internet access as a means to enhance individual well-being 

through improved market access, including education, healthcare, and employment opportunities, thereby 

increasing income generation potential. Chowdhury (2000) suggests that ICTs can alleviate poverty by 

providing marketable skills to youth from low-income families, facilitating parental teaching of literacy and 

numeracy, and preventing child malnutrition through information access, particularly for mothers. 

A study covering 86 countries from 2005 to 2020 suggests that policies promoting widespread Internet access 

can particularly benefit low-income countries, potentially reducing poverty levels and income inequality. Access 
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to broadband can also enable telemedicine, online education, and remote employment opportunities, with cell 

phones playing a pivotal role in supporting such initiatives (Afzal et al., 2022). In Nigeria, ICTs have been found 

to empower small and medium enterprises (SMEs), fostering competition, lowering prices, generating foreign 

income through software development, and creating freelancing and e-commerce opportunities (Atsanan et al., 

2012). 

ECLAC (2020) and Kelly and Rossotto (2012) emphasize the importance of public policies ensuring universal 

access to digital technology for development acceleration. Universalization of access is particularly crucial 

during the COVID-19 pandemic, as highlighted by ECLAC, especially for households lacking ICT access. The 

World Bank (2018) and UNCTAD (2019) underline the significance of the digital economy for development, 

especially in low- and middle-income nations. 

A quasi-experimental study in rural Mexico reveals that Internet access can reduce poverty rates, but regional 

disparities necessitate targeted public policies to address unequal Internet diffusion in the rural economy. 

Recognizing that technology alone cannot eradicate poverty in middle-income nations like Mexico, Garcia-

Mora and Mora-Rivera (2021) advocate for policy changes to fully harness the Internet's potential benefits. 

Madon (2000) suggests that the success of the Internet should be evaluated not just by connectivity numbers but 

also by its accessibility and contribution to social progress. 

 

3        Stylized Facts 

Bangladesh has witnessed a surge in its Information and Communication Technology (ICT) sector, with internet 

subscribers reaching a staggering 131 million by December 2023. Among these, 118.49 million are mobile 

internet users, while 12.88 million have access to broadband internet. However, this progress has not been 

uniform, as evident from the significant digital divide between urban and rural areas. Urban areas generally 

enjoy better access to ICT infrastructure and services, leaving rural communities underserved and marginalized 

in the digital realm (Table 1). The gap exacerbates existing inequalities and impedes the socio-economic 

development of rural populations. Despite government initiatives aimed at creating a "Digital Bangladesh" and 

transitioning to a "Smart Bangladesh," several challenges persist, hindering the nation's journey towards digital 

inclusion and technological advancement.  

Table 1: Survey Statistics on ICT use by Households (2022) 

Criteria Rural Urban 

The proportion of households with a smartphone 46.2 70.2 

The proportion of households with a mobile phone 96.9 98.7 

The proportion of households with a computer 3.1 25.6 

Proportion of individuals using a laptop 1.3 8.0 

Proportion of individuals using a tablet 0.8 5.6 

The proportion of households with internet 29.7 63.4 

Number of individuals who used the Internet in the last 3 months 29.7 66.8 

Internet services are expensive 48.7 45.5 

Internet equipment is expensive 36.0 28.9 

No internet available in this area 8.8 4.7 

Source: 2022 ICT Use and Access by Individuals and Households Preliminary Report 

 

The digital literacy landscape in Bangladesh reflects a concerning reality, with only 23% of the population receiving 

assisted digital literacy and a mere 6% achieving full digital literacy. These figures underscore the urgent need to 

bridge the gap in digital skills, particularly in rural areas where access to smartphones and knowledge about digital 

technologies is limited (Table 2). Research conducted by the BRAC Institute of Governance and Development 

(BIGD) highlights the challenges faced by rural communities, where despite a 92% mobile phone ownership rate, the 

majority lack smartphones necessary for utilizing digital services.  
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Furthermore, surveys conducted by the Education Commission of Bangladesh and the United Nations Children's 

Fund reveal that a staggering 84.9% of young people aged 15-24 lack essential digital skills, exacerbating the 

digital divide. According to the survey, three-fourths of Bangladesh's 30.9 million youth under the age of 25 lack 

the necessary digital skills, which include the capacity to use, comprehend, and carry out fundamental computer-

related tasks. This puts Bangladesh behind Bhutan, Sri Lanka and India but ahead of Nepal and Pakistan in 

South Asia. 

Affordability remains a significant barrier to internet usage, with 30% of users citing data costs as a primary 

limitation. Additionally, low awareness of online platforms for e-commerce further inhibits digital engagement, 

particularly in rural areas where internet penetration is thin. Even after paying higher prices, Internet users, 

including students and young entrepreneurs in the remote areas of the country, are not getting a minimum speed 

compared to what people are getting in urban areas. 

Bangladesh's transition to a "Smart Bangladesh" faces challenges, with the nation ranking 121st globally in 

mobile internet speed in Ookla's Speed test Global Index for 2022, which includes 141 different nations. Dhaka, 

the largest economic hub and country's capital, with an average download speed of 17.8 Mbps, is rated 140th out 

of 172 cities. In 2021, Bangladesh had the poorest mobile internet speed among 110 nations, according to the 

Digital Quality of Living Index. 

Global organizations consider internet affordability, electronic infrastructure, security, and government policies as 

crucial elements defining digital quality of life and the state of digital democracy, alongside internet speed. 

Bangladesh ranked fourth among countries with the most restrictive internet usage policies in a 2022 Proxyrack 

report. Despite its emphasis on creating a digital Bangladesh, the government's restrictive policies have not only 

limited internet freedom but also hindered progress in enhancing digital literacy. 

The Bangladesh government acknowledged the potential of digitization in enhancing the socioeconomic 

resilience of its citizens post the March 2020 pandemic. Consequently, there was a notable increase in budget 

allocation, rising from 1,385 BDT crores in 2021 to 1720 BDT crores in 2022, marking a rise of approximately 

21.2%. This allocation further increased to 1898 BDT crores in 2023, representing an almost 10.4% increase. 

The telecommunications industry faces challenges stemming from regulatory obstacles, high taxes, and 

inconsistent licensing policies, hampering its growth and stifling innovation. Programs like the "One Country, 

One Rate" initiative, which seeks to standardize broadband internet pricing, encounter difficulties in 

implementation due to resistance from unlicensed ISPs and insufficient infrastructure. As per the new 

regulations, customers are expected to pay a maximum of 500 BDT for a shared 5 Megabytes Per Second 

(MBPS) internet connection, up to 800 BDT for a shared 10 MBPS internet connection, and a maximum of 

1,200 BDT for a shared 20 MBPS internet connection. With fewer smartphone owners compared to feature 

phone users, accessing internet services such as online bill payments may pose challenges, as feature phones 

offer limited options for internet access. 

Moreover, computer ownership in rural households is scarce, and the majority of residents lack basic computer 

literacy. Similarly, internet access is lacking among the vast majority of rural inhabitants, indicating a significant 

portion of the population remains disconnected from the internet. The percentage of rural residents with internet 

connectivity encompasses those accessing the internet through mobile phones, broadband connections, or via 

shops or other individuals. 

Table 2: BIGD Rural Digital Literacy Survey Statistics 

Ownership of Mobile Phones (% of rural population) 

Smartphone 28.85 

Feature phone 53.88 

Both feature and smartphone 9.63 

Total 92.36 

Do not own mobile phones 7.64 
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Computer Use (% of rural population) 

Use the Computer available at home 2.4 

Use Computer from other sources 5.94 

Total 8.34 

Do not need a computer 14.12 

Cannot operate a computer 77.54 

Familiarity with the Internet (% of rural population) 

Only heard about the term internet, but do not know much about it 36.04 

Know the term internet and a little about it 35.63 

Know the term internet and a lot about what it is 10.65 

Total 82.32 

Do not know the term 17.68 

Internet Connectivity (% of rural population) 

Connects internet through a computer shop or other's phone 2.34 

Connects internet through broadband or mobile data 34.66 

Total 37 

No internet connectivity 63 

Source: BIGD Digital Literacy in Rural Bangladesh, Survey 2019  

The Aspire to Innovate (a2i) Program exemplifies the government's commitment to fostering innovation and 

improving public service delivery through ICT interventions. However, amidst the evolving socio-economic 

landscape and the imperative to achieve Vision 2041, strategic recalibration is necessary to align program 

priorities with emerging challenges and opportunities. 

Despite the expansion of broadband internet access, the rural-urban digital gap persists, posing a formidable 

challenge to Bangladesh's aspirations of digital inclusion. Bridging this divide requires comprehensive strategies 

that prioritize digital literacy, infrastructure development, and stakeholder collaboration. Only through concerted 

action and sustained investment can Bangladesh realize its vision of a digitally inclusive society. 

 

4       Case Studies 

This section provides a brief overview the advancement in ICT development in two countries, namely Malaysia 

and Egypt. The selection of these two nations is based on two primary reasons. Firstly, they share similar socio-

cultural characteristics with Bangladesh, such as faith, ethnicity, family traditions, etc. Second, the countries 

capture the multifaceted disparities between urban and rural regions in terms of constraints and developmental 

solutions towards access and adoption of technology. It should be worth noting that lessons learnt from these 

case studies will aid in formulating actionable strategic plans for ICT development in rural Bangladesh. 

 

4.1.1  Malaysia 

Malaysia's ICT sector has experienced remarkable growth, particularly since the onset of the global pandemic. 

In 2022, ICT emerged as a pivotal driver of Malaysia's economic landscape, contributing significantly with 23% 

to the country's GDP. Both the government and the private sector have initiated efforts to establish a national 

digital infrastructure as part of a comprehensive digital transformation agenda, aimed at cementing Malaysia's 

position as a frontrunner in the global digital economy. 

The country's commitment to fostering ICT expansion is evident through substantial investments and holistic 

strategies. Central to this commitment is the MyDIGITAL initiative, a cornerstone of Malaysia's Digital 

Economy Blueprint. Through MyDIGITAL, the government underscores its vision for a technology-enabled 

future, setting ambitious targets for inclusive and sustainable development. By aiming to transition Malaysia 

into a digitally-driven, high-income nation and a regional leader in the digital economy by 2030, MyDIGITAL 
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underscores the government's aspirations. With investments directed towards data centers and the advancement 

of technology, Malaysia seeks to position itself as a regional data hub in line with the Cloud First strategy. 

Despite the fact that Malaysia's ICT industry has achieved significant progress, there is still a noticeable divide 

between urban and rural regions in terms of ICT connectivity. A survey on the distribution of internet users 

found out that in 2020, of all users, 75.6% resided in urban regions to that of 24.4% in rural areas. Urban 

internet access stood at 93%, contrasting with 83% in rural areas, while computer ownership was 80% in urban 

locales and only 55% in rural ones. This trend of inequality extends to individual ICT ownership and usage.  

Individual mobile phone ownership exhibits a 2.8 percentage point disparity between urban and rural regions, 

with urban areas reaching 98.9% and rural areas reaching 96.1%. Similarly, urban usage (99.4%) surpasses rural 

usage (98.3%), despite robust mobile phone usage in both settings. Notably, there exists a significant gap 

between urban and rural computer usage, with urban usage at 85.7% and rural usage at 63.1%. Similar 

disparities are evident in internet usage, with urban users numbering 98.3% and rural users at 94.5%. In 2019, 

4G internet access was 83.7% in urban regions against that of 44% in rural. Collectively, these figures 

underscore the marked disparity between urban and rural residents in Malaysia, underscoring the challenges in 

achieving equitable ICT access and adoption. 

Malaysia categorized the digital divide into 3 levels: 

a) The first-level digital divide includes the gap in terms of factors that influence the motivation of 

technology use such as age, gender, technical proficiency, etc. as well as access to physical and material 

digital technology which are dependent on an individual’s resources, economic condition and 

geographical location. While policies have been taken to address these issues, the first-level digital 

divide persists due to financial constraints of rural residents limiting the purchase and upgrading of old 

software and hardware alongside maintenance costs of old ones. 

b) The second-level divide is constituted of digital skills and usage. Digital skills are determined in terms 

of the ability to use basic software and websites such as emailing, digital transactions, etc. However, 

more complex skills are required to achieve optimal productivity such as building websites, 

programming to create complex software, etc. The gap here is notable as people in urban areas are more 

exposed to technology and have the financial means for skill development. The gap in digital usage is 

characterized by socio-cultural factors such as language barriers due to most content being in English, 

and mental barriers such as hesitancy to use e-wallets and digital transactions. 

c) The third-level digital divide is viewed from the lens of the outcomes of digital use on economic, social, 

political, cultural and institutional factors. For instance, regions that employed technology such as e-

commerce had more economic improvement than regions that did not. 

To bridge these divides, the Malaysian government has established the Multimedia Super Corridor (MSC) in 

1996 and kickstarted a multi-step approach with policies targeted at first-level divide from 1996-2010, second-

level from 2011-2015, and third-level from 2016 onwards. 

In 2004, after 8 years of campaigning, the MSC was launched which allowed people of all backgrounds to 

become digitally literate through learning opportunities and community activities. In 2010, a national broadband 

initiative was implemented, expanding internet access to encourage digital literacy. In the second stage, policies 

such as Big Data Initiative, Open Data Initiative, National Internet of Things (IoT) Strategic Roadmap were 

introduced as part of the Digital Malaysia movement of the 10th Malaysia Plan. These programs were aimed at 

bridging the second-level divide by improving digital skills and usage. The 11th Malaysia Plan initiated the third 

phase from 2016 onwards. As part of it, the National E-Commerce Strategic Roadmap, the Public Sector ICT 

Strategic Plan, the Malaysia Productivity Blueprint, and the Digital Free Trade Zone were launched to further 

increase productivity, while digital infrastructure such as National 5G Special Task Force, National Fiberisation 

and Connectivity Plan (NFCP), Industry 4WRD, and the Smart City Framework were established to support the 

development (Ayob et al., 2022). 

Malaysia's ongoing efforts to bridge the digital divide between rural and urban areas are apparent. Step-by-step 

measures such as enhancing infrastructure, promoting ICT literacy, and engaging communities are crucial steps 
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towards enhancing rural ICT accessibility. By fostering an environment conducive to digital adoption in rural 

areas, Malaysia can ensure that its digital transformation is comprehensive and inclusive. 

 

4.2.2  Egypt 

Egypt's ICT sector has experienced remarkable growth in recent years, emerging as one of the country's fastest-

growing industries. This rapid expansion has significantly bolstered the nation's economy, with a notable 

increase in its contribution to GDP. However, despite the considerable progress observed in urban areas, a 

substantial disparity in connectivity persists between urban and rural communities. 

In the fiscal year 2021/2022, Egypt's ICT industry surged at an average annual rate of approximately 16.7%, 

surpassing the growth of other sectors. This flourishing industry has played a pivotal role in the country's 

economic landscape, contributing 5% to GDP and an estimated EGP 150 billion. Egypt has garnered 

prominence in the MENA region, primarily driven by increased mergers and acquisitions. Notably, the offshore 

industry has generated over 215,000 job opportunities, accompanied by significant growth in ICT exports, 

reaching $4.9 billion in the same fiscal year. While urban areas in Egypt have reaped the benefits of the thriving 

ICT sector, rural regions continue to grapple with connectivity challenges and technological advancement. 

Studies indicate that approximately half of the Egyptian population has consistent access to satellite channels, 

while the other half faces limitations. Moreover, rural areas lack access to specialized ICT services, exacerbating 

the digital divide and impacting various aspects of rural life, including agriculture, economic growth, and social 

development. Recent data from the Ministry of Communications and Information Technology of Egypt 

underscores the ongoing digital gap between urban and rural areas. 

The Egyptian government acknowledges the significant disparity in rural-urban ICT connectivity and has 

devised strategies and initiatives to address it. However, challenges such as lack of awareness, transmission 

issues, and time constraints have hindered widespread viewership. Although efforts like telecommunications 

sector deregulation and broadband expansion have been initiated, infrastructure utilization in rural and 

underserved areas remains limited. Projects like RADCON and VERCON have proven crucial in ensuring 

sustainable livelihoods in rural communities, yet internet speeds and service quality remain problematic, 

particularly in rural regions. 

The Egyptian government's endeavors reflect its commitment to narrowing the rural-urban ICT gap. Policies 

aimed at enhancing internet accessibility, improving service quality, and maximizing infrastructure utilization 

are steps toward comprehensive advancement and inclusivity as Egypt's ICT industry continues to grow. 

 

4.2     Lessons Learned 

Further examination uncovers crucial factors contributing to the successful advancement of ICT in specific 

instances. Building upon the comprehensive discussion in this section and preceding sections, the focus now 

shifts to Bangladesh's perspective on actionable strategies for fostering rural ICT connectivity. 

 The growth of a country's ICT sector plays a pivotal role in economic development, fostering economic 

growth, and increasing GDP. 

 Rural regions significantly trail behind urban areas in terms of ICT literacy, connectivity, and technological 

development. 

 The stark urban-rural digital divide impedes rural development across various fronts, including the 

agricultural sector, rural economic growth, and social development, emphasizing the necessity for targeted 

interventions. 

 Disparities between rural and urban areas in the ICT sector primarily stem from factors like lack of 

awareness, transmission issues, financial constraints, time constraints, unavailability of ICT equipment, 

inadequate services, and language barriers. 

 The importance of implementing policies according to the current situation and having a strategic 

framework for the future to accommodate and tackle issues step-by-step. 
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 Recognizing the prevalence of mobile technology in rural communication underscores the importance of 

mobile-friendly solutions to enhance access. However, other technologies should be effectively utilized to 

optimize outcomes. 

 Maximizing the utilization of existing infrastructure and addressing concerns such as broadband speeds are 

critical steps toward advancing rural ICT connectivity. 

 The significance of implementing well-crafted policies, strategic funding, and fostering active collaboration 

between the government and various stakeholders is vital. 

 Initiatives such as infrastructure development, ICT literacy campaigns, and community engagement 

programs aimed at enhancing rural ICT access and digital literacy are crucial stages in narrowing the gap 

and enhancing internet accessibility and service quality. 

 Establishing a sustainable business model for ICT infrastructure deployment is imperative for the success of 

government initiatives and the growth of emerging technologies. 

 

5      Conclusion 

The ICT industry is one of the most essential tools for the development of Bangladesh, and with the help of the 

ICT sector, our country is making progress towards achieving the SDGs within the targeted time frame. The ICT 

industry is currently supporting our education, trade and business, agriculture, health, the economy, and a 

number of other areas. Additionally, the sector is helping our country connect with the rest of the world and 

accelerating globalization. Therefore, the government has taken many actions to integrate the ICT sector to 

boost our country's development, fulfill the government's Vision 2041 goal, and expand the ICT industry. To 

broaden our path to becoming Smart Bangladesh, our government has been focusing on the creation and 

execution of numerous ICT-related policies. However, when it comes to the actual application of those policies, 

the majority of them are seemed to be inclined towards urban communities, resulting the rise of disparity. 

To lessen the gap between rural and urban areas, therefore, we suggest the following policy suggestions: 

 Emphasis on digital literacy: The major barrier to ICT adoption in our nation is the high percentage of 

people who lack digital literacy. Therefore, it is crucial to create and implement ICT awareness and training 

programs throughout rural communities to support digital literacy initiatives. 

 Facilitate ICT use training in underserved communities: Many residents of rural areas lack access to 

internet-based services and are ignorant of how to properly use the ICT sector. Therefore, it may be possible 

to provide specialized training programs on the effective and efficient use of e-commerce platforms for rural 

communities in order to give them access to the market for e-commerce, financial services, telemedicine, 

direct remittance, social security benefits, etc. 

 Develop ICT datasets: Bangladesh's ICT industry requires a thorough and current Sector-Wise, Rural-

Specific ICT dataset, which includes a complete breakdown offering division and district-wide information 

on ICT usage and digital footprints for both men and women. This will help to comprehend the present 

scenario of the digital landscape and identify disparities between rural and urban areas; as a result, will be 

able to make informed policy decisions, plan strategically, make logical decisions, and ensure that initiatives 

aimed at establishing digital connections benefit all societal segments and close the digital divide between 

them. 

 Increase affordable smartphone availability in rural areas: Bangladesh should take initiatives like 

government-funded projects and public-private partnerships to increase the availability of affordable 

cellphones in rural areas. The financial barrier can be greatly reduced by funding government-subsidized 

smartphone initiatives or working with the private sector. This improves their connectivity and makes 

opportunities, educational resources, and digital services that were previously unavailable. The availability 

of smart devices can be increased by encouraging private distributors to establish themselves more in rural 

marketplaces. Expanding smartphone accessibility also helps achieve SDG 4's goals, which include giving 

marginalized people access to high-quality, fair, and accessible learning opportunities so they may take part 

in digital literacy initiatives and gain knowledge. 

 Emphasis on stable broadband connectivity and electricity: A crucial aspect for improving the ICT 

connectivity in rural areas is to guarantee reliable broadband connectivity and electricity. Access to a 
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multitude of knowledge and information resources, as well as a variety of ICT services like online 

education, telemedicine, e-commerce, and government services, will be made possible for rural 

communities through the access of reasonably priced and stable broadband internet connections and 

electricity access. 

 Action plans for community based supply chain: The notion ICT has greatly impacted several supply 

chain mechanism models, leading to impressive advancements in manufacturing and production design, 

product operations, and after-sales services. Therefore, formulating and implementing action plans for 

developing community based supply chains across the country would help ICT coverage in rural areas, 

leading to market efficiency and socioeconomic improvements.  
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Abstract 

Energy stands as a vital cornerstone in the world, not solely for its role of powering up but also for its 

capacity to enhance productivity across other sectors. Given the importance of energy security, nations across 

the globe are increasingly focused on ensuring adequate supplies of energy resources. However, in the face of 

the ongoing global geopolitical crisis and the existing scarcity of energy resources, many emerging nations, 

including Bangladesh, find themselves on the brink of an energy crisis. Recent literature points out that the 

emphasis on energy efficiency is considered one of the prominent solutions for increasing resilience from 

energy crisis. Energy efficiency can ensure adequate energy security as it offers a sustainable and cost-

effective approach to mitigate shortages by optimizing resource utilization and minimizing wastages. Since 

there is a lack of literature from Bangladesh’s perspective, the study seeks to explore the dynamics of energy 

security and energy efficiency initiatives in Bangladesh. The study further aims to provide a critical 

assessment and a way forward for optimizing efficiency measures in mitigating the crisis while fostering 

sustainable development. The findings and policy recommendations of this study are expected to offer 

valuable insights for policymakers, industry stakeholders, and researchers, informing evidence-based 

strategies to address the energy crisis and promote sustainable development in Bangladesh. 

 

1      Introduction 

Energy is one of the most essential elements of the world, not only for the purpose of powering up but also for 

its ability to increase productivity of other sectors. For instance, transportations, industries, homes, and other 

such sectors depend on the use of energy to carry out their activities. For this reason, energy is considered as the 

lifeblood of the economic development and growth (Azam, 2019). In the case for developing countries, 

availability of adequate energy resources is far more important to ensure their economic development. 

According to the work of (Benoit, 2019), it is seen that developing countries are utilizing most of the world’s 

energy resources domestically which is contributing to their economic development. 

The importance of energy security, therefore, is essential for any developing country as it ensures sustainable 

development of the economy by allowing for its proper functioning. This includes the sufficient supply of 

energy resources at a reasonable price (Khatib, 2015). So, both criteria need to be fulfilled to meet the increasing 

demand of such countries and one such ways of achieving this is to harness energy efficiency. This is because it 

reduces the dependency on imported gas, oil, and coal by introducing energy efficient practices that facilitates 

more output for a given unit of energy resource, thus improving the energy security of a country. Eventually, 

such practices also lead to a reduction of energy security risk in both the short and long-term (IEA, 2019). In 

addition to these, energy efficiency also leads to the minimization of energy supply interruptions and allows for 

energy conservation in the case of any disruptions. 
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However, the recent global geopolitical crisis has impacted the global energy markets adversely. Some of these 

notable effects include supply shortages, price volatility, energy security concerns, and economic instability 

which has led to a sharp increase in the energy prices (Thomson, 2022). This, in turn, have significantly 

increased the electricity generation costs and thus making it unaffordable for most of the population around the 

world. So, the cost of living is exceeding the affordable range which is threatening to push more people into 

food insecurity and extreme poverty. Additionally, the global energy market disruptions have also led to 

alterations in trade flows and supply shortages, placing immense pressure on governments worldwide (United 

Nations, 2022). 

Bangladesh, like other countries, have also experienced the adverse effects of the global energy crisis. Due to its 

substantial dependence on imported energy sources, the country has experienced direct cost escalations in its 

energy sector due to the global price hikes. There were cases of increased load-shedding and shutting down of 

factories because of gas supply shortages (Atik, 2022). Despite have adequate number of power plants, 

electricity generation have also become quite difficult. This is because the country depends heavily on fuel oil 

and diesel for electricity generation and price hike of such resources means more electricity generation cost 

which will lead to more supply of energy resources to produce the same amount of electricity (Cookson, 2022). 

Besides, the energy crisis has driven up the prices of goods and commodities across the board, affecting the 

overall cost of living in Bangladesh (Taleb, 2022). This had a significant socio-economic impact, particularly on 

the most vulnerable populations. Thus, the energy crisis has forced Bangladesh to a position of lower efficiency 

in terms of energy production and consumption. 

So, it is evident that ensuring energy security is of paramount importance for a country like Bangladesh. But the 

recent global energy crisis is deteriorating the energy security of the country and thus ensuring energy efficiency 

is crucial to ensure maximum utilization of the available energy resources while reducing wastages. Hence, this 

study aims to provide a comprehensive assessment and propose actionable strategies to navigate these 

challenges, ensuring a resilient and sustainable energy future for Bangladesh. 

The rest of the paper has the following structure. Section 2 provides a brie literature. Section 3 illustrates some 

stylized facts of energy scenario in Bangladesh. Section 4 provides case studies and lessons learned. Finally 

section 5 concludes the paper with some policy suggestions.    

 

2        Literature Review 

The research done by Das and Chakraborty (2012) investigated the contemporary electricity condition of 2012 

and how load management methods can impact the power sector of the country. Their hypothesis was to show 

that effective demand side management may potentially alleviate the country’s energy crisis. They have used 

some simple statistical tools to examine the data collected from Bangladesh Power Development Board 

(BPDB), World Bank, and surveys. Their analysis reveals that effective management of electricity usage 

through load switches and rotational weekend schedules can enhance the current state of electricity demand. 

Additionally, the implementation of a smart distribution system, reduction of system losses, off-peak load 

shifting, widespread adoption of prepaid meters, observance of energy weeks, and utilization of energy-efficient 

appliances in both residential and commercial settings are proposed strategies for improving the load situation 

through demand-side management. 

Another study  done by Islam et al. (2014) assessed the then present state, strategies, policies, accomplishments, 

and prospects of energy options in Bangladesh and how ensuring adequate energy security can solve the energy 

crisis facing the country. Their methodology includes the organization and analysis of available reliable data of 

the energy sector of Bangladesh. Their findings reveal that the reformation of the power sector, particularly 

focusing on the use of renewable energy resources, can help to reduce the gap between the demand and supply 

of energy resources 

Islam et al (2021) stated that uninterrupted and reliable electricity to all at an affordable price is a major 

undertaking for the governments of increasingly energy-hungry countries like Bangladesh. The study assessed 

the energy supply-demand gap, progress, and prospects of Bangladesh using time-series energy data to 

determine the current and historical energy status. The results showed that the shortfall between supply and 
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consumption was approximately 26%. But by addressing energy diversification barriers related to policy, 

governance through regulatory actions, resource optimization, energy efficiency and conservation they predicted 

an optimized outcome.   

Data envelopment analysis (DEA) and the difference-in-difference (DID) method were used to view the impact 

of energy reforms in the study conducted by Mohsin et al in 2021. According to the DEA results, Bangladesh 

performs poorly in the improvement of energy efficiency due to reforms. The results showed a 13.2% 

improvement in energy efficiency after electricity reforms. The study further adds that energy conservation via 

improved energy efficiency regulations has the potential to decrease energy use by up to 20% combined with 

more electricity reforms for accelerating sustainable development in countries like Bangladesh. 

In 2023, a review of energy-saving solutions with a focus on the actual energy crisis, green alternatives to fossil 

fuel heating and energy saving were done in the context of accelerated climate change, the Ukraine-Russia 

conflict, and the post-pandemic crisis; events that are threatening energy security and affordability globally. 

Farghali et al. (2023) argued that 10–40% of energy consumption can be reduced globally using renewable 

energy sources, passive design strategies, smart grid analytics, energy-efficient building systems, and intelligent 

energy monitoring to achieve a sustainable and resilient future.  

The study conducted by Abdulrazak et al. (2021), evaluating the current status and prediction of energy, 

expressed concern about the considerable portion of Bangladesh’s electricity that has been generated from 

imported fuel. They claimed that tremendous reliance on imported fuel has ascribed to a fiscal burden, 

influencing the country’s economic development. They further added that the gap in primary fuel supply could 

make the country’s power generation capacity unsustainable resulting in further crisis. They added, that 

inclining towards sustainable energy because of the limited non-renewable resources of fuel can ensure energy 

security in the long run.  

Recognizing the energy crisis in Bangladesh, Akram et al. (2021) reviewed the renewable energy status in 

Bangladesh concerning the energy potentiality and its implementation, research, and development activities as 

an energy-efficient solution to mitigate renewable energy challenges in Bangladesh. The authors suggested 

renewable energy mapping projects, promotion of exploring new sources, human resource development, 

emphasizing renewable energy usage, and adopting clean development mechanisms as sustainable solutions to 

mitigate energy challenges. 

 

3.       Stylized Facts 

3.1    Energy Generation 

During the 1970s, generation capacity in Bangladesh capacity stood at an average of 684.88 Mega-watt (MW) 

which was bare minimum. This dreary trend in the generation capacity continued until 2009. Major reasons 

behind the poor performances in that time frame are the poor conditions of generation equipment, a low number 

of power plants, technical limitations, and inadequate operational, organizational, and maintenance routine. 

However, Bangladesh has effectively overcome the deficit between demand and supply of electricity by 

increasing its generation capacity significantly since 2009 till date, as shown in Figure 1. Such progress in the 

generation capacity of electricity was possible due to multiple factors including diversification of energy 

sources, large-scale power generation plants, energy efficiency, quick rental power plants and many more. 
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Figure. 1: Electricity generation capacity between 1973–2023. 
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Source: BPDB annual report (2023) 

 

3.2      Per Capita Energy Consumption (PCEC) 

According to existing literature, sustainable economic growth has caused Bangladesh to make a shift from an 

agriculture-based economy to industrialization and urbanization. With increased use of technology and 

innovative appliances by households PCEC has also increased (Figure 2). Additionally, growing urbanization 

and industrialization encourage rural non-farm activities, especially in areas within proximity of major urban 

centers, leading the PCEC to increase. (Murshid, 2020). Figure 2 shows this increasing trend PCEC.  The 

average PCEC was only 12.60 kWh in the 1970s, 30 kWh in the 1980s but 464.13 kWh in 2023. The sectoral 

shift in the Bangladesh economy is the reason behind this drastic increase in PCEC from the 1990s.  

 

Figure 2: Per Capita Energy Consumption between 1971-2023 
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3.3       Fuel Mix Options in Electricity Generation  

Historically, natural gas has always dominated the fuel mix of Bangladesh. Local availability with domestic 

requirements and accessibility made the country over-dependent on this single source. Subsequently, the share 

of natural gas in electricity generation reached more than 80 % by 2009. Even though this share gradually 

declined due to depleting gas reserves and the implementation of smaller quick-rental power plants, Bangladesh 

is still heavily dependent on natural gas to date. Figure 3 also shows fuel mix share from 2005 to 2023 for a 

grid-based generation. In 2023 the share of natural gas was the highest among all (45.65%), followed by 

Furnace Oil (FO) (26.06%), Coal (10.81%) which was much higher than the previous year and High-Speed 

Diesel (4.05%). Renewable accounted for 2.67 percent of the electricity generation mix in 2023. The declining 

relative share of renewables for 16 years experienced a consistent rise in 2022 and 2023 (2.76%). However, a 

hefty portion of fuel share in 2023 came from imports (10.66 %). 

 

Figure 3: Electricity Generation Fuel Mix in Bangladesh from 2005 to 2023 

 
Source: BPDB annual reports 

 

3.4       Access to Electricity and System Loss  

Bangladesh has achieved landmark progress in ensuring access to energy for the entire country's population. 

However, before the 1990s, less than 15% of the population had access to electricity, and during the 1990s, it 

was only 20%. From 2000 to 2010, the average share of the population who had access to electricity was 45%, 

which compared to the 1990s access levels was more than double. However, access to electricity for the larger 

group of the population has become a reality now due to the strategic and deliberate time-variant policies of the 

present government initiated in 2009 and Bangladesh now achieved a 100% electrification rate by providing 

electricity access under the grid-covered areas.  

Bangladesh has also effectively reduced the system loss to a large extent. Due to heavy system loss, economic 

and household activities used to suffer from intolerably prolonged load shedding in the 1990s and early 2000s. 

However, the situation started to improve gradually due to technological improvement and timely policy 

interventions since 2009 which can be seen in the declining trend in Figure 4. It shows that the system loss was 

more than 35% in 1992, which has now been reduced down to 7.92% in 2023. 
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Figure 4: Distribution System Loss between 2001-2023 

 
Source: BPDB annual report (2023) 

 

3.5       Energy Crises in Recent Times 

In recent years, the global energy crisis, fueled by the COVID-19 pandemic and the Russia-Ukraine war, has led 

to soaring high energy prices and supply shortages worldwide. In June 2020, LNG spot prices plunged to USD 

2.05/MMBtu, with Newcastle coal at USD 50/ton, and oil prices momentarily hitting negative values. As 

economies recovered in 2021, energy prices surged, aggravating the strain on supply operations. The Asian LNG 

spot price peaked at USD 35/MMBtu in October 2021. Russia's invasion of Ukraine in February 2022 further 

escalated the prices, with Asian LNG hitting USD 70/MMBtu and coal reaching USD 412/ton in March 2022. In 

2023, gas spot prices exceed USD 40/MMBtu, coal stands at around USD 160/ton, and Brent oil is at USD 

105/bbl. This extended period of high energy prices and supply shortages is impacting economies globally, with 

even the US facing record inflation. Bangladesh's energy sector has similarly suffered, facing high prices and 

supply disruptions, increasing the cost-of-living challenges for its population as a part of this global energy 

crisis. (Tamim, 2022) 

 

3.6      Energy Efficiency as Resistance to the Crisis. 

In the monsoon of 2023, Bangladesh faced its worst electricity crisis in a decade due to unpredictable weather 

and difficulty paying for fuel imports amid declining forex reserves and the value of currency.  (Varadhan & 

Chew, 2023). To confront such a crisis, focusing on energy efficiency can benefit highly in the long run. Energy 

Efficiency means high competitiveness; it means producing more with less energy. The Energy Efficiency & 

Conservation Master Plan (EECMP) made in 2016 is the ultimate plan of Bangladesh’s initiative on energy 

efficiency and conservation. In the Master Plan, primary energy intensity (Primary energy consumption per 

GDP) for 2021 and 2030 are set at 15% and 20% reduction, compared with 2013 value. (Energy Efficiency and 

Conservation Master Plan up to 2030) 

For monitoring Energy Efficiency and Consumption, an internationally established indicator, National Energy 

Intensity (NEI) is employed. It is an indicator to measure how much energy is consumed per economic production, 

therefore the lower the figure is, the better the performance. In Figure 5, it can be observed that after the year 2015, 

there is a decreasing trend based on the available data up to 2021, the year in which the NEI was 3.42 ktoe /BDT 

Trillion, which is approximately 11% less than that of the baseline year (FY 2014-15). This signifies that Bangladesh 

had shown better performance in terms of energy efficiency compared to the base year. However, the long-term target 

was set to reduce this national energy intensity by 20% compared to the base year implying Bangladesh is lagging in 

achieving the target.  
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Figure 5: National Energy Intensity between 2015-2021 
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Another, target was to reach 20% reduction in energy demand by 2030 generating energy savings of 48 GW, 

which implied that the necessary development of additional power supply capacity can also be reduced by 8 

GW. Additionally, the electricity demand increased exponentially contradicting the energy-saving target set in 

EECMP. One of the major reasons for this is the poor demand side management during peak and off-peak hours 

which is also linked to the use of energy-intensive household and industrial appliances. Furthermore, EECMP 

estimated that gradually dependency on natural gas will start decreasing in power generation starting from 2017 

which is evident in real time where the dependency on natural gas is decreasing with increasing fuel shares in 

furnace oil, coal and import till 2023.   

 

4         Case Studies 

4.1.1   Vietnam 

Vietnam’s accomplishment in developing their economy is a noteworthy story. The country witnessed an 

increase of GDP per capita by almost 3.6 times in a span of twenty years (2002-2022) because of their Đổi Mới 

reform initiatives. The poverty rates of the country have also seen such drastic improvement with a decrease by 

10.2 percent in ten years to 3.8 percent in 2020. The projection in GDP growth rate is also positive as the 2023 

data shows a predicted 4.7% growth rate which would eventually reach 6.0% within 2025 (The World Bank, 

2023). 

Thus, relative to their regional countries, Vietnam is experiencing significant economic growth over the years. 

However, efficient use of energy resources is still an issue, with an energy intensity level of primary energy 

index of 5.94 in 2019 (Nguyen, 2021). While this value is higher than some countries of the ASEAN region yet 

it is lower than China. Thus, improving energy efficiency is a top priority for Vietnam, as it seeks to deal with a 

10% annual growth rate for energy demand (International Trade Administration, 2022).  

To improve the energy efficiency of the country, the Vietnamese government have initiated a series of initiatives 

named Vietnam Energy Efficiency Program (VNEEP), a long-term initiative and the country's first-ever national 

and comprehensive strategy to enhance energy efficiency and conservation across all economic sectors.   

In 2006, Vietnam launched the first phase of Vietnam Energy Efficiency Program (VNEEP 1), whose primary 

objective was to achieve initial energy savings of 3-5% between 2006 and 2010, with a target of further 

reductions of 5-8% during the 2011-2015 period (Transparency Partnership, 2018). By the end of 2010, the 

VNEEP program had surpassed 150 successfully implemented missions and projects. Informational resources 

regarding the program were widely disseminated and adopted throughout Vietnam (Transparency Partnership, 

2018). The program achieved a cumulative energy saving of 4,900 ktoe between 2006 and 2010, representing a 



1098 

significant 3.4% reduction in the nation's total energy consumption, which was approximately 56.9 TWh 

(Transparency Partnership, 2018). Additionally, the program also established the legal framework for energy 

conservation policies and significantly improved public awareness on energy efficiency’s importance. 

It is the second phase of the efficiency program that was launched on 2012 which included the lessons learnt 

from the first phase. The program's second phase targets a 5-8% reduction in national energy consumption 

during 2012-2015 compared to projected energy demand outlined in the government-approved national 

electricity development plan for 2011-2030. This means an energy savings of 11-17 million TOE (tons of oil 

equivalent) over the 2012-2015 period. The program also promoted the use of energy-efficient building designs 

and construction practices and ensured significant energy efficiency initiatives in the transportation sector (SRC 

Global Inc, 2013). 

The third phase of the National Energy Efficiency Programme (VNEEP) for 2019-2030 on March 13, 2019. This 

phase aims to promote efficient energy use, with commitments from all levels of government, businesses, and 

individuals towards energy efficiency, climate change resilience, and environmental protection. Some of the key 

objectives include mobilizing national and international resources, fostering energy-efficient habits, reducing 

energy consumption across various sectors, and ensuring green growth and sustainable development (VNEEP, 

2024). Most importantly, the specific targets up to 2025 include saving 5.0 - 7.0% of national energy 

consumption, reducing power loss, enhancing policy mechanisms, and developing human resources. So far, the 

program implemented the phasing out of the use of incandescent light bulbs and significantly enhanced energy 

efficiency in six energy-consuming product categories: transformers, air conditioners, rice cookers, electric fans, 

fluorescent lamps, and compact fluorescent lamps (CFLs) (Ministry of Industry and Trade, 2021). 

Thus, Vietnam has demonstrably achieved significant progress in enhancing its energy efficiency. The National 

Energy Efficiency Program (2019-2030), alongside its earlier initiatives, represents a critical pathway towards 

securing optimal energy utilization.  

 

4.1.2      India 

India, with a rapidly growing economy in recent times, has witnessed a rise in energy consumption with 

associated implications on energy availability and energy security. It is one of the most populated nations of the 

world with over a billion inhabitants. This makes it a land of anomalies where energy equity remains a distant 

dream. The country needs to grow at a rate of 8–9% for the next 25 years to eradicate poverty, which means 

huge energy requirements. By 2031– 32, the power generation capacity must increase between 800,000 and 

950,000 MW from the capacity of 14,700 MW (year 2009). This implies a substantial increase in annual oil 

imports, which could be around 300 to 400 million tonnes, and coal imports which could touch 800 million 

tonnes annually. In 2016, India imported over 80% of its crude oil requirement. In the case of coal, though India 

has large reserves, the quality is not so good due to the high ash content. Under the given circumstances, energy 

efficiency/conservation poses a huge potential to fill this increasing gap of demand and supply, as energy saved 

is energy generated. (Shukla and Zia, 2016) 

In 2015, India's energy efficiency was the fifth lowest in the world, but there was the potential for substantial 

energy savings. As the primary energy demand in India grew from about 450 million tons of oil equivalent (toe) 

in 2000 to about 770 million toe in 2015, the Government of India had undertaken a two-pronged approach to 

cater to the energy demand of its citizens. On the generation side, the Government promoted greater use of 

renewable in the energy mix mainly through solar and wind power generation and shifting towards supercritical 

technologies for coal-based power plants. On the other hand, efforts were made to make the energy supplied 

more efficient through various policy measures that promote innovative utilization under the ambit of the 

Energy Conservation Act 2001 which was amended in 2010. The Act provided a regulatory mandate for 

standards & labeling of equipment and appliances and included provisions for energy conservation building 

codes for commercial buildings as well as energy consumption norms for energy-intensive industries. In 

addition, the Act enjoins the Central Government and the Bureau to take steps to facilitate and promote energy 

efficiency in all sectors of the economy. (Sahoo et al., 2015) 
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With the institutionalization of energy efficiency through the Energy Conservation Act, a statutory authority 

called Bureau of Energy Efficiency (BEE) was established. The BEE aimed to institutionalize energy efficiency 

services, enabling delivery mechanisms in India and providing leadership in energy efficiency in all sectors of 

the country. Its primary objective was to reduce energy intensity in the economy. Apart from a rigorous 

awareness generation and capacity-building program, BEE made some key contributions to promote Energy 

Efficiency in India. First of which is Energy Conservation Building Code (ECBC) Code which attempts to 

reduce baseline energy consumption by supporting adoption and implementation of efficiency measures in 

commercial buildings. The Code sets minimum energy standards for new commercial buildings having a 

connected load of 100 kW or contract demand of 120 kVA. Other ingenuities include Initiatives of the Ministry 

of New and Renewable Energy (MNRE) which initiated several programs focusing on the utilization of 

renewable energy sources in buildings. (Shukla and Zia, 2016) 

India has also focused heavily on industrial energy efficiency. India accounted for 4.5% of industrial energy use 

worldwide in 2009. This share was projected to increase as the economy expanded rapidly. Certain sectors in 

Indian Industries, such as cement, are relatively efficient, while others, such as pulp and paper, are relatively 

inefficient. That is why energy efficiency efforts were focused on reducing industrial energy growth in India. 

(Gielen and Tylor, 2009) 

 

4.1.3    China 

From 1980 to 2001, China was able to limit energy demand growth to less than half of GDP growth through 

very aggressive energy-efficiency programs organized by the central government working closely with 

provincial and municipal authorities. The main features of the governmental policy and implementation 

approaches during this period included tight oversight of industrial energy use, including monitoring 

requirements for large industrial energy users in support of energy quotas as well as the closing of inefficient 

facilities and promotion of efficient technologies; financial incentives, initially grant and later low-interest loans 

for energy-efficiency investments and cogeneration; information services at the national, provincial, and local 

levels, including the creation of over two hundred energy conservation service centers; education, training, and 

propaganda; and research and development and demonstration projects.  

The energy conservation service centers and the energy efficiency loans were innovative and effective policy 

tools. By the early 1980s, investment in energy efficiency and cogeneration reached more than 10% of total 

energy investment in China. No other country has ever created an investment fund for energy efficiency either 

through the private or government sector that resulted in energy efficiency constituting such a large portion of 

total energy investment. The effect of these policies and programs was profound. Energy demand grew less than 

half as fast as GDP. This greatly reduced the need for investment in energy supply and allowed capital to be used 

for other investments that supported important social goals. This exceptional emphasis on energy efficiency for 

two decades provided many benefits to China and, in terms of energy-related carbon dioxide (CO2) emissions 

and reduced stress on global energy resources, to the world. The period 2002–2005 saw a dramatic reversal of 

the historic relationship between energy use and GDP growth. While there was an average annual decline in this 

measure of energy intensity of about 5% between 1980 and 2002, the situation turned around completely in 

2002; energy use per unit of GDP increased an average of 3.8% per year between 2002 and 2005. (Zhou et al., 

2009) China implemented a series of comprehensive policies and programs to improve energy efficiency and 

reduce energy intensity, aiming to achieve a 20% reduction by 2010 which includes:  

-Medium and long-term plan for energy conservation: The release of this plan in 2004 set the stage for a 

focused approach to energy efficiency in China. It provided a strategic framework for energy conservation 

efforts and laid out specific targets and measures to be implemented. 

-Top-1000 enterprise program: By targeting the top energy-consuming enterprises in China, the government 

aimed to drive significant improvements in energy efficiency within key industries. This program involved 

working closely with large companies to identify energy-saving opportunities, implement efficiency measures, 

and track progress toward reducing energy intensity. 
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-Establishment of a fund for energy-efficiency investments: Creating a dedicated fund for energy-efficiency 

investments signaled China's commitment to supporting projects and initiatives that would contribute to 

reducing energy consumption. This financial support helped incentivize businesses and organizations to invest in 

energy-saving technologies and practices. 

-Personnel policies with incentives for energy intensity reductions: By introducing personnel policies that 

provided incentives for achieving energy intensity reductions, China encouraged individuals and organizations 

to prioritize energy efficiency in their operations. This approach helped create a culture of energy conservation 

and motivated stakeholders to actively seek ways to reduce energy consumption. 

-Advocacy at all levels of the Communist Party and government: Strong advocacy for energy efficiency at 

all levels of the Communist Party and government demonstrated a top-down commitment to promoting 

sustainable energy practices. This advocacy helped raise awareness about the importance of energy conservation 

and underscored the government's support for energy efficiency initiatives. 

-Focus on enforcement of energy-efficiency policies: Increasing attention on enforcing energy-efficiency 

policies across various sectors of the economy ensured that regulations were being adhered to and that energy-

saving measures were being implemented effectively. This emphasis on enforcement helped drive compliance 

with energy efficiency standards and regulations, leading to tangible reductions in energy intensity. (Zhou et al., 

2009) 

The Chinese government has put energy security at the top of the agenda and has recognized energy efficiency 

as one of the most effective approaches to deal with the country’s challenging energy and environmental 

dilemmas. With great efforts made by all government levels and the energy-intensive industries during the 11th 

FYP, China successfully decreased its energy intensity by 19.1%, saving the equivalent of 608 million tons of 

standard coal and reducing CO2 emissions by 1.5 billion tons. (Yang et al., 2015) 

 

4.2      Lessons Learned 

1. Strong government commitment and comprehensive policy framework: All three countries demonstrated 

a strong commitment from the government to prioritize energy efficiency through comprehensive national 

programs and initiatives. These programs were backed by robust policy frameworks, such as Vietnam's National 

Energy Efficiency Program (VNEEP), China's Medium and Long-Term Plan for Energy Conservation, and 

India's Energy Conservation Act 2001. 

2. Clear targets and monitoring mechanisms for energy savings: The energy efficiency programs in these 

countries set quantifiable targets for energy savings and reduction in energy intensity. They also established 

mechanisms for monitoring progress and tracking the achievements of these targets, which helped maintain 

accountability and gauge the effectiveness of the initiatives. 

3. The multi-pronged approach: The case studies highlight the adoption of a multi-pronged approach in the 

case of India, combining regulatory measures, financial incentives, awareness campaigns, and capacity-building 

efforts. This approach addressed various barriers and enabled the successful implementation of energy efficiency 

measures across different sectors. 

4. Focus efforts on key energy-intensive sectors: The programs in Vietnam, China, and India recognized the 

importance of targeting key energy-intensive sectors, such as industry, buildings, and transportation. Specific 

initiatives were tailored to address the unique challenges and opportunities within these sectors, maximizing the 

potential for energy savings. 

5. Collaboration and stakeholder engagement across government, industry, and stakeholders: Effective 

collaboration between various levels of government, industry, and other stakeholders was crucial for the 

successful implementation of energy efficiency programs. This collaboration fostered a shared understanding of 

the objectives and facilitated the coordination of efforts across different sectors and regions. 

6. Innovative policy instruments tailored to specific challenges: The case studies showcase the use of 

innovative policy instruments, such as China's Top-1000 enterprise program, which targeted the largest energy-
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consuming enterprises, and India's Energy Conservation Building Code (ECBC), which set minimum energy 

standards for commercial buildings. 

7. Continuous improvement and adaptation of programs over time: The energy efficiency programs in these 

countries were not static but rather evolved and adapted over time. For instance, Vietnam implemented three 

phases of its VNEEP program, incorporating lessons learned and adjusting targets and strategies based on 

changing circumstances and emerging challenges. 

8. Capacity building and awareness: Recognizing the importance of human resources and public awareness, 

these countries invested in capacity-building initiatives, education, and training programs to equip stakeholders 

with the necessary knowledge and skills to implement energy efficiency measures effectively. 

9. Prioritization of energy efficiency for enhancing energy security: The case studies highlight the strong 

link between energy efficiency and energy security, as all three countries recognized the potential of energy 

efficiency in reducing energy demand, enhancing energy availability, and mitigating the reliance on energy 

imports. 

5 Conclusion and Policy Recommendations 

The global energy crisis has highlighted the criticality of energy security and energy efficiency for Bangladesh. 

As a resource-constrained economy which is heavily reliant on imported fossil fuels, Bangladesh faces 

significant challenges in ensuring adequate and affordable energy supply. This study shows the vital link 

between energy efficiency and energy security, emphasizing that improving efficiency is crucial for mitigating 

the ongoing crisis and achieving sustainability. By optimizing resource utilization, reducing wastage, and 

promoting renewables, Bangladesh can enhance energy resilience and reduce vulnerability to market 

fluctuations. 

Most importantly, ensuring energy efficiency can also effectively improve of the energy security of country as 

seen in successful programs in Vietnam, India, and China. These include strengthening renewable energy 

initiatives, reducing fiscal burdens, formulating transparent policies, introducing efficiency programs, 

diversifying energy sources, and accelerating renewable adoption. Implementing these recommendations 

requires concerted efforts from all stakeholders, strong political will, effective governance, and robust 

institutional frameworks. Embracing energy efficiency as a strategic priority can unlock economic, social, and 

environmental benefits for Bangladesh, contributing to inclusive growth, climate change mitigation, and a more 

sustainable energy future.  

Hence, it is crucial for Bangladesh to seize the global energy transition opportunity and chart a path towards a 

secure, efficient, and sustainable energy future, overcoming the current crisis while positioning itself as a leader 

in the pursuit of a greener, more prosperous world. Based on the overall discussion, we provide a few policy 

suggestions. 

1. Strengthening renewable energy development initiatives:  Bangladesh needs to emphasize the importance 

of regularly revising energy policies to keep them aligned with emerging demands and technologies. There is a 

need for establishment of a dedicated entity responsible for reviewing renewable energy plans, pricing 

structures, and fiscal incentives. Additionally, promotion of local manufacturing of renewable energy equipment, 

enhance budgetary support for low-carbon growth, and revive rooftop solar programs should be considered. 

These measures could aim to foster a conducive environment for renewable energy investment and reduce 

dependence on fossil fuels. 

2. Introduce energy efficiency programs and ensure efficient Demand Side Management (DSM): The 

Bangladesh government must strengthen energy efficiency programs to encourage sales of high-efficiency 

household equipment. The government should offer tax credits for energy-saving technologies and incentives to 

consumers who buy energy-efficient equipment and appliances. Furthermore, peak demand can be reduced by 

using peak and off-peak tariff regimes. Through DSM programs, power utilities may improve operational 

efficiency, reliability, and financial gains associated with the system; customers can save energy by changing 

their consumption patterns, reducing demand during peak hours, and optimizing the profile structure. 
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3. Regional demand forecasts: Electricity demand growth, peak loads, economic, geographical, and 

demographic patterns differ greatly throughout Bangladesh's divisions. As a result, the regional economy's 

market principles call for the creation of region-specific demand forecasting tools for the electrical market in 

order to reduce operational, financial, price, environmental, and financial risks. This approach may be developed 

to include economic zones and transportation demands, ensuring perfect energy distribution.  Furthermore, the 

government must create accurate 5-year energy demand predictions to reduce excessive production resulting 

from overestimation. In addition, comprehensive collection and examination of data should reduce dependence 

on population estimates, leading to more exact energy demand forecasts. 

4. Invest in Energy infrastructure and technology upgrades: It is also important to address system losses and 

improve energy infrastructure. The government should allocate funds for upgrading aging energy infrastructure, 

modernizing transmission and distribution networks, and implementing smart grid technologies. This will not 

only reduce losses but also improve energy efficiency and reliability. 

5. Promote energy efficiency measures across sectors: The government should implement comprehensive 

energy efficiency policies targeting various sectors, including industries, buildings, and transportation. This 

could involve standards and labeling for energy-efficient appliances, building energy codes, and incentives for 

energy-efficient retrofits. 

6. Promote research and development in energy-efficient technologies: To foster innovation and develop 

locally relevant energy-efficient solutions, the government should allocate funds for research and development 

in energy-efficient technologies. This could involve collaborations between academia, research institutions, and 

industry, as well as incentives for private sector investments in energy-efficient technologies. 

7. Raise public awareness and encourage behavioral changes: Effective implementation of energy efficiency 

measures requires public awareness and participation. The government should launch campaigns to educate 

citizens about the benefits of energy conservation and promote energy-efficient practices in households and 

workplaces. This could involve disseminating information, providing incentives, and encouraging community-

based initiatives. Besides Raising tariffs on inefficient energy-intensive products, would also encourage citizens 

to adopt greener alternatives. 

 



1103 

References 

 

Abdulrazak, L.F., Islam, A. & Hossain, Md.B. (2021). Towards energy sustainability: Bangladesh perspectives, Energy 

Strategy Reviews, 38, p. 100738. doi: 10.1016/j.esr.2021.100738.  

Amin, S. B., Kabir, F. A., & Khan, F. (2020). Energy-output nexus in Bangladesh: A two-sector model analysis. Energy 

Strategy Reviews, 32, 100566.   https://doi.org/10.1016/j.esr.2020.100566  

Amin, S., Mansur, A. H., Kamal, S. M., & Groh, S. (2022). Powering up a Country into the Middle- Income 

Club. Electricity Access, Decarbonization, and Integration of Renewables: Insights and Lessons   from the Energy 

Transformation in Bangladesh, South Asia, and Sub-Sahara Africa, 21. https://doi.org/10.1007/978-3-658-38215-

5_2  

Atik, F. (2022, December 29). Bangladesh hit by energy crisis as Russia-Ukraine conflict drags on. Bdnews24.com. 

https://bdnews24.com/bangladesh/sknc6hkyyj 

Azam, M. (2019). Energy and economic growth in developing Asian economies. Journal of the Asia Pacific Economy, 

25(3), 447–471. https://doi.org/10.1080/13547860.2019.1665328 

Benoit, P. (2019, March 4). Energy and Development in a Changing World: A Framework for the 21st Century. Center on 

Global Energy Policy at Columbia | SIPA. https://www.energypolicy.columbia.edu/publications/energy-and-

development-changing-world-framework-21st-century/ 

BPDB Annual Report (2023) Bangladesh Power Development Board. Retrieved from 

https://bpdb.portal.gov.bd/sites/default/files/.portal.gov.bd/  

Cookson, F. (2022, February 27). What does the Ukraine war mean for Bangladesh? Dhaka Tribune. 

https://www.dhakatribune.com/opinion/op-ed/264611/what-does-the-ukraine-war-mean-for-bangladesh 

Energy Efficiency and Conservation Master Plan up to 2030 (2016, May). Sustainable and Renewable Energy Development 

Authority. Retrieved from https://elibrary.sreda.gov.bd/public/admin/files/books_ 

202104281990004944.pdf?fbclid=  

Farghali, M., Osman, A. I., Mohamed, I. M., Chen, Z., Chen, L., Ihara, I., . . . Rooney, D. W. (2023). Strategies to save 

energy in the context of the energy crisis: a review. Environmental Chemistry Letters. Retrieved from 

https://doi.org/10.1007/s10311-023-01591-5  

Gielen, D., & Taylor, P. (2009). Indicators for industrial energy efficiency in India. Energy, 34(8), 962–969. doi: 

10.1016/j.energy.2008.11.00  

IEA. (2019). Energy security – Multiple Benefits of Energy Efficiency. In IEA. https://www.iea.org/reports/multiple-

benefits-of-energy-efficiency/energy-security 

International Trade Administration. (2022, November 1). Vietnam Energy Efficiency. International Trade Administration 

(ITA). https://www.trade.gov/market-intelligence/vietnam-energy-efficiency 

Islam, A., Chan, E.-S., Taufiq-Yap, Y. H., Mondal, Md. A. H., Moniruzzaman, M., & Mridha, M. (2014). Energy security 

in Bangladesh perspective—An assessment and implication. Renewable and Sustainable Energy Reviews, 32, 

154–171. https://doi.org/10.1016/j.rser.2014.01.021 

Islam, M. S., Al-Amin, A. Q., & Sarkar, M. S. K. (2021). Energy crisis in Bangladesh: Challenges, progress, and prospects 

for alternative energy resources. Utilities Policy, 71, 101221. doi: 10.1016/j.jup.2021.101221  

Das, K. R., & Chakraborty, S. (2012). Electricity Crisis and Load Management in Bangladesh. Management Research and 

Practice, 4(2), 54–67. 

https://www.researchgate.net/publication/265313392_Electricity_Crisis_and_Load_Management_in_Bangladesh 

Khatib, H. (2015). Energy Security. In World Energy Assessment: Energy and the Challenge of Sustainability. 

https://www.undp.org/sites/g/files/zskgke326/files/publications/chapter4.pdf 

Ministry of Industry and Trade. (2021, September 29). National Award on Energy Efficiency 2021. Ministry of Industry 

and Trade Web Portal (MOIT). https://moit.gov.vn/en/news/industry-and-trade/national-award-on-energy-

efficiency-2021.html 

Mohsin, M., Hanif, I., Taghizadeh-Hesary, F., Abbas, Q., & Iqbal, W. (2021). Nexus between energy efficiency and 

electricity reforms: A DEA-Based way forward for clean power development. Energy Policy, 149, 112052. doi: 

10.1016/j.enpol.2020.112052  

https://elibrary.sreda.gov.bd/public/admin/


1104 

Murshid, K. A. (2020, Dec 01). Insights into the rural non-farm sector of Bangladesh. WhiteBoard.    Retrieved from 

https://whiteboardmagazine.com/1962/insights-into-the-rural-non-farm- sector-of-bangladesh/  

National Energy Balance 2020-21 (2022, October). Renewable Energy Development Authority. Retrieved from 

https://sreda.portal.gov.bd/sites/default/files/files/sreda.portal.gov.bd/page/639366d4_9e2  

Nguyen, V. (2021, September 2). Much to ponder for Vietnam’s energy efficiency ambitions. Vietnam Investment Review - 

VIR. https://vir.com.vn/much-to-ponder-for-vietnams-energy-efficiency-ambitions-87240.html 

Sahoo, S. K., Varma, P., Lall, K. P., & Talwar, C. K. (2016). Energy efficiency in India: Achievements, challenges and 

legality. Energy Policy, 88, 495–503. doi: 10.1016/j.enpol.2015.10.049  

Shukla, S., & Zia, H. (2016). Energy efficiency in India: Policies and their impacts. Energy Sources, Part B: Economics, 

Planning, and Policy, 11(10), 982–989. doi:10.1080/15567249.2013.799245  

SRC Global Inc. (2013). Vietnam Energy Policy and Program Review [Review of Vietnam Energy Policy and Program 

Review ]. USAID VIETNAM CLEAN ENERGY PROGRAM VIETNAM ENERGY EFFICIENCY POLICY and 

PROGRAM REVIEW, 21–22. https://pdf.usaid.gov/pdf_docs/PA00MXQ7.pdf 

SREDA (2021). National Energy Balance 2020-2021.  People’s Republic of Bangladesh. 

Taleb, S. A. (2022, December 31) Ukraine war deals a crippling blow to Bangladesh economy. Bdnews24.com. 

https://bdnews24.com/economy/umppcae863 

Tamim, M. (2022). What has led Bangladesh to its current energy crisis? The Daily Star. Retrieved from 

https://www.thedailystar.net/opinion/views/news/what-has-led-bangladesh-its-current-energy-crisis-3068621  

The World Bank. (2023, April 14). Vietnam Overview. World Bank. 

https://www.worldbank.org/en/country/vietnam/overview 

Thomson, E. (2022, November 8). 6 ways Russia’s invasion of Ukraine has reshaped the energy world. World Economic 

Forum. https://www.weforum.org/agenda/2022/11/russia-ukraine-invasion-global-energy-crisis/ 

Transparency Partnership. (2018, October 2). Implementing a national energy efficiency program. Partnership on 

Transparency in the Paris Agreement. https://transparency-partnership.net/gpd/implementing-national-energy-

efficiency-program 

United Nations. (2022, August 3). Global impact of war in Ukraine: Energy crisis. UNCTAD. 

https://unctad.org/publication/global-impact-war-ukraine-energy-crisis 

Varadhan, S., & Chew, C. (2023). Bangladesh's Worst Electricity Crisis in a Decade. REUTERS. Retrieved from 

https://www.reuters.com/world/asia-pacific/bangladeshs-worst-electricity-crisis-decade-2023-06-07/  

VNEEP. (2024, April 4). Approval of the National Energy Efficiency Program for the period of 2019-2030. National 

Energy Efficiency Programme - Ministry of Industry and Trade. http://vneec.gov.vn/gioi-

thieu/c15/introduction.html 

Akram, W.M., Arefin, A.M., & Nusrat, A. (2021). Prospect of green power generation as a solution to energy crisis in 

Bangladesh. Energy Systems. doi:10.1007/s12667-020-    00421-9  

Yang, M., Patiño-Echeverri, D., Yang, F., & Williams, E. (2015). Industrial energy efficiency in    China: Achievements, 

challenges and opportunities. Energy Strategy Reviews, 6, 20– 29. doi: 10.1016/j.esr.2014.11.007   

Zhou, N., Levine, M. D., & Price, L. (2010). Overview of current energy-efficiency policies in China. Energy Policy, 

38(11), 6439–6452. doi: 10.1016/j.enpol.2009.08.015  

https://pdf.usaid.gov/pdf_docs/PA00MXQ7.pdf


1105 

 

 

Impact of Price hike and Inflation on the Living Standard of  

Students: A Study on Comilla University 
 

 

Shanzida Jahan *  

Al-Amin ** 

Rafia Islam Lina*** 

 

 

Abstract 

Price hikes and Inflation are the most risky factors in economic and social life that pose greatest threat to an 

individual’s social stability and development. This paper is set to investigate effects of inflation on living 

standard of university students in Comilla University. The study focused on the impact on students in terms of 

calorie intake quantity, monthly income, expenditure, psychological impact, academic performance, coping 

strategies etc. The sample size is 106 and the sampling unit has been selected using stratified random 

sampling method. Both descriptive and Inferential statistics were used to analyze the data. SPSS and MS 

Excel 2010 were used to analyze the data. Major findings are that price hike and inflation makes goods and 

services more expensive. Respondents faced increase in the price of seasonal fruits (41.5%) and 

transportation cost (60%). Again, the study found that on average, 1.27 students living with their families 

accommodation cost got affected, whereas students living in university halls do not get affected, as there is a 

statistically insignificant relationship between the accommodation cost of university halls and living 

standards. The correlation coefficient between academic performance and decreased study hours is 0.359, 

this result suggests that as students cuts their study hours to earn more, their academic performance tends to 

decline. This study recommends that, universities should establish financial assistance programs or part time 

job opportunities by collaborating with local business to support students facing difficulties to meet their 

expenses. Universities also may offer counselling and mental health resources to help students to cope with 

the stress and anxiety from financial strains.  

Keywords: Price hike ‧ Inflation ‧ Living Standard 

 

CHAPTER-1 

Introduction 

1.1      Background of the study 

Price hikes and inflation are two of the most crucial challenges of the present time that are affecting world 

economic stability. Inflation and Price hike are different but relative concepts.  Price hike is the increase in the 

prices of particular goods or services due to changes in supply and demand, increased cost of production, natural 

disasters. On the other hand, Inflation, according to Houghton (2000), is an increase in the level of consumer 

prices or a decrease in the purchasing power of money brought on by an increase in the amount of money and 

credit that are readily available relative to the amount of goods and services that are readily available. 

In recent times, the world has witnessed an interplay of factors contributing to price hikes and inflation. One of 

them is covid-19. Pandemic COVID-19, which disrupted supply chains and led to labor market challenges, 

exposed vulnerabilities within economies. Supply shortages, increased demand for certain goods (e.g., medical 

supplies), and the need for adaptability in production processes contributed to abrupt price spikes. Political 

conflicts like the war in Ukraine disrupt resource supplies and cause sanctions, leading to price hikes for 
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essential goods like food and oil. This instability creates inflation by raising production and transportation costs 

across industries. 

The relationship between inflation and economic growth has drawn discussion from macroeconomists and 

policymakers in both developed and developing nations. Bangladesh is also going through this challenge. In the 

June 2023 budget, the Finance Minister withdrew taxes from many items and tried to give aid our agricultural 

sector and local business enterprises in many ways. 

In the budget 2023, the prices of these products are expected to rise: Mobile phone, land, software (imported), 

lift, pen, dates, cycles, LPG (cylinder), Basmati rice, etc. Prices of these products are expected to fall: Locally 

made cancer and diabetics medicines, raw materials for sanitary napkins, diapers, shampoo, soap, imported 

agricultural machinery. (Source: The Business Post) 

The price of the goods that was mentioned in the budget would increase, increased immediately.  

It’s interesting to point out that even after the budget, the price of items that were free from tax didn’t decrease.  

Higher prices of commodities have different effects across countries and population groups. When commodity 

prices rise, the poor are hit hardest. They struggle to afford essentials like housing, food, and clothing. This can 

force them to make tough choices, like reducing food intake or taking children out of school to work, which 

harms their health and well-being. Inflation and Price hike disproportionately affects everyone, but students are 

especially vulnerable. Rising costs of education and living expenses, coupled with limited income from part-

time jobs, create a financial burden that harms their well-being, academic performance, and ability to focus on 

studies. This makes them hypersensitive to sudden price increases. This study tries to explore the effects of the 

recent inflation and price hike on the living standard and coping strategies taken by students of Comilla 

University to tackle the situation. 

 

1.2      Objective 

To get an overview of the impact of inflation and price hike on the living standard of students at Comilla 

University. Specific objectives are as follows: 

ⅰ) to see the difference in consumption quantity of basic goods like food, health care, educational accessories 

before and after the price hike; 

ⅱ) to investigate the coping strategies of students in terms of their use of services like public transport, 

restaurants etc.; 

ⅲ) to investigate the psychological impacts of inflation and price hike on students; 

ⅳ) to evaluate the impact of price hike on the resident and non-resident students. 

 

1.3     Rationality of the Study 

Due to price hike like many other countries, Bangladesh also faces challenges connected to the affordability of 

one of the basic needs of a man, education. By conducting research on the impact of price hikes on the living 

standards of students in Bangladesh, this study can provide valuable insights into the challenges faced by 

students in accessing education, inform policy decisions, and contribute to creating an environment that supports 

their well-being, academic success, and overall quality of life. 

The results of this research can have policy implication for not only educational institutions but also government 

entities in Bangladesh. Bangladesh has a plan called “vision 2041”. To accomplish Bangladesh has to achieve 

SDGs. The study aligns with goals like Quality Education (Goal-4) and Reducing Inequalities (Goal-10). This 

may help to ensure a favorable learning environment students from all types of backgrounds.  

The reason behind choosing university student is this study required a group of people who get directly 

impacted or sensitive to such issues. Many of the university students do part time jobs to meet their expenses by 

their own. Some may not do part time jobs, lives away from their family, for example at university hall. As these 
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both categories get a limited cash and live within it, they face difficulties easily if there is a rise in prices of basic 

commodities. So, the direct impact of price hike could be observed in this group easily. 

  

CHAPTER-02 

LITERATURE REVIEW 

Review of the literature 

Large price shift significantly affects consumers' real disposable personal income and, as a result, their 

purchasing power. From the study conducted by Gagarawa et al., (2017) rising price level and inflation 

deteriorates the living standard. The paper investigated the effects of inflation on living standard of public 

primary school teachers in Gagarawa Local Government Area of Jigawa State–Nigeria in terms of their monthly 

income, expenditures and their comparative standard of living over the period (2014-2016).  Hypothesis was 

made according to the objective and structured questionnaire was used to collect data. 155 teachers were chosen 

as samples from the study's overall population. Frequency distribution and percentages were used to evaluate the 

data that had been gathered. Chi-square was used to test the hypotheses, and the results showed that the 

alternative was accepted while the null hypothesis was rejected. The main findings and conclusion are that 

because inflation reduces teachers' income, increases their expenses, subjects them to high-interest loans, and 

forces them to take on additional income-generating jobs in an effort to maintain their normal lives, these factors 

lower their standard of living. 

Studies revealed that the price rise in products forces the poor group of people to consume less. For example, a 

study conducted by Khanam et al., (2015) showed, in Bangladesh, rice is an essential staple meal, which 

provides 71% of all calories consumed, 58% of all protein consumed, and 15% of all household income in rural 

areas. The majority of Bangladeshi households buy rice on a net basis. Rice makes up 40% of the food budget 

for low-income households. Rice prices have, however, spiked significantly in 2008 and again in 2010 and 

2013. The study found that the 2008 food price hike pushed an additional 9 million Bangladeshis below the 

poverty line. Higher rice price increased poverty incidence and overall inflation in Bangladesh. Both primary 

and secondary data was used for the article. A stratified random sampling method was used to select the sample 

villages. The study found that, the 2008 food price hike pushed an additional 9 million Bangladeshis below the 

poverty line. A rice price rise affects food insecurity and, in turn, poverty for millions of Bangladeshi households 

by lowering real income and purchasing power. 

Nurbani et al., (2018) showed how food price volatility effects the life of people. Qualitative research was 

conducted in three research locations in order to get a clear understanding of how the changes in the prices of 

food, fuel, and other commodities affect people’s day-to-day consumption patterns, social relations, perceptions, 

and aspirations in various contexts of livelihood. From the research, we have learned that price volatility often 

concurs with income uncertainty and one of the ways people choose to cope with these problems is by adjusting 

food expenses, which take up the largest portion of households’ total expenditure. In addition, they buy daily 

needs on credit, work harder, borrow money from others (mostly relatives), and reduce social activities. 

Another study Sarkar, et al., (2010) was conducted to show the impact of price hike on the consumers way of 

living. The focus of the study was to determine the income and expenditure trends among the various categories 

of consumers with the aim to assess the impact of price increases on consumers' livelihoods and to identify the 

factors that contribute to price increases of daily necessities and the steps that can be taken to mitigate them. The 

study was conducted in Patuakhali district and 85 consumers was purposively selected. Data were collected by 

conducting in-person interviews with the chosen consumers during a field survey. Data were gathered from the 

first to third of December 2007 while keeping the objectives in mind. Daily essentials costs were gathered from 

various store owners at Board office Bazar and Pirtala Bazar in the dumki upazila of the patuakhali district at the 

same time. 

Torlesse et al., (2003) showed in his study the association of household rice expenditure with child nutritional 

status. To look into how variations in rice price affect child underweight, data from the Nutritional Surveillance 

Project were used on 81,337 children aged 6-59 months in rural Bangladesh between 1992 and 2000. A stratified 
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multistage cluster sampling design was used. The unions were randomly selected. It was found that, Rice 

expenditure was positively correlated with the percentage of underweight children. Households continue to 

consume the same amount of rice when rice prices decline, which results in a decrease in their rice expenditure. 

This enables households diversifying their diet. Rice does not contain meals with higher-quality protein or 

calories. The nutritional status of children increases when households spend more money on non-rice meals 

because both the quantity and quality of the diet rise 

A study by Raian (2009) showed, impacts of in food prices rise on school enrolment and dropout in the poor 

households in Bangladesh. It disclosed that the rice being a basic need, its price increase not only hampers the 

individuals but also overall welfare of the economy i.e country. It can impact the educational sector also. The 

goal of the study was to determine how much the increasing price of food affected Bangladesh's poor and 

vulnerable households' dropout rates. The paper also calculates the opportunity cost of putting off job to go to 

school and lists some of the new strategies being used to deal with the issue. The analysis used both primary and 

secondary data. Around 2 50 households were selected as sample. Questionnaire method was used to data. 

Data’s were also collected on enrolment, attendance and performance of students for the last three years - 

2006,2007, 2008. Findings from the study was, A significant proportion of dropped out children were engaged in 

different jobs with the aim of contributing to their household income.  When rice prices fall, households 

continue to consume a similar amount of rice; thus their expenditure on rice decreases. This allows households 

to spend more money on non-rice foods, and thereby to consume non-rice foods more frequently and to 

diversify their diet. Non-rice foods, particularly animal products, fruits, vegetables and oils, improve the quality 

of a rice-based diet because they tend to be a more concentrated source of micronutrients, higher quality protein 

and/or energy than rice. Because both the quantity and quality of the diet increase when households spend more 

on non rice foods, the nutritional status of children improves. 

In a study by Yesikar (2015), showed that, the impact of inflation hampers the consumption of services like 

public transportation, restaurant and watching movies. A cross-sectional observational study was carried out 

over 200 randomly selected people of different localities of Indore for duration of four months. Study was 

carried out using a pre-tested questionnaire, which included demographic questions and question related to use 

of public transport, going to Cineplex, use of restaurants and purchase of foreign products. The data was 

analyzed using appropriate statistical software. The findings from the study was, the public's ability to meet their 

basic needs and engage in daily activities like using public transportation, dining out, seeing movies, and buying 

food and other necessities is severely restricted as a result of price inflation. 

A study by R. Heltberg et al., (2012) showed, price hike impacts and coping strategies imposed severe hardship, 

and the main safety nets for most people were relatives, friends and mutual solidarity groups. The continuous 

global price volatility has compelled people to find strategies to combat this situation.  With the objective to 

describe crisis repercussions and examine how people dealt with the food, fuel, and financial crises between 

2008 and 2011, this article compiled qualitative field research from locations in 17 developing nations. The 

study did not follow a single template, but similar approaches were adopted. The field activities typically 

involved participatory focus group discussions Tools included prioritisation exercises such as matrix ranking and 

scoring, wellbeing ranking, time use assessments, food baskets and consumption analyses, occupation and social 

group ranking, and institutional mapping to identify sources of support. Individual semi-structured interviews 

were undertaken for household case studies, often over repeated research visits. Behind the apparent resiliency, 

the investigation revealed considerable struggles, including numerous instances of food insecurity, debt, asset 

loss, stress, and deteriorating crime and community cohesion. 

 

2.2       Literature Gap 

From the previous studies it has been the impact of price hike and inflation on broader scale. Few studies have 

been carried out to assess the impact on any individual group. Impact on university students living standard, 

academic performance and psychological wellbeing are the issues rarely got attention of policy makers. So, this 

study was conducted focusing these gaps. 
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CHAPTER-3 

METHODOLOGY 

 

3.1      Methodology 

This chapter covers the methodology used for the present study. 

 

3.2      Area of the Study 

The study was undertaken at Comilla University, which is among the public universities in Bangladesh, located 

in the Salmanpur area of Cumilla Sadar Dakkhin Upazila. It was established in 2006 as the 26th public university 

of the country. Currently there are 6 faculties consists of 19 departments with around 5160 students.  

 

3.3      Sampling Method 

3.3.1   Sampling Frame 

The population of the study consisted of undergraduate students who are currently studying in Comilla 

University. As it is unfeasible to test each and every unit of the population, a representative small portion of the 

population is selected to perform the research study.  

The total student population is 5160. Sub groups are identified within the population based on faculties and 

departments.  There are 6 Faculties and 19 departments are currently functioning in the university. The study is 

covering all the departments. So, present study utilized a Stratified Sampling Method to ensure representation 

from all departments. The process requires that the population may divided into homogeneous groups or groups 

called Strata. Initially, 6 subgroups on the basis of the number of the faculty was formed. The homogenous 

characteristics was considered departments of same faculty in a same strata. Then for next step, those subgroups 

were divided according to the number of departments they have. There are 5 batches currently running in each 

departments. So, the 19 groups were made previously would be consists of with the students of its own running 

5 batches. Students of the same departments are in same subgroup. So now the 6 subgroups are divided into 19 

groups (strata). 

 

3.3.2    Sample Size Calculation 

The study employed Stratified Sampling Method to obtain the sample unit. To get the sample size a 

mathematical procedure was required. The study took 2% of students from each departments. To determine the 

sample size, number of the sample from each departments were required. For example: 

Currently, 245 students are studying across 5 batches in Physics department of CoU. The study needed 2% 

students. 

The formula =    

                     =      

                     = 0.047 

The 2% of the Physics Department = (  ) 0.047 

                                                         =103.2   0.047  = 4.85                             

Since we can't have a fraction of a student, you would typically round up the sample size to the nearest whole 

number i.e 4.85 Therefore, a sample size of around 5 students would be appropriate for the study. 

The same procedure is applied for each 19 departments which is shown below: 
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Table 3.1: Sample Size of 2% population 

S.No. Department Name Total Students Sample (2% of the total students) 

1. Physics 245 5 

2. Chemistry 240 5 

3. Mathematics 295 6 

4. Statistics 245 5 

5. Pharmacy 200 4 

6. AIS 294 6 

7. Finnace and Banking 295 6 

8. Management Studies 296 6 

9. Marketing Studies 295 6 

10. Economics 285 6 

11. Public Administration 295 6 

12. Archelogy 245 5 

13. Anthropology 295 6 

14. Bangla 290 6 

15. English 295 6 

16. MCJ 245 5 

17. LAW 240 5 

18. CSE 275 6 

19. ICT 290 6 

 Total 5160 106 

 

The total population size is 5160. If 2% of this population would have taken the sample size was supposed to be 

103.2. As the sample size from each department is rounded up, the sample size for this research work is 106. 

 

3.4     Tools of Data Collection 

The tools used in the collection of data for the present study from the respondents was a self developed 

structured questionnaire titled “Questionnaire on Impact of Price Hike and Inflation on the living standard of 

students”. Some samples were taken by face to face interview. Some were collected by sending the question 

through E-mail to the respondent. 

 

3.5      Data  Analysis 

Descriptive statistics will be used, and the collected data will be analyzed with the help of SPSS , MS EXCEL 

2010 software. To establish the relationship between the interest (Living standard, coping strategies etc.) and 

factors affecting those variables (price hike, inflation) the study will use correlation analysis. The level of 

association between two variables is defined by correlation. The Pearson coefficients range from +1, 

representing a positive correlation, to -1, indicating an inverse correlation, with 0 signifying no 

connection between them. 
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CHAPTER-4 

RESULT AND ANALYSIS 

4.1      Analysis 

4.1.1  Ratio of respondents according to department 

The study was carried out in Comilla university. There are 19 departments in Comilla University. In this study, 

respondents taken from the departments like Economics, Public Administration, Finance and Banking, AIS, ICT, 

CSE, Marketing, Management, Bangla, English, Anthropology, Mathematics: 5.7% from each. 4.7% 

respondents were taken from the departments each LAW, Archaeology, Physics, MCJ, Chemistry, Statistics etc. 

3.8% respondents are from Pharmacy department. 

There are 19 departments currently running in Comilla University. For the present study 2% students were 

taken from each departments.  

 

Figure 4.1: Students from different Departments 

 
 

4.1.2     Monthly Expenditure 

Living standard of any individual is related to his monthly income. Here four categories were made to divide the 

respondents in high, medium and low income group. The categories are below 20,000 which would be called 

Low income group. Respondents with monthly income 21,000 to 30,000 would be called medium income 

group. Respondents ranged from 31,000 to 40000 would be called higher middle class and above 41,000 would 

be called high income group. 

 

Figure 4.2: Monthly income of the respondents 
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We have got 21.5% respondents whose income is below 20,000. Percentage of the respondents with the income 

ranged from 21,000 to 30,000 is 24.3%.  29% respondents earns monthly between 31,000 to 41,000 Taka. The 

rest respondents of the present study earns above 41,000 which is 24,3% of the total respondents. 

 

4.1.3 Monthly Expenditure 

Another indicator of Living standard of any individual is his monthly expenditure. So, to assess price hike and 

inflation’s impact on students, information’s about their monthly expenditure were required. Here four 

categories were made to divide the respondents. The four categories are: below 10,000,11000 to 20000,21000 to 

30000 and above 31000. 41.1% of the respondents monthly expenditure is below 10000, which is maximum in 

this analysis. 17.8% respondent’s monthly expenditure ranges from 11000 to 20000. 9.6% respondents spend’s 

monthly between 21000 to 30000. Rest 20.6% respondents spends above 31000 monthly. 

 

Figure 4.3: Monthly expenditure 

 
 

4.1.4    Financial Support Source 

To see the financial support source of respondents for present study, different possible sources were divided into 

four categories as follows: Family, Relatives, Part time jobs and others.  

 

Figure 4.4: Financial support source 

 

The majority of university students, accounting for 54.2%, rely on financial support from their families.  A 

smaller percentage, 5.6%, receive financial support from relatives. While this is a less common source of 

support, it still contributes to the overall financial picture for some students. 

Only 0.9% of students report receiving scholarships as their financial support source. Scholarships can play a 

role in mitigating the impact of price hikes for these individuals, but they are a minority in this context. A 

substantial proportion, 31.8%, of students rely on part-time jobs to support themselves. This group may be 

particularly vulnerable to the effects of price increases, as they are actively working to sustain their living 

standards while studying. 6.5% of students have unspecified "other" sources of financial support. Further 
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investigation would be needed to understand the nature of these sources and their potential susceptibility to price 

hikes. 

 

4.1.5    Price hike observed in different goods 

Price hike and Inflation when occurs, prices of goods and services that are necessary for daily life increases. 

These impacts are observed when those services are demanded. First, we are considering increase in food prices. 

As price increased, intake of food consumption decreases. Here, responses were taken in terms of respondents 

ability to buy seasonal fruits. 

 

Figure 4.5: Ability to buy Seasonal Fruits 

 
                

From the figure we can see that maximum respondents are not able to buy seasonal fruits as the percentage is 

41.5%.  

Price hike and Inflation effects also some services too. Present study also found that in practice. 

 

Figure 4.6: Price hike observed in Transportation Cost 

               

60% of the respondents faced increase in transportation cost which is the majority. So, price hike and inflation 

effected the transportation cost of the respondents. 

 

4.1.6    Correlation between Calorie intake quantity and seeking financial support 

Price hike and Inflation makes goods expensive to the consumers. It may not be possible to keep the 

consumption level same as before price hike for consumers with fixed income.  
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Table 4.1: Correlation between seeking assistance and ensuring required calorie intake 

 Sought assistance or support Ensure required calorie intake 

Sought assistance or 

support 

Pearson Correlation 1 .277** 

Sig. (2-tailed)  .004 

N 106 106 

Ensure required 

calorie intake 

Pearson Correlation .277 1 

Sig. (2-tailed) .004  

N 106 106 

 

A Pearson correlation coefficient of 1 for one variable indicates in this case, it means that as one variable 

increases, the other variable increases proportionally. A Pearson correlation coefficient of 0.277 for the second 

variable suggests a positive linear relationship with the first variable, but it is not perfect. This means that as the 

first variable increases, the second variable tends to increase, but the relationship is moderate and not extremely 

strong. The "Sig(2-Tailed)" value of 0.004 for the second variable is the p-value associated with the correlation 

coefficient. Therefore, it can be concluded that there is a statistically significant positive linear relationship 

between the second variable and the first variable. So if the respondents are financially aided, the could ensure 

their required calorie intake level. 

 

4.2.7    Change in ability to save of the respondents 

Higher prices leaves small or no portion of income remaining to the consumers to save. 

 

Table 4.2:   Descriptive Statistics 

 N Minimum Maximum Mean Std. Deviation Variance 

Influenced ability to save 106 1 3 1.65 .895 .801 

Valid N (listwise) 106      

 

The variable "Influenced ability to save" ranges from a minimum value of 1 to a maximum value of 3. This 

indicates that students' responses to this variable vary between these values, which could represent different 

levels of influence. The mean (average) value is 1.65. This suggests that, on average, students' perceived ability 

to save has been moderately influenced. 

The standard deviation is 0.895. It measures the dispersion or spread of the data points around the mean. A 

higher standard deviation indicates greater variability in responses. 

The variance is 0.801. It is the square of the standard deviation and represents the average of the squared 

differences from the mean. It provides additional insight into the spread of data. 

On average, students reported a moderate level of influence on their ability to save due to the price hike. The 

data also shows that this influence varies among students, as indicated by the standard deviation and variance 
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Correlation between Impact of price hike and inflation on monthly expenses and living standard 

Table 4.3: Correlation between Monthly affected expense and Living standard 

 

A Pearson correlation value of 1 indicates a perfect positive linear relationship. In this case, it suggests that the 

two variables are highly positively correlated. A Pearson correlation value of 0.119 suggests a much weaker 

positive linear relationship between the two variables. While it's still positive, it's much closer to zero, indicating 

a weaker linear association. In other words, as expenses increase, the living standard tends to increase slightly. 

However, the correlation is relatively low, indicating that the relationship is not very strong. The correlation 

between "Affected monthly expense" and itself is 1, which is expected because a variable is perfectly correlated 

with itself. The weak positive correlation suggests that there is some connection between students' monthly 

expenses and their living standards, but it's not a strong relationship. 

This could imply that as prices for various goods and services increase, students may adjust their expenses to 

maintain or improve their living standards to some extent, although other factors likely play a significant role in 

determining their living standards as well 

  

4.1.9    Correlation between cutting study hour to earn extra and academic performance: 

Students have to spend a lot of time in studying to do well in their studies. If their study hour decreases their 

academic performance may hamper. To combat price hike students may need to engage themselves in different 

part time jobs, which may compel them to cut their study hour. 

 

Table 4.4: Correlation between reduced study hour and academic performance 

 Academic performance Decreased study hour 

Academic performance 

Pearson Correlation 1 .359** 

Sig. (2-tailed)  .000 

N 106 106 

Decreased study hour 

Pearson Correlation .359** 1 

Sig. (2-tailed) .000  

N 106 106 

**. Correlation is significant at the 0.01 level (2-tailed). 

The correlation coefficient between academic performance and decreased study hours is 0.359. This value 

indicates a positive correlation. The p-value associated with this correlation is less than 0.01, specifically stated 

as "** Correlation is significant at the 0.01 level (2-tailed)." This correlation is statistically significant. 

So, in practical terms, this result suggests that as students reduce their study hours, their academic performance 

tends to decline. It's a strong and meaningful relationship, indicating that studying less is associated with poorer 

academic outcomes 

 

 Living Standard Affected monthly expense 

Living Standard           Pearson Correlation 

                                         Sig (2 -tailed) 

                                        N   

1 

 

106 

0.119 

 

106 

Affected monthly         Pearson Correlation                                           

expense           

                                       Sig (2 -tailed) 

 

                                        N          

0.119 

 

0.224 

 

106 

1 

 

 

 

106 
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4.1.10  Relationship between adjustment to spending habits and strategies employed 

When students face a price hike or increased financial pressure, they tend to make adjustments to their spending 

habits. These adjustments are associated with their adoption of coping strategies. 

 

Table 4.5: Correlation between strategy employed to cope and adjusted spending habit 

 Made 

adjustments to 

spending habit 

Strategy 

employed to 

cope 

Made adjustments to 

spending habit 

Pearson Correlation 1 .225* 

Sig. (2-tailed)  .021 

N 106 106 

Strategy employed to cope 

Pearson Correlation .225* 1 

Sig. (2-tailed) .021  

N 106 106 

*. Correlation is significant at the 0.05 level (2-tailed). 

  

The positive Pearson Correlation coefficient of 0.225 indicates a weak positive relationship between "Made 

adjustments to spending habit" and "Strategy employed to cope." This means that, to some extent, as students 

make adjustments to their spending habits (potentially in response to the price hike), they tend to employ coping 

strategies. The significance level of 0.021 (less than 0.05) indicates that this correlation is statistically 

significant. In other words, as the cost of living rises, students are more likely to change their spending 

behaviors, and this is linked to their adoption of specific strategies to manage their finances. 

 

4.2.11  How price hike and Inflation make the individuals feel: 

Price hike and inflation effects the psychological wellbeing of the consumers. In this study the psychological 

impacts have been categorized in 5 different mental state. Those are as follows: Stressed, Anxious, Helpless, 

Frustated, Indifferent. 

 

Figure 4.7: Individuals feelings toward price hike and inflation 

 

Stressed (16.0%): When prices rise, some individuals may experience stress. This stress can stem from concerns 

about their ability to afford essential goods and services, which can lead to financial strain. 

Anxious (25%): An even larger percentage of people feel anxious when prices increase. This anxiety often arises 

from worries about the impact of higher prices on their budgets and overall financial stability. 

Helpless (21%): This feeling of helplessness likely arises from the belief that they have little control over the 

rising costs of goods and services, which can be a source of frustration and stress. 

Frustrated (34%): Nearly all respondents express frustration when prices go up. This frustration may result from 

the perception that they are being unfairly burdened by increasing costs, which can negatively affect their 

quality of life. 
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Indifferent (4%): A small minority of people appear to be indifferent to price hikes.  

Overall, these findings indicate that price hikes generally have a negative impact on people's emotional well-

being, with anxiety, helplessness, and frustration being the most common reactions. This data underscores the 

importance of addressing rising prices to alleviate the financial and emotional stress experienced by 

individuals and households. 

 

4.2.12  Correlation between increase in accommodation fees in halls and living standard of the 

respondents 

Price increases and inflation have a significant negative impact on students since they must make ends meet 

on a tight budget. They are forced to degrade their living standard in this situation. 

 

Table 4.6: Correlation between Accommodation fees increased in hostels and  

Living Standard of the respondents 

 Accommodation fees increase in halls Living Standard 

Accommodation fees 

increase in halls 

Pearson Correlation 1 .105 

Sig. (2-tailed)  .283 

N 106 106 

Living Standard 

Pearson Correlation .105 1 

Sig. (2-tailed) .283  

N 106 106 

 

The value of pearson correlation 0.105 indicates a positive correlation between the increase in accommodation 

fees in halls and students' living standards. This means that as accommodation fees in halls tend to rise, living 

standards also tend to increase, but the relationship is very weak. 

The p-value of 0.283 is important for determining the statistical significance of the correlation. In this case, a p-

value of 0.283 is greater than the conventional significance level of 0.05. This suggests that the observed 

correlation is not statistically significant. 

 

4.1.13  Impact of price hike and inflation on Accommodation fees in family housings 

When price of other commodities increases, accommodation fees also increase simultaneously.  

Individual’s are forced to choose alternative cheap products which may impact their living standards 

significantly. 

Table 4.7: Descriptive Statistics 

 

Minimum and Maximum Values which are ranges from 0 to 3 in accommodation fee increases indicates that 

some students experienced no increase in fees, while others saw their fees rise by up to 3 units. This variation is 

essential to acknowledge because it shows that not all students are affected equally. 

The standard deviation of around 0.670 indicates the spread or dispersion of the data points around the mean. In 

this context, it means that while the mean increase is 1.27, individual students' fee increases can vary from this 

mean by approximately 0.670 units 

 N Minimum Maximum Mean Std. Deviation 

Statistic Statistic Statistic Statistic Std. Error Statistic 

Accommodation fees 

increase in family housings 

106 0 3 1.27 .065 .670 

Valid N (listwise) 106      
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In summary, the descriptive statistics suggest that there is variation in how students have been impacted by the 

accommodation fee hike. While the average increase is moderate (1.27 units), the wide standard deviation 

indicates that some students are facing significantly higher fee increases, potentially causing more financial 

strain, while others have been less affected.  

 

CHAPTER-05 

CONCLUSION AND RECOMMENDATION 

 

5.1     Conclusion 

This research has provided valuable insights into the significant repercussions of price hikes and inflation on the 

living standards of university students. The majority of university students in Comilla university, a public 

university of Bangladesh, as observed in this study, have directly experienced the adverse consequences of price 

hikes and inflation. In response to these challenges, many students have had to seek financial assistance, 

including loans or part-time employment, to meet their financial obligations. Additionally, some students have 

been compelled to reduce their study hours to earn extra income, resulting in adverse effects on their academic 

performance. Consequently, their grades have suffered, potentially compromising their future prospects.  

Furthermore, this research underscores the alarming impact of these economic challenges on the psychological 

well-being of university students in Bangladesh. The stress and anxiety stemming from financial insecurity, 

combined with the academic pressure they face, have taken a toll on their mental health. These students are at a 

heightened risk of burnout, depression, and an overall reduction in life satisfaction. 

 

5.2     Recommendations 

From the findings of the study, here are some recommendations for universities, governments, and relevant 

stakeholders to ensure a supportive environment for students. 

Financial Assistance Programs: Universities and governments should establish or expand financial assistance 

programs to support students facing financial difficulties due to price hikes and inflation. This may include 

scholarships, grants, or low-interest loans. Universities should increase the amount considering the inflation and 

price hike rate and provide the amount in monthly, if not possible in 3 or 4 months interval.   

Financial Literacy Education: Educating students the knowledge and abilities to manage their money wisely 

helps lessen the harmful effects of economic hardship. Incorporate financial literacy education into the 

university curriculum. 

Part-Time Work Opportunities: Universities should collaborate with local businesses to create part-time job 

opportunities on or near campus. Flexible work options can help students earn income without sacrificing their 

study hours. 

Counseling Services: Universities should offer counseling and mental health resources to help students cope 

with the stress and anxiety resulting from financial strain. 

Price Control Policies: Advocate for policies aimed at controlling inflation and ensuring that essential goods 

and services remain affordable for students.  

Student Support Networks: Encourage the formation of student support networks or clubs where students can 

share their experiences and seek advice from peers who have successfully navigated financial challenges. 

 

5.3      Limitations 

While carrying out the study, some obstacles were faced. Those were: 

1. Time limitation: This study used stratified random sampling method to select the sample units which usually 

takes 5 to 10% of the total populations. But as the time was limited, present study took 2% from each strata to 

conduct the report. That’s why, the study was confined to a representative sample size of 106 university 

students. 
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2. Budget Constraint: As there was no allotment for the research work, researcher faced many budget 

constraints to pay transportation costs, printing costs etc. 

3. Respondents were not Cooperative: This study required some sensitive personal information’s like monthly 

family income, expenditure, some respondents were not comfortable to share these type of information’s. These 

situations made the data collection difficult. 
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3.Batch 

a.12th 

b.13th 

c.14th 

d.15th 

e.16th 

 

4. Monthly Family income 

a. below 20,000 

b. 21,000 to 30,000 

c. 31, 000 to 40,000 

d. above 41,000 

 

5. Monthly Expenditure 

a. below 10,000 

b. 10,000 to 20,000 

c. 21,000 to 30,000 

d. above 31,000 

 

6. Your Financial support source 

a. Family 

b. Relatives 

c. Scholarship 

d. Part time job 

 

7. Have you noticed an increase in prices for essential goods and services in the past few months? 

a. Yes 

b. No 

c. Not Sure 

 

8. How have Price Hikes affected your monthly expenses? 

a. Increased Significantly 

b. Increased Moderately 

c. Remained Relatively stable 

d. Not sure 

Other: 

 

9. How would you describe your current living standard? 

a. Comfortable 

b. Average 

c. Struggling 

d. Poor 
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Section-1: Difference in consumption quantity of basic goods before and after the price hike 

10. Which Goods or Services have you observed significant price hike in? 

a. Food 

b. Housing rent 

c. Healthcare 

d. Education 

e. Others 

 

11. Have you able to ensure your required calorie intake amount due to price hike and inflationary pressure? 

a. Yes 

b. No 

c. Not sure 

 

12. Are you able to buy seasonal fruits according to your required amount? 

a. Yes 

b. No 

c. Maybe 

 

13. Did you have to walk instead of using any transport because of increased cost? 

a. No 

b. Yes 

 

14. Do you have to decrease your spending on educational materials due to price hike? 

a. Yes 

b. No 

c. Maybe 

 

Section-2: Coping strategies 

15. Have you ever cut your study hour for engaging yourself any part time job to meet your extra expense?  

a. Yes 

b. No 

 

16. Have you sought any assistance or support from social welfare programs or organizations due to price hikes? 

a. Once 

b. Several times 

c. Never 

 

17. Have price hikes influenced your ability to save money for the future? 

a. Yes 

b. No 

c. Maybe 
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18. Have you had to make any adjustment to your spending habits due to price hike and Inflation? 

a. Yes 

b. No 

c. Not sure 

 

19. What strategies do you employ to cope with the impact of price hike and inflation? 

a. Spending less 

b. Relying on family or relatives 

c. Seeking for scholarship or Grants 

d. Others 

 

                                         Section:3- Psychological impact 

20. How do price hikes make you feel? 

a. Stressed 

b. Anxious 

c. Helpless 

d. Frustrated 

e. Indifferent 

 

21. Have you experienced any of the following psychological symptoms due to the price hikes? 

a. Sleep disturbance 

b. Anxiety 

c. social withdrawal 

d. Lack of concentration 

e. Other: 

 

22. Do you feel that the price hikes have affected your academic performance or productivity? 

a. Yes 

b. No 

c. Not sure       

 

Section-4: Impact of price hike on the resident and non-resident students. 

23. If you are staying in university halls, has accommodation fees increased recently? 

a. Yes 

b. No 

 

24. If you are staying with your family, have you noticed the increase in household expenses impacted your 

living condition at home?  

a. Yes 

b. No 
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cwiewZ©Z wek¦ A_©bxwZ I evsjv‡`k 4_© wkí wecø‡ei hy‡Mi K…wl:  

KZUv cÖ¯‘Z evsjv‡`k 

Changing Global Economy & Bangladesh Agriculture in the Age of 4IR: 

 How Ready is Bangladesh? 
 

kvBL wmivR
*

 

Shykh Seraj 

 

evsjv‡`k A_©bxwZ mwgwZ †ckvRxex msMVb¸‡jvi g‡a¨ AZ¨šÍ gh©v`vi Avm‡b AwawôZ| A_©bxwZ kv ¿̄ wb‡q D”Pwk¶v wb‡q‡Qb Ggb bgm¨ e¨w³iv 

Gi mf¨| †mB wePv‡i G †`‡ki †kÖô mšÍvb‡`i A‡b‡KB A_©bxwZ mwgwZi m`m¨ n‡q †`‡k Ges  †`‡ki evB‡i †_‡K bvbvfv‡e Ae`vb †i‡L 

P‡j‡Qb| MZ K‡qK eQi a‡i A_©bxwZ mwgwZi GKwU wPwV cvB—`yB eQi cici †h m‡¤§jbwU nq, Zvi cÖKvkbvq Avgvi GKUv †jLv †P‡q| 

eZ©gvb mfvcwZ, we‡kl K‡i Aveyj eviKvZ fvB Avgvi `xN©w`‡bi cwiwPZ, myü`| Zuvi mv‡_ K_v e‡j Rvb‡Z cvijvg, evsjv‡`k A_©bxwZ 

mwgwZi Gev‡ii wØevwl©K m‡¤§j‡bi g~j cÖwZcv`¨ ÒcwiewZ©Z wek¦ A_©bxwZ I evsjv‡`kÓ| welqwU gv_vq †i‡L A‡MvQv‡jv wKQy wPšÍvfvebv 

Avcbv‡`i mv‡_ †kqvi KiwQ|  

ïiæ Ki‡Z PvB eªvvwR‡ji ciivó«gš¿x gvD‡iv wf‡qivi evsjv‡`k mdi w`‡q| 8 GwcÖj 2024 evsjv‡`k md‡ii wØZxq w`‡b e¨emvqx‡`i kxl© 

msMVb GdwewmwmAvB‡qi Av‡qvR‡b B›UviKw›U‡b›Uvj †nv‡U‡j GKwU Abyôv‡b wZwb e‡j †M‡Qb, Òevsjv‡`‡ki Lv`¨ wbicËv Ges cywó wbivcËvi 

Askx`vi n‡Z Pvq eªvwRjÓ| gvD‡ivi GB e³e¨wU cÖwYavb‡hvM¨ e‡U| KviY eªvwRj wPwb, mqvweb, Miæi gvsm, gyiMxi gvsm, Zzjv, Kwdmn A‡bK 

c‡Y¨i kxl© ißvwbKviK| evsjv‡`‡k Gme c‡Y¨i e¨vcK Pvwn`v i‡q‡Q, Kv‡RB eªvwR‡ji mv‡_ evsjv‡`‡ki evwYR¨ e„w×i h‡_ó my‡hvM i‡q‡Q| 

Avgvi Rvbvg‡Z, MZ K‡qK `kK a‡i mqvweb †Zj, wPwb Ges Zzjvi eo Ask Avg`vwb n‡”Q eªvwRj †_‡K| gš¿x evnv`y‡ii md‡ii Av‡MB GKwU 

kxl© ’̄vbxq ˆ`wb‡K Miæi gvsm Avg`vwbi m¤¢vebv wb‡q Lei cÖKvwkZ nIqvi ci mvgvwRK †hvMv‡hvM gva¨‡gI †ek PP©v Pj‡Q| cv‡ki †`k fviZ 

†_‡KI Kg `v‡g Miæi gvsm Avg`vwbi K_v e‡jb A‡b‡KB| Avwg GdwewmwmAvB‡qi A‡eZb‡fvMx Dc‡`óv‡`i GKRb| 20 gvP© ms ’̄vwUi cÖavb 

Kvh©vj‡q K…wlLvZ wb‡q GK Av‡jvPbvq GKRb e¨emvq †bZv e‡jB †dj‡jb, Zv‡K AbygwZ w`‡j G‡`‡ki gvbyl‡K ỳBk †_‡K AvovBk UvKv 

†KwR `‡i fviZ †_‡K Miæi gvsm G‡b LvIqv‡eb wZwb| GKRb †fv³v wn‡m‡e GUv Avgvi Kv‡Q ¯̂w Í̄i welq n‡Z cvi‡Zv| Z‡e AZ¨šÍ web‡qi 

mv‡_ ejwQ, Avwg †gv‡UB Lywk nBwb| cvVK fyj eyS‡eb bv| AvwgI PvB Avcwb mvkÖqx `v‡g Miæi gvsmmn me cY¨ wKb‡Z cv‡ib| wKš‘ K…wli 

LvZ-DcLvZ wb‡q cÖvq 5 `kK a‡i KvR Kivi AwfÁZv †_‡K ej‡Z cvwi, AvZ¥wbf©ikxj nIqvi my‡hvM _vK‡j †Kb Avgiv †Póv Kie bv? GUv 

wVK †h wek¦vq‡bi GB hy‡M Avgiv †Kb, DbœZ we‡k¦i †`k¸‡jvI njd K‡i ej‡Z cvi‡ebv †h me wKQy‡ZB Zviv ¯̂qsm¤ú~Y© n‡q hv‡e| Z‡e, K…wl 

†h‡nZz Avgv‡`i c~e© cyiæ‡li †ckv, nvRvi eQi a‡i K…wlB Avgv‡`i mg„w× G‡b w`‡q‡Q, Avi †mB mg„× cwjgvwUi Nªv‡Y mvZ mvMi †Zi b`x cvi 

n‡q Avie, Bs‡iR, Ij›`vR, divmxmn bvbv Rv‡Zi gvbyl G‡m‡Q GB f‚L‡Ð| Avgiv abx wQjvg e‡jB †ewbqviv G †`‡k G‡m‡Q e¨emv Ki‡Z| 

Kv‡RB Avw` †ckv K…wl‡Z hw` g‡bv‡hvM †`Iqv hvq, Z‡e ¯̂vaxbZvi †h ¯̂cœmva—†mvbvi evsjv Movi—Zv †gv‡UB KwVb KvR bv, GUv Avwg 

g‡bcÖv‡YB wek¦vm Kwi| wKš‘ Z_¨cÖhyw³i Pig DrK‡l©i GB mg‡q bxwZwba©viK‡`iI n‡Z n‡e †PŠKl Ges `~i`k©x| 1g, 2q Ges 3q wkí wecø‡ei 

mydj KZUv N‡i Zzj‡Z †c‡iwQ, †mwU we‡kølY Ki‡Z n‡e wb‡g©vnfv‡e|  

wkí wecø‡ei BwZnv‡m wZbwU wecø‡ei K_v Avgiv wewfbœfv‡e †R‡bwQ| 4_© wkí wecøe Avgiv GLb wb‡Ri †Pv‡L †`LwQ| A‡c¶vK…Z ZiæY‡`i GKUz 

BwZnvm †_‡K Nywi‡q Avb‡Z PvB| 1760 mv‡j ev®úxq BwÄb Avwe®‹v‡ii gva¨‡g cÖ_g wkí wecøe msMwVZ n‡qwQj| 1870 mv‡j we`y¨r Avwe®‹v‡ii 

d‡j wØZxq wkí wecøe msMwVZ nq| we`y¨‡Zi Drcv`b I e¨envi gvbyl‡K G‡b †`q mn ª̄ eQ‡ii MwZ| d‡j Drcv`b wk‡í Av‡m Avg~j cwieZ©b| 

Z…Zxq wkí wecøe msMwVZ nq 1960 mv‡j Z_¨cÖhyw³ D™¢‡ei d‡j| Kw¤úDUvi I B›Uvi‡bU cÖhyw³ wewfbœ wkíLv‡Z Av‡b Afvebxq cwieZ©b| 

wk‡íi weKv‡k gvivZ¥K ¶wZMÖ Í̄ n‡q‡Q K…wl| wKš‘ hš¿ wK K…wl‡ZI ˆewcøeK cwieZ©b Av‡bwb? BwZnvm e‡j jvjB wQj K…wli cÖ_g hš¿| c‡i ax‡i 

ax‡i AvaywbK †_‡K AvaywbKZi n‡q‡Q K…wlhš¿| GLb DbœZ K…wl gv‡bB hš¿wbf©i K…wl| Rwg ˆZwi †_‡K dmj ecb, dmj †Zvjv, msi¶Y Ggb 

†Kvb †¶Î †bB †hLv‡b h‡š¿i e¨envi †bB| mg‡qi mv‡_ mv‡_ cv‡ë hv‡”Q K…wl hvwš¿Kxi‡Yi aiY I avib| ïay hš¿B GLb †kl K_v bq| GB h‡š¿i 

e¨envi ¯̂qswµq K‡i †ZvjvwUB eZ©gvb mg‡qi me‡P‡q eo ˆeÁvwbK cÖqvm| BD‡iv‡ci †`k¸‡jv Lv`¨dmj Drcv`‡b ¯̂qsm¤ú~Y© bq| wKš‘ cÖhyw³ 

DrK‡l© Zviv GwM‡q| Rvg©vwb‡Z K…lK ch©v‡q †`‡LwQ AZ¨vaywbK K…wlh‡š¿i e¨envi| Avi GB Rvg©vwb‡ZB m~wPZ n‡q‡Q PZz_© wkí wecø‡ei aviYv| 

PZz_© wkí wecøewU g~jZ wWwRUvj wecøe| c~e©eZ©x wkí wecøe¸‡jvi †¶‡Î gvbyl hš¿‡K cwiPvjbv Ki‡Q; wKš‘ PZz_© wkíwecø‡ei mg‡q hš¿ wb‡RB 

wb‡R‡K cwiPvjbv Ki‡Q| 

cÖwZ eQi Px‡b AbywôZ AvšÍR©vwZK K…wl hš¿cvwZ †gjvq Ask MÖnY Kwi| †mLv‡b wewfbœ  †mwgbvi I wm‡¤úvwRqv‡g AvMvgx w`‡bi K…wlhš¿ wb‡q 

c„w_exi K…wl cÖ‡KŠkjx I weÁvbx‡`i wPšÍvfvebv I M‡elYvI D‡V Av‡m| K…wlh‡š¿i gvV cÖ`k©bx‡Z wM‡q †`‡LwQ Px‡bi kxl© ’̄vbxq †Kv¤úvwb¸‡jv GLb 

                                                      
*     cwiPvjK, P¨v‡bj AvB, ü`‡q gvwU I gvbyl Kvh©µg, knx` ZvRDÏxb ¯§iYx, †ZRMvuI, XvKv| B †gBj: shykhs@gmail.com 
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BD‡iv‡ci cvkvcvwk Gwkqvi †`k¸‡jv‡K gv_vq †i‡L ¯̂qswµq me K…wlhš¿ Dbœqb Ki‡Q| 2019 mv‡j Px‡bi K…wlhš¿cvwZ ˆZwii e„nr cÖwZôvb 

†jv‡fv‡ji †nW‡KvqvU©vi Ges hš¿cvwZ ˆZwii KviLvbv Ny‡i †`Lvi my‡hvM n‡qwQj| †jv‡fvj n‡”Q K…wl, wbg©vY I AeKvVv‡gv hš¿vsk QvovI fvix I 

e„nr hvbevnb wbg©vYKvix cÖwZôvb wn‡m‡e Px‡bi kxl© ’̄vbxq cÖwZôvb| GwU D”PZi cÖhyw³ cÖwZôvb wn‡m‡eI Pvj‡Ki Avm‡b| 1998 mv‡j cÖwZwôZ 

GB †jv‡fvj †Kv¤úvwbi Kg©xi msL¨v 16 nvRv‡ii †ewk| †jv‡fvj 120wU †`‡k Zv‡`i AvaywbKZg K…wlhš¿ mieivn Ki‡Q| 

`vbevKvi wekvj Uªv±i †_‡K ïiæ K‡i AwZ ¶y`ªvK…wZi †iveU w`‡q KxUbvkK wQUv‡bvi ¯̂qswµq †Wªvb meB ˆZwi Ki‡Q Zviv| K_v nq, †jv‡fvj 

†nwf BÛvwó«R wjwg‡U‡Wi †Rbv‡ij g¨v‡bRvi (IfviwmR) mvb †Wwgs Gi m‡½| wZwb Rvbvb, Px‡bi wekvj K…wl Lvgvi¸‡jvi Rb¨ K…wÎg eyw×gËvi 

¯̂qswµq h‡š¿i Pvwn`v evo‡Q| ïay Px‡bB bq, Zv‡`i evRvi GLb mviv c„w_ex Ry‡o| Avgvi wRÁvmv wQj, evsjv‡`‡ki g‡Zv †`‡ki †hLv‡b LÐ LÐ 

f‚wg i‡q‡Q, †mLv‡b GZ wekvj AvKv‡ii K…wlhš¿ e¨env‡ii my‡hvM †bB, G wb‡q Zv‡`i †Kvb weKí wPšÍv Av‡Q wK bv? G cÖ‡kœi Rev‡e Lye †KŠkjx 

wQ‡jb mvb †Wwgs| wZwb e‡jb, ÔAvcvZZ Avgiv ¶y ª̀ K…l‡Ki Rb¨ K…wlhš¿ ˆZwii K_v fvewQ bv| Px‡bi Ab¨vb¨ †Kv¤úvwb¸‡jv †QvU hš¿ ˆZwi 

Ki‡Q| Z‡e evRv‡i eo Pvwn`v ˆZwi n‡j Avgiv wbðqB ¶y`ª hš¿cvwZ ˆZwi‡ZI †j‡M hve|Õ †evSv †Mj †jv‡fvj †Kv¤úvwb K…wlwk‡íi hš¿cvwZi 

evRviUv wb‡qB AvMÖnx| KviY AvMvgxi K…wl †h wk‡íi K…wl, †m mZ¨ Zviv †ek fv‡jvfv‡eB ey‡Sï‡b wb‡q‡Q|  

wek¦e¨vcx K…wli hvwš¿KxiY wb‡qB ª̀æZ AMÖmi n‡”Q c„w_ex| Kvi †P‡q †K KZUv DrKl© mvab Ki‡Z cv‡i Pj‡Q †mB cÖwZ‡hvwMZv| Avmv hvK, 

Avgv‡`i †`‡ki †cÖÿvc‡U| GB gyn~‡Z© hvwš¿KxKi‡Yi †h Z_¨wU me‡P‡q Av‡M Avgv‡`i mvg‡b Av‡m, Zv n‡jv—K…wl hvwš¿KxKi‡Yi Rb¨ fZz©wK‡Z 

K…wlhš¿ weZi‡Yi j‡¶¨ 3 nvRvi 20 †KvwU UvKvi miKvwi cÖKí Pj‡Q| 2025 mv‡j cÖKíwUi †gqv` †kl nIqvi K_v| 

†`‡ki 64wU †Rjvi cÖvq me Dc‡Rjvq K…wle¨e ’̄vi AvaywbKvq‡b G cÖKí ev Í̄evq‡b KvR Ki‡Q K…wl m¤cÖmviY wefvM| cÖkœ n‡jv, GB wecyj 

As‡Ki cÖK‡íi m‡½ Avgv‡`i hvwš¿KxKi‡Yi DrKl©, M‡elYv, AvaywbK Z_¨cÖhyw³ mshy³xKi‡Yi RvqMvwU †Kv_vq? ïay K…wlhš¿ †Kbv, bv-wK Gme 

Dbœqb I DrK‡l©i RvqMv‡ZI KvR Ki‡Q GB cÖKí| Avgv‡`i K…wlhvwš¿KxKi‡Y eo mvdj¨wU wnmve Kiv nq Rwg Kl©‡Y| c„w_exi cÖvPxbZg 

Avwe®‹vi f‚wg Kl©‡Yi †¶‡Î GLb †_‡K kZ eQi Av‡M GB f‚wg‡Z †h U«v±i G‡mwQj, †mB RvqMv‡Z Avgiv kZfv‡Mi KvQvKvwQ e¨envi c~Y© Ki‡Z 

†c‡iwQ a‡i †bqv nq| hw`I ỳM©g Ggb AÂjI i‡q‡Q †hLv‡b GLbI Uªv±i †cuŠ‡Qwb| †`‡ki K…wl hvwš¿KxKi‡Yi wPÎ n‡jv Rwg Pv‡l 95 kZvsk, 

†mP e¨e ’̄vq 95 kZvsk, dmj †Zvjv ev nvi‡f‡÷ 1.5 kZvsk, avb gvovB‡q 95 kZvsk, †ivc‡Y `kwgK 5 kZvs‡kI Kg| g~j msK‡Ui 

RvqMvwU GLv‡bB| dmj Drcv`bc~e©eZ©x hvwš¿KxKi‡Y †h AMÖMwZ AR©b K‡iwQ, Drcv`b I Zvi cieZ©x cÖwµqvKi‡Y wcwQ‡q _vKvq Avgv‡`i wecyj 

cwigvY dm‡ji ¶wZ n‡”Q| 

hvwš¿K K…wl ej‡Z Avgiv ïay eySwQ dmj K…wl‡Z h‡š¿i e¨envi| wKš‘ K…wl ïay avb-Mg ev kvKmewR bq| Mevw`, cvwL I cÖvwYi jvjbcvjb ev 

grm¨Lv‡ZI †h h‡š¿i e¨envi evov‡Z n‡e †m K_vUv Avgiv †Zgbfv‡e fvewQ bv| A_P Pxb-Rvcvb †_‡K ïiæ K‡i DbœZ we‡k¦i A‡bK †`kB K…wli 

LvZ-DcLvZ¸‡jv‡Z h‡š¿i e¨envi †hgb wbwðZ K‡i‡Q Zviv `viæYfv‡e GwM‡q †M‡Q K…wÎg eyw×gËvi e¨env‡iI| 2018 mv‡j `w¶Y †Kvwiqvi 

M¨vsbv‡gi GK cÖZ¨šÍ MÖv‡g K…lK wKg‡K †`‡LwQ Zvi Miæi Lvgv‡i AvBIwU Ges K…wÎg eyw×gËv e¨envi K‡i Kxfv‡e GKvB Kg Li‡P Kg mg‡q 

wekvj GKwU Lvgvi cwiPvjbv Ki‡Qb|  

Avgv‡`i †`‡ki K…wlhš¿ cÖ ‘̄ZKviK cÖwZôvb¸‡jvi ZrciZv †`L‡Z wM‡qwQjvg| wm‡jU kn‡ii Avjgcyi wewmK wkíbMix‡Z †emiKvwi ch©v‡q 

†`‡ki Ab¨Zg e„nr K…wlhš¿ cÖ ‘̄ZKviK cÖwZôvb Avwjg G‡MÖv BÛvw÷ªR wjwg‡U‡W| 1965 mv‡j †QvU GK IqvK©kc †_‡K hvÎv ïiæ K‡i GB 

†Kv¤úvwb GLb †`‡ki K…wl‡¶‡Îi eZ©gvb I AvMvgxi Pvwn`v we‡ePbv K‡i K…wlhš¿ cÖ ‘̄Z Ki‡Q| K…wlh‡š¿i m‡½ AvaywbKZg cÖhyw³ mshyw³i wel‡q 

KZ ~̀i AMÖmi n‡”Q Avgv‡`i ’̄vbxq †Kv¤úvwb¸‡jv, †m wel‡qI K_v e‡jwQjvg cÖwZôvbwUi KY©avi Avwjgyj Avnmvb †PŠaywii m‡½| wZwb 

e‡jwQ‡jb, K…wl Avi Av‡Mi g‡Zv _vK‡Q bv| hvwš¿KxKi‡Yi DrKl©B GB cwieZ©‡bi RvqMvwU `Lj Ki‡Q| GLvbKvi wkí cÖwZôvb¸‡jv‡K †mwU 

Mfxifv‡eB we‡ePbvq Avb‡Z n‡”Q| G †¶‡Î †`kxq cÖwZôvb¸‡jv‡K cÖ‡qvRbxq miKvwi mn‡hvwMZvq GwM‡q wb‡q hvIqv Riæwi|  

K…wl hvwš¿KxKi‡Y Avgv‡`i cÖwZôvb¸‡jv wKQyUv c_ nvuU‡jI K…wÎg eyw×gËv m¤úbœ wKsev ¯§vU© K…wli c‡_ Avgv‡`i †Kvb iKg AMÖMwZ †bB| †bB 

†Zgb †Kvb M‡elYv wKsev cÖ‡Póv| d‡j PZz_© wkí wecø‡ei K…wl‡Z Avgv‡`i wbR¯̂ Ask MÖn‡Yi cÖ‡kœ Avgv‡`i Ae ’̄vb A‡bK ~̀‡i| GKB m‡½ 

fZz©wKi wel‡q Avgv‡`i bRi w`‡Z n‡e ¶y`ª K…wlh‡š¿i cÖwZI| †Kbbv eo eo K…wlh‡š¿ †h fZ©ywK †`Iqv n‡”Q Zvi kZfvM mydj cÖvwšÍK K…lK 

ch©v‡q †cuŠQv‡”Q bv|  

aviYv Kiv n‡”Q wek¦ RbmsL¨v 2050 mv‡j wM‡q `vuov‡e cÖvq `k wewjq‡b| 2050 mv‡j evsjv‡`‡ki RbmsL¨vI wM‡q `vuov‡Z cv‡i cuwPk †KvwUi 

KvQvKvwQ| †h nv‡i RbmsL¨v evo‡Q Zvi m‡½ Zvj wgwj‡q me gvby‡li Lv‡`¨i †RvMvb wbwðZ Ki‡Z 2050 mvj ch©š— km¨ Drcv`b eZ©gv‡bi 

Zzjbvq cÖvq wØ¸Y Ki‡Z n‡e| GK w`‡K Lv‡`¨i Drcv`b evov‡bvi P¨v‡jÄ Ab¨w`‡K Rjevqy cwieZ©bRwbZ Kvi‡Y weiƒc cwiw ’̄wZ‡Z wU‡K _vKvi 

P¨v‡jÄ| dm‡j bZzb bZzb †ivMRxevYyi AvµgY—K…wl‡Z Ggbme bZzb P¨v‡jÄ †gvKv‡ejv K‡i Lv`¨ I cywó wbivcËv wbwðZ Ki‡Z n‡j Pvwn`vi 

wfwË‡Z bZzb I AwaKZi Kvh©Ki cÖhyw³i e¨envi Kiv Riæwi| M‡el‡Kiv ej‡Qb, K…wli Drcv`bkxjZv evov‡Z I Lv`¨wbivcËv wbwðZKi‡Y 

AvBIwU, b¨v‡bv cÖhyw³mn DbœZ cÖhyw³i e¨envi wbwðZ Ki‡Z n‡e|  

Avgv‡`i wk¶v e¨e ’̄vcbvq PZz_© wkíwecøe Dc‡hvMx Rbej ˆZwii KvwiKzjvg hy³ n‡q‡Q wKbv Avgvi Rvbv †bB| †`‡ki †ek K‡qKwU K…wl 

wek¦we`¨vj‡qi wewfbœ wefv‡Mi M‡elYv †`Lvi my‡hvM n‡q‡Q, cvkvcvwk †b`vij¨vÛ‡mi f¨vwM‡b½b wek¦we`¨vjq I Px‡bi Dnvb K…wl wek¦we`¨vjq 

Ges Ikvb wek¦we`¨vj‡qi M‡elYv †`Lvi my‡hvM n‡q‡Q| Avwg †`‡LwQ Zviv AvMvgxi K…wl wb‡q Kxfv‡e cÖ ‘̄Z n‡”Q| Avgiv Zv‡`i Zzjbvq GLbI 
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A‡bK A‡bK wcwQ‡q| wek¦we`¨vjq wk¶vµ‡gi cvkvcvwk AvaywbK cÖhyw³ e¨env‡i `¶Rbej ˆZwi Ki‡Z n‡e, bv n‡j `k eQi ci GBLv‡Z wU‡K 

_vK‡Z `¶ Rbkw³ Avg`vwb Ki‡Z n‡e|  

c„w_exi DbœZ †`k¸‡jv AvaywbK cÖhyw³‡K ª̀æZ Kv‡R jvMv‡”Q evwYwR¨K ¯̂v‡_©| G Rb¨ my`~icÖmvwi M‡elYv, gvV ch©v‡q ch©‡e¶Ymn hveZxq cix¶v-

wbix¶v Pvjv‡”Q| K…wl cÖavb evsjv‡`kmn †MvUv `w¶Y Gwkqvi K…wl cwiw ’̄wZ gv_vq †i‡L cÖ ‘̄Z n‡”Q| GKB m‡½ cÖ ‘̄Z n‡”Q Pxb| GLv‡b me 

wgwj‡q AvaywbK cÖhyw³wbf©i K…wlh‡š¿i wekvj GKwU evwYwR¨K †¶Î ˆZwi n‡q‡Q| Avgiv K…wl hš¿‡KŠkj I cÖhyw³MZ DrK‡l© GwM‡q bv †h‡Z cvi‡j 

ïay †µZv wn‡m‡eB AvaywbK cÖhyw³i mydj †fvM Ki‡Z n‡e| cÖhyw³MZ Ávb-weÁvb AR©‡bi cÖ‡kœ mevi mgvb AwaKvi i‡q‡Q| GB AwaKvi wb‡q 

Avgv‡`i‡KI kvwgj nIqv `iKvi AZ¨vaywbK ¯§vU© K…wli wgk‡b| 
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Abstract 

The Study aims to determine the cost, revenue and profit of broiler farms in northern region of Bangladesh. 

The study also tries to identify the socio-economic status of broiler farmers. Environmental impact and 

biosecurity measures of poultry farms are also examined in this study. It is mainly based on primary data 

collected throw well structured questionnaire from the poultry farmers during September, 2021 to December, 

2021. Selected samples consist of 105 broiler farms from Rajshahi, Natore and Chapainawabgang districts 

using purposive sampling technique. The results of this study show that the broiler farming is currently 

plagued with various problems that are why the farmers are not getting the expected profit. The average cost, 

revenue and profit of broiler production are Tk. 312112.8, Tk. 355002.9 and Tk. 42890.03 respectively. The 

average cost, revenue and profit of per 100 chickens are respectively Tk. 21327.68, Tk. 24226.33 and Tk. 

2898.63. Due to bad weather or seasonal impact, high price of feed, outbreak of diseases, high mortality rate 

of chicken, low market price of chicken and fluctuations of market price of poultry products, farmers do not 

get expected profits from poultry farming. This study also identifies some environmental and biosecurity 

factors related broiler farming. Results show that farmers are not aware enough on compliance with 

environmental and biosecurity measures. Open disposal of dead chickens is also causing environmental 

pollution. Finally, based on the findings of the study, some recommendations are made to improve the broiler 

production in Bangladesh. 

Keywords: Broiler farming, Production, Cost, revenue, Profit, Environmental impact, biosecurity 

 

1.     Introduction 

Livestock and poultry is an important part of agriculture in Bangladesh. It’s contributes about 1.85 percent in 

country's GDP (BBS, 2023).The poultry industry has been brilliantly became a prominent industry of the 

country in last two decades. The poultry sector is meeting demand for animal protein, delivering protein to 

people at low cost, as well as providing employment opportunities for unemployed people. This sector has 

immense scope for the country through changing livelihood and food habit, reduction of dependency on animal 

meat like beef and mutton and ultimately has positive impact on GDP growth rate of the country (Raha, 2007).  

In Bangladesh, production of food is not increasing at a rate that can meet the demand of growing population. It  

is  necessary  to  note  that  adequate consumption  of animal protein is an  indicator  of social and  economic  

welfare. Poultry contributes about 22-27 percent of the total animal protein supply in the country (Prabakaran, 

2003). In addition, poultry sector plays an important role in rural economic enlargement and women’s 

empowerment. According to the Bangladesh Poultry Industry Central Council (BPICC, 2020), the poultry sector 

of Bangladesh currently employs approximately 3 million people directly and 3.5 million people implicitly in 

the country. 

Before Industrialization, backyard poultry was the main source of local, low-productive and non-descript 

chicken in Bangladesh and it primarily met the demand of the producer’s family consumption (Ahmed, 1985). 

Over the time, commercial poultry now occupies a large part of total supply of poultry meat and eggs as the 

industry adopts modern breeds, planned housing, technical modern equipment and efficient marketing systems. 

                                                      
*     Assistant Professor, Department of Economics, University of Rajshahi, Rajshahi, Email: somrita_eco@yahoo.com 
**   Professor, Department of Economics, Rajshahi University, Rajshahi, Email: wadud68@yahoo.com 
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Effort of Ministry of Fisheries and Livestock, the goodwill of the government, involvement of some NGOs, 

activities of large hatcheries and feed companies, and changes in the socioeconomic status of the country over 

the most recent three decades has favoured this greater shift in the Bangladesh poultry sector. Due to the 

expansion of the commercial poultry sector, country's poultry population has increased from 91 million in 1990 

(Jabbar et al., 2007) to 365.852 million in the fiscal year 2020-21 (DLS, 2021). It has already been capable of 

rising at an annual growth of around 20 percent during last two to three decades. The annual egg and meat 

production in 2022-23 have recorded 23376.3 million and 8.780 million metric ton against the demand of 

18064.8 million and 7.608 million metric tons, respectively (DLS, 2023).  

In Bangladesh, the main poultry species are chicken, duck, quail, pigeons and turkey. Among them broiler 

chicken is the most common poultry specie that is commercially produce in Bangladesh. A broiler is 

any chicken that is bred and raised specifically for meat production (Kruchten and Tom, 2002). These chickens 

are typically white, and are bred specifically for optimal health and size to produce a quality product for the 

consumer. Broilers are usually grown as mixed-sex flocks in large sheds under intensive conditions. Chickens 

are raised in large, open structure called house, where they roam, explore, eat, and commune with other 

chickens. Broiler chickens arrive at the farm at the same time, from the same hatchery, to maintain biosecurity 

of the farm (Sultana et al., 2012). A broiler production season is usually 28 to 38 days. The body weight of a 

Day-Old-Chick (DOC) is around 40 gram. From first day to first week of age, a bird can gain 4 to 4.5 times of 

body weight. Up to 35 days of age, a bird consumes around 3100g feed and its body weight is around 1900-

2000g. The body weight of broiler may differ as per farm management and quality of DOC. According to 

BPICC, more than 58.39 percent of the total chickens in Bangladesh are broiler breeds. There are currently over 

53,000 broiler farms in Bangladesh (DLS, 2021).  

Compare to other poultry market of Asia-Pacific, the poultry sector of Bangladesh is relatively immature in 

almost all steps of the value chain (Raha, 2007).The result of poor animal health policies and disease control in 

Bangladesh and low biosecurity standards cause frequent disease outbreak. Price hiking of raw materials, 

different disease outbreaks, inappropriate government policy, lack of awareness of poultry farmers, lack of 

update technology, rumors spread on public and social media continuously make the industry vulnerable. The 

most common problems that poultry farmers of Bangladesh experienced are high price of feed, poor quality of 

DOC and feed, shortage of capital, outbreak of diseases and lack of training and extension services. Farmers 

also face problems in selling poultry product such as low demand at local market, low product price, attention of 

demand at urban area and fluctuation of market price (Jabbar et. al. 2007 and Raha, 2007).  

Furthermore, environment is a major concern in poultry production. Poultry is increasingly seen as a production 

system that is not enough environmentally friendly and as a result, producers are under intense pressure, from 

different fronts, to minimize environmental impact of poultry production (Kostić and Rodić, 2009). According 

to Tabler (2007), the major challenge affecting animal production in the future will be environmental. Although 

poultry production has been found to be relatively environmentally friendly compared with the production of 

other livestock commodities, it still contributes to negative environmental impacts, such as global warming, 

eutrophication and acidification (Leinonen and Kyriazakis, 2016).  

This study aims to assess the profitability of broiler production through cost and revenue. Cost, revenue and 

profit of per 100 chickens is also described. Present study also focuses on the environmental impact associated 

with poultry production in northern region of Bangladesh. 

 

2.      Materials and Methods 

2.1.   Collection of Data 

Data for this study obtained from both primary and secondary sources.  In order to collect primary data, this 

study uses survey method. Secondary data are collected from various sources viz. Upazila Livestock Office and 

veterinary hospital, Upazila Agriculture Extension office, Department of Livestock Office (DLS), Bangladesh 

Bureau of Statistics (BBS), published journal and magazines etc. 
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2.2.1.  The Study Area 

This study is conducted in three districts in the Northern region of Bangladesh. These districts are Rajshahi, 

Natore and Chapainawabganj. The study is carried out in Charghat Upazila of Rajshahi District; Natore Sadar 

Upazila of Natore district and Chapainawabganj Sadar Upazila of Chapainawabganj district. 

 

2.2.2.  Sampling Technique 

The data used in this study are collected from four unions and one municipal area of three different Upazila of 

three districts in the northern region of Bangladesh. These districts are Rajshahi, Natore and Chapainawabganj. 

This study selects Charghat Upazila from Rajshahi district, Natore Sadar Upazila from Natore district and 

Chapainawabganj Sadar Upazila from Chapainawabganj district. The data is collected using a set of well-

structured questionnaire. A multistage sampling procedure is used to purposively select Charghat Union from 

Charghat Upazila, Chatni and Dighapatia Union from Natore Sadar Upazila, and Chapainawabganj 

Municipality, and Onupangar Union from Chapainawabganj Sadar Upazila where broiler farms are highly 

concentrated. Finally 35 broiler farms from Charghat Upazila, 35 broiler farms from Natore Sadar Upazila and 

35 broiler farms from Chapainawabganj Sadar Upazila are selected under the procedure of simple random 

sampling technique. The total sample size of this study is 120. Survey data were collected from September, 2021 

to December, 2021. Summary of sampling area is presented in Table 2. 

Table 2: Summary of Sampling Area 

District Upazila Union 
No. of Broiler 

Farms 

Rajshahi Charghat Charghat 35 

Natore Natore Sadar 
Chatni 

35 
Dighapatia 

Chapainawabganj Chapainawabganj Sadar 

Chapainawabganj 

Municipality 35 

Onupangar 

 

3.      Economic Model 

This study uses one output and seven inputs. These seven inputs are capital, labour, day-old-chick (DOC), feed, 

vaccination, electricity and others. Others input include medicine, vitamin, manure clean, litter and 

transportation costs. This study also uses environmental and biosecurity factors which affect production and 

inefficiency of the poultry farmers.  

To calculate net profit, this study uses the following formula- 

Net profit = GR-GC 

Where, GR=Gross revenue from poultry production,  

             GC=Gross cost for poultry production 

Gross revenue includes the average return from main product and it’s by product. Gross cost includes total fixed 

cost and variable cost and total variable cost.  

Here, GC=TFC+TVC 

Where, TFC=Total fixed cost,  

            TVC=Total variable cost  

Present study define- 

Gross Return (Output) = the observed live bird and it is measured in kilograms (km). Price of live bird 

represents the price of per kilogram live bird. 
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Fixed cost = total capital cost for poultry production in a single season and it is measured by monthly rental 

value of capital cost. 

Total variable cost include- 

DOC Cost = Day-Old-Chick and Price of DOC represents the price of per Piece DOC. 

Labour Cost = both family and hired labour engaged in poultry production and the price of labour indicates the 

wage per labour-month (wages for family labour are imputed). 

Feed cost = all types of starter and grower feed used different stages of poultry birds and are measured in 

kilograms. The feed price indicates the average price of all types of feed per kilogram. 

Vaccination cost = the numbers of vaccines used for the prevention of various kinds of poultry diseases and the 

price of vaccination represents average price per vaccine for birds of a poultry farms. 

Electricity cost = price of electricity per birds. Other costs includes medicine cost, vitamin cost, transportation 

cost and litter cost. 

Others cost = represents per birds medicine, vitamin, manure clean, litter and transportation costs. 

 

3.1.     Data Processing and Analysis  

Mainly descriptive statistics are employed in analyzing the data. The collected data are verified to eliminate 

errors and inconsistencies. Any kind of inconsistencies in the collected data are searched and avoided from the 

relevant data. Data are processed and entered into computer using MS Excel (Microsoft Excel) programming 

and analyzed as per objectives by tabular and graphical method.  

 

3.2.    Results and Discussions 

3.2.1.  Socio-Economic Status of the Broiler Farmers 

Different variables and categories are used to describe the socio-economic status of the poultry farmers. There is 

high variation in terms of sex of the farm owners. There are about 97 percent of the poultry farmers are male and 

only 3 percent of farmers are female. Most of the farmers (69.53%) are middle-aged and their age is between 30 

and 50 years. Around 89 percent poultry farmers work full time in farm and only 11 percent of farmers work 

part time in their farm. The main occupation of 81 percent of the farmers is poultry farming whereas the main 

occupation of 19 percent farmers is not poultry farming. It is their subsidiary occupation. There is high variation 

among farmer’s in terms of size of poultry farms. Only 3 percent farmers have small size broiler farm. About 23 

percent farmers have medium size and 74 percent farmers have large size poultry farm. Around 38 percent 

farmers use less than 5 kathas of land for poultry faming whereas 54 percent farmers use more than 5 kathas and 

less than 10 kathas, and only 8 percent farmers use more than 10 kathas of land for poultry farming. 

Around 32 percent of broiler farmers have primary level of education, 33 percent have secondary level of 

education and remain 35 percent of farmers have above secondary level of education. Since commercial poultry 

production has started in Bangladesh only two decades ago, most of the farmers are less experienced. About 43 

percent of farmers have less than 5 years of experience in poultry farming. Fourty seven percent of farmers have 

more than 5 years but less than 10 years of experience whereas only 10 percent of farmers have more than 10 

years of experience. Large proportions (69.52%) of farmers have received training on poultry management skill 

from various government and non-government organizations. Only a small proportion (22.86%) of farmers has 

received extension services from related government officials in comparison to those have not received 

(77.14%). Due to shortage of capital, most of the farmers run their production with loans from dealers and 

various government and non-government organizations. There is high variation among the farmer’s in terms of 

amount of loan taken. About 20 percent of the farmers have loan less than Tk. 100000, 24 percent farmers have 

loan between Tk. 100000-200000, 25 percent of the farmers have loan between Tk. 200000-500000, 5.5 percent 

have loan more than Tk. 500000 and remain 25.5 percent of the farmers have no loan. Different variables and 

categories are use to describe the socio-economic status of the broiler farmers are presented in Table 3.  
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Table 3: Factors associated with Socio-economic Status of the Farmers (N=105) 

Variables Categories 
No. of Farms/ 

Farm Owner 

Percentage 

(%) 

Sex of the poultry farmer Male 102 97.14 

Female 3 2.86 

Age of the poultry farmers 0- 30Years 20 19.04 

30-50 Years 73 69.53 

50Years-above 12 11.44 

Type of work in poultry farm Full Time 93 88.57 

Part Time 12 11.43 

Poultry farming as main 

occupation 

Yes 85 80.9 

No 20 19.05 

Size of the farm Small Size (100-500) 3 2.86 

Medium Size (500-1000) 24 22.86 

Large Size (1000-5000) 78 74.28 

Total area of Land used for 

poultry farm 

0-5 Katha 40 38.1 

5 -10 Katha 57 54.29 

10-above  8 7.62 

Level of education Primary 33 31.43 

Secondary 35 33.33 

Above secondary 37 35.24 

Years of experience in poultry 

farming 

0-5 Years 45 42.86 

5-10 Years 49 46.67 

10-15 Years 11 10.48 

Received training Yes 73 69.52 

No 32 30.48 

Received extension services Yes 24 22.86 

No 81 77.14 

Amount of Loan (BDT.) No Loan 27 25.71 

0-100000 21 20 

100000-200000 25 23.81 

200000-500000 26 24.76 

500000-above 6 5.71 

 

3.2.2.  Summary Statistics of Variables 

This study develops a summary statistics of variables to understand the nature of inputs and output variables at a 

glance. Summary statics of variables is presented in Table 4. 
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Table 4: Summary Statistics of Variables 

Type of 

Farm 

List of 

Variables 
Mean Minimum Maximum 

Standard 

Deviation 
Skewness Kurtosis 

Broiler 

Capital 21097.98 10260 40667 6925.82 0.72 0.41 

Labour 9572.381 3300 24000 3612.90 1.28 3.29 

Day-old-chick  51976.67 9000 152000 24301.13 1.10 2.54 

Feed 187403.3 64740 409458 72458.15 0.62 0.15 

Vaccination 2528.57 900 6000 1201.58 0.63 -0.34 

Electricity 2469.52 1200 6000 867.26 1.23 2.91 

Others  37064.43 10500 88920 15035.87 0.76 0.83 

Total Cost 312112.8 105600 724845 119605.5 2.08 0.73 

Farm Revenue 355002.9 129024 813750 139085.6 0.79 0.80 

 

3.2.3.  Total Cost of Production of Broiler Farmers 

A production season of broiler is usually 28 days to 38 days. Total cost of broiler production depends on 

different factors; such as types of poultry, size of farm, use of fixed and variable inputs, time duration of season 

among others. Survey results show that, among 105 broiler farmers, 34 percent farmers’ spend between Tk. 100 

thousand to Tk. 250 thousand. 60 percent broiler farmers’ total cost of production is more than Tk. 250 thousand 

and less than Tk. 500 thousand. Only 6 percent farmers spend for broiler production more than 500 thousand 

taka in a single season. The average cost of broiler farmers is about Tk. 312112.8. These results are presented in 

Figure 1. 

 
Figure 1: Total cost of Production of Broiler Farmers 

 

3.2.4.  Total Cost of Production per 100 Broilers 

Total cost of production per 100 chickens is found very high in broiler farms. According to the broiler farmers, 

the main reasons of high cost of production are the very high cost of DOC (Day Old Chick), poultry feed and 

others necessary medicine for chickens. Survey results show that, among 105 broiler farmers, 26 percent of 

farmers cost per 100 chickens is from Tk. 16 thousand to Tk. 20 thousand. Majority farmers (67 percent) spend 

between Tk. 20 thousand to Tk. 24 thousand. Rest of the farmers (7 percent) cost per 100 broiler is more than 

Tk. 24 thousand in a single season. The average cost of per 100 broilers is Tk. 21327.68. These results are 

presented in Figure 2. 
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Figure 2: Total Cost of Production per 100 Broilers 

 

3.2.5.  Total Revenue of Broiler Farmers 

It is found from the survey results that the poultry farmers are not getting the expected revenue from poultry 

farming for various reasons. Bad weather or seasonal impact, outbreak of diseases, high mortality rate of 

chicken, low market price of chicken, fluctuations of market price of poultry product etc. are the main reasons of 

getting less revenue. Survey results shows that among 105 Broiler farms, 38 percent of farmers total revenue is 

less than Tk. 300 thousand. Fifty percent of farmers’ total revenue is more than Tk. 300 thousand but less than 

Tk. 500 thousand.  Another 11 percent of farmers’ total revenue is more than Tk. 500 thousand but less than Tk. 

700 thousand. Only 1 percent of farmer’s total revenue is more than Tk. 800 thousand in a single season. The 

average revenue of broiler farmers is Tk. 355002.9. These results are presented in Figure 3. 

 
Figure 3: Total Revenue of Broiler Farmers 

 

3.2.6.  Total Revenue from per 100 Broilers 

Total revenue from per 100 broilers in a single season is found very low and frustrating. Production has been 

reduced due to outbreak of disease and high mortality rate of Chicks. Revenue has gone down due to frequent 

fluctuations in market prices of live birds. The survey results show the total revenue from per 100 broilers exists 

between the range of Tk. 17 thousand to Tk. 29 thousand. Among 105 broiler farms, 6 percent of farmers’ total 

revenue from per 100 broilers is less than Tk. 20 thousand in a single season. Thirty two percent have revenue 

from per 100 chickens between Tk. 20 thousand and Tk. 24 thousand and 49 percent farmers’ total revenue from 

per 100 chickens is found more than Tk. 24 thousand but less than Tk. 27 thousand. Remain 11 percent of 
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farmer’s total revenue from 100 broiler is more than Tk. 27 thousand in a single season. Average revenue of per 

100 broilers is Tk. 24226.33. These survey results are presented in Figure 4. 

 
Figure 4: Total Revenue from per 100 Broilers 

 

3.2.7.  Total Profit of Broiler Farmers 

Profit depends on total outputs of farm, total cost of production and the market price of Product. As it has 

discussed earlier that production cost is comparatively very high and the revenue from farms is not satisfactory. 

Furthermore, outbreak of diseases and high mortality rate of chick have a negative impact on farm revenue. 

Another important thing is that the small and medium size poultry farmers do not get right market price of their 

product due to absence of proper marketing channels. Poultry farmers are also affected by the frequently 

fluctuation of market price of poultry products. In most cases, they buy DOC and others required inputs such as 

feed, medicine, vitamin and vaccination by loan from local feed dealers. Farmers are forced to repay the loan as 

soon as the farm starts production. Consequently, they are forced to sell the product at a price which is lower 

than the market price. In some cases, they cannot even sell their product in the market. They are force to sell 

products to dealers. Even farmers are forced to sell chickens at the prices fixed by the dealers. For all these 

reasons poultry farmers are not able to make a satisfactory profit. Among 105 broiler farms, 33 percent of 

farmers have a total profit less than Tk. 30 thousand in a single season. Another 44 percent of farmers’ total 

profit is in between Tk. 30 thousand and Tk. 60 thousand. Twenty percent farmers could be able to make a profit 

more than Tk. 60 thousand but less than Tk. 100 thousand. Remain 3 percent of farmers have a total profit more 

than Tk. 100 thousand. The average profit of broiler farmers is Tk. 42890.03. These survey results are presented 

in Figure 5. 

 
 Figure 5: Total Profit of Broiler Farmers 
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3.2.8.  Total Profit from per 100 Broilers 

Total profit that farmers earn from per 100 Broiler is not satisfactory in a single season. On the other hand, the 

survey results show that the total profit from per 100 layers exists between the range of Tk. 0 to Tk. 6000. 

Among 105 broiler farms, 15 percent farmers’ total profit from per 100 broilers is less than Tk. 1500. Thirty 

Nine percent have a profit from per 100 chickens between Tk. 1500 and Tk. 3000 and 33 percent of farmers 

could able to make a profit from per 100 chickens more than Tk. 3000 but less than Tk. 4500. Remain 12 

percent of farmer’s total profit from 100 broilers is more than Tk. 4500 in a single season. The average profit 

from per 100 broilers is TK. 2898.63. These results are presented results in Figure 6. 

 
Figure 6: Total Profit from per 100 Broilers 

 

3.2.9.  Environmental Issues related Poultry Production 

From survey observation, it is noticed that poultry farming is creating a negative effect on the environment in 

various ways. Poultry farming brings a series of negative environmental impacts like odour pollution, water 

pollution, outbreak of various diseases among others. During the survey observation, huge amount of flies are 

seen in and around the layer farms that are spreading germs to the environment. Flies are an additional concern 

for residents living near poultry facilities. There is a terrible odour around almost all layers and some of broilers 

farms in the study area. 

This study identifies some environment related variables and prepares eight environment related questions. 

These questions are asked to the layer, broiler and sonali farmers and based on the information received from 

poultry farmers; it is found that, only 18 percent of layer farmers, 21 percent of broiler farmers and 9 percent of 

sonali farmers have bio-filters and air scrubbers that trap orders from the ventilation airflow. Almost all broiler 

farms have cooling system as cooling system is very essential in broiler farm for prevention heat stroke of 

Chicken. Cooling system has been found in only 24 percent of layer farms and about 16 percent of sonali farms. 

Among 300 poultry farms, 69 percent of layer, 81 percent of broiler and 70 percent of sonali farmers apply 

deodorant to remove odour from the farm. Effective cleaning and disinfection is an essential component of good 

hygiene. Sixty five percent of layer, 75 percent of broiler and 88 percent of sonali farmers use disinfected 

product regularly to maintain hygiene. Nets are used around the farm to protect chicken from insects and other 

animals. The survey found that 60 percent of layer, 73 percent of broiler and 40 percent of sonali farmers use net 

around their farms. Poultry manure is a relatively high quality organic fertilizer, of which the content of pure 

nitrogen, phosphorus and potassium. Producing fertilizer from the manure is very environment friendly. This 

makes it possible to prevent environmental pollution by poultry manure. Among 120 layer farms, only 41 

percent of farm’s manure is used for producing compost fertilizer. Fifty five percent of broiler farm’s manure 

and 37 percent of sonali farm’s manure are used for producing fertilizer. Poultry manure can also be used fresh, 

or after processing, to enhance natural food production in sun-hit topical pond. From our survey result, it is 

found that, about 48 percent of layer farm’s manure is used as fish feed. Only 17 percent of broiler farm’s 

manure and about 25 percent of sonali farm’s manure are used as fish feed. Fourty five percent of layer, 36 
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percent of broiler and 50 percent of sonali farmers maintain sufficient distance between poultry farm and 

residence. These survey results are presented in Table 11. 

Table 11: Environmental Issues Related Poultry Production 

Questions of Environment 

Related Variables 

Yes No 
Total 

(Percentage) No. of 

Farms 
Percentage 

No. of 

Farms 
Percentage 

1. Have any bio-filters and air 

scrubbers that trap orders from the 

ventilation airflow? 

22 20.95% 83 79.05% 105(100%) 

2. Have any cooling system? 105 100% 0 0% 105(100%) 

3. Does apply any deodorant to 

control odour? 
85 80.95% 20 19.05% 105(100%) 

4. Does use disinfected product 

regularly? 
79 75.24% 26 24.76% 105(100%) 

5. Does position any net around the 

farm? 
77 73.33% 28 26.67% 105(100%) 

6. Does produce compost fertilizer 

from poultry manure? 
58 55.23% 47 46.77% 105(100%) 

7. Does use Poultry waste as fish 

feed? 
18 17.14% 87 82.86% 105(100%) 

8. Does maintain sufficient distance 

between poultry farm and 

residence? 

38 36.19% 67 63.81% 105(100%) 

 

3.2.10.  Biosecurity in Poultry Farm 

Biosecurity in poultry farms involves a set of fundamental practices strategies. These measures prevent the entry 

and transmission of infectious agents into the farms and thus minimizing the negative impact they can have on 

poultry production. There are a large number of infectious diseases whose prevention and control measures are 

strongly related to biosecurity in the farm. Such diseases are as Avian Cholera, Newcastle disease, Marek’s 

disease, Avian Influenza, Infectious Coryza, among others that highly related to the biosecurity measures in 

farm. 

This study identifies some biosecurity related variables and prepares four biosecurity related questions. These 

questions are asked to the layer, broiler and sonali farmers. Based on the information received from them, it is 

found that, almost all layer farmers, 93 percent of broiler farmers and 56 percent of sonali farmers remove 

manure regularly through the dirty area. Only 31 percent of layer farms, 36 percent of broiler farm and 33 

percent of sonali farms use separate carcass storage to carry dead birds. Very small numbers of farmers clean 

and disinfect carcass storage regularly. Only 18 percent of layer farmers, 17 percent of broiler farmers and 24 

percent of sonali farmers clean and disinfect carcass storage regularly. Gloves are worn when manipulating 

carcasses or hands washed and disinfected after manipulating carcasses. Only 8 percent of layer farmers, 7 

percent of broiler farmers and 13 percent of sonali farmers worn gloves when handling carcasses or hands 

washed and disinfected after handling carcasses. From the survey results, we find that the biosecurity in three 

types of poultry farm are not satisfactory. These survey results are presented in Table 12. 
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Table 12: Biosecurity in Poultry Farms 

 

Questions of Biosecurity Related 

Variables 

 

Yes No 

Total 

(Percentage) No. of 

Farms 
Percentage 

No. of 

Farms 
Percentage 

1. Is manure removed regularly through 

the dirty area? 
98 93.33% 7 6.67% 105(100%) 

2. Is there separate carcass storage? 38 36.19% 67 63.81% 105(100%) 

3. Is the carcass storage regularly 

cleaned and disinfected? 
18 17.14% 86 86.87% 105(100%) 

4. Are gloves worn when manipulating 

carcasses or are hands washed and 

disinfected after manipulating 

carcasses? 

7 6.67% 98 93.33% 105(100%) 

 

3.2.11.  Disposal System of Dead Chicken 

Safe and proper disposal of dead chicken is very important for maintain biosecurity of farm. Most usual methods 

of the disposal system of dead bird in our country are burial, landfill, incineration etc. But some of the poultry 

farmers do not use any of these methods and through dead Chicken out of the farm. From survey observation, it 

is found that 82 percent of layer farmers, 86 percent of broiler and 80 percent of sonali farmers use burial 

method to dispose of poultry carcasses. A small numbers of farmers use landfill method to dispose dead 

Chickens. Seven percent of layer farmers, 10 percent of broiler farmers and 12 percent of sonali farmers use this 

landfill method. Only 2 percent of layer farmers and 1 percent of broiler farmers use incineration method. Due 

to the cost factors, this method is not feasible for those incinerating multiple chickens. Ten percent of layer 

farmers, 4 percent of broiler farmers and 8 percent of sonali farmers do not apply any of these methods and 

through dead birds out of the farm. Researcher has found improper disposal of dead birds in most of the farms in 

the study area. Researcher has also seen a lot of dead chickens around some of the layer and broiler farms.  

These survey results are presented in Table 13. 

 

Table 13: Disposal System of Dead Chicken 

Types of 

Farm 

Disposal System of Dead Chicken 

Burial 

(percentage) 

Landfill 

(Percentage) 

Incineration 

(Percentage) 

Thrown over fence 

(Percentage) 

Total 

(Percentage) 

Broiler 90 (85.71%) 10 (9.52%) 1 (0.95%) 4 (3.81%) 105 (100%) 

 

5.      Conclusion and Recommendations 

The poultry is an important sub-sector of Bangladesh agriculture. This sub-sector is playing significant role from 

the perspectives of food-security, poverty reduction, nutrition, and employment generation in the country. 

Although the poultry sector is playing an important role in alleviating poverty, it is currently plagued by various 

problems. The results of this study show that poultry farmers are immersed in two-pronged problems. On the 

one hand the price of feed and others inputs are very high and on the other hand due to bad weather or seasonal 

impact, outbreak of diseases, high mortality rate of chick and fluctuations of market price of poultry product , 

farmers are not able to make the expected profit. Furthermore, most of the poultry farmers buy feed on loan 

from dealers. For this reason, farmers are force to sell products to dealers at the prices fixed by the dealers.  As a 

result, farmers are unable to sell their products in the market and are deprived of getting the right price for the 

product. Additionally, it is observe that the poultry production system is not much environmentally friendly. 

Biosecurity of farm is also not satisfactory in most of the broiler farms of the study area. 
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The following recommendations are made based on this research to overcome the difficulties of poultry farming 

and to make this production more profitable in the economy.  

 Feed quality needs to be improved and unbridled rise in food prices needs to be controlled so that 

farmers can get feed at standard prices. 

 Farmers need to be provided loan at low interest from government agencies so that they are not forced 

to take loan from dealers. 

 To prevent the outbreak of diseases, government should run regular vaccination programs. 

 The activities of Upazila Livestock Office and Veterinary Hospital need to be made more dynamic so 

that the extension services can be delivered to the doorstep of the farmers. 

 Free government training program on poultry management and biosecurity of farms should be arranged 

regularly so that farmers become proficient in environment friendly poultry production. 

 The minimum prices of poultry meat need to be determined by the government so that farmers do not 

suffer due to market fluctuations. 

 Eco-friendly poultry production needs to be encouraged so that it emits lees pollutants into the 

environment. 

 More research should be taken place to eco-friendly poultry production system and to improve the 

quality of breed, feed, medicine, vaccine among others. 
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Abstract 

Inflow of Foreign Direct Investment is one of the many important trade environment indicators. If trade 

increases, FDI will also increase. World Bank’s Trading Across Border index, which is the one of the sub-

index of the Ease of Doing Business Index that represents the efficiency of cross border trading and also 

indicates the environment of business and trade. The study reveals that the efficiency of cross border trade has 

a positive impact on the inflow of FDI. So, the countries should work for raising the value of ‘Trading Across 

Borders’ index to enhance FDI for expanding trade volume and global relationship. If the trade volume 

increases, the relationship among the countries will be also expanded which will contribute not only to the 

economic welfare of the global community but also reduce the global tension too. 

Key Word: Cross Border Trade, Trading Across Border Index 

 

Introduction 

Trade is called the engine of growth. Trade has now become a very important factor in the international relation. 

Trade volume between two countries indicates the relationship between two countries. Business Dictionary 

defines that cross border trade is the buying and selling of goods and services between businesses in neighboring 

countries, with the seller being in one country and the buyer in the other country, for example, a company in the 

United States selling to a company in Canada. World Bank has been preparing the Ease of Doing Business index 

since 2004. This index reflects the business and investment environment of the countries in the world. The Ease 

of Doing Business index based on 10 (Ten) sub-indices, among which ‘Trading Across Borders’ is one of them. 

Larger scores of index value of the ‘Trading Across Borders’ indicates the better business and investment 

environment. The index of ‘Trading Across Borders’is the indicator of cross border trade efficiency. So, 

theoretically, there should have a positive relationship between ‘Trading Across Borders’ and the inflow of 

Foreign Direct Investment (FDI). The study emphasized in examining the impact of ‘Trading Across Borders’ 

index or efficiency of cross border trade on the Foreign Direct Investment. In world economies, ‘Trading Across 

Borders’ as measured by Doing Business has become faster and easier over the years. Governments of different 

countries have introduced several tools to facilitate trade—including single windows, risk-based inspections and 

electronic data interchange systems. These changes help improve the trading environment and boost firms’ 

international competitiveness. There are a lot of studies and theories regarding the competitive advantage of 

trade facilitation. Few of them are presented in the next ‘review of the previous research’ section  for the better 

understanding of the subject matter of this article. 

 

Review of the Previous Resrarch 

Kalina (2013) mentions that financial market imperfections severely restrict international trade flows because 

exporters require external capital. This article identifies and quantifies the three mechanisms through which 

credit constraints affect trade: the selection of heterogeneous firms into domestic production, the selection of 

domestic manufacturers into exporting, and the level of firm exports. I incorporate financial frictions into a 

heterogeneous-firm model and apply it to aggregate trade data for a large panel of countries. I establish causality 

by exploiting the variation in financial development across countries and the variation in financial vulnerability 

across sectors. About 20%-25% of the impact of credit constraints on trade is driven by reductions in total 

output. Of the additional, trade-specific effect, one-third reflects limited firm entry into exporting, while two-
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thirds are due to contractions in exporters' sales. Financially developed economies export more in financially 

vulnerable sectors because they enter more markets, ship more products to each destination, and sell more of 

each product. These results have important policy implications for less developed nations that rely on exports 

for economic growth but suffer from weak financial institutions. 

Alberto & John (2012) estimate the impact of aggregate indicators of "soft" and "hard" infrastructure on the 

export performance of developing countries. They derive four new indicators for more than 100 countries over 

the period 2004-07. Estimates show that trade facilitation reforms to improve the export performance of 

developing countries. This is particularly true with investment in physical infrastructure and regulatory reform to 

improve the business environment. The findings provide evidence that the marginal effect of the transport 

efficiency and business environment improvement in exports appears to be decreasing in per capita income. In 

contrast, the impact of physical infrastructure and information and communications technology on exports 

appears increasingly important the richer a country becomes.  

Das et al. (2010)   states that as the exchange rate, foreign demand, and production costs evolve, domestic 

producers are continually faced with two choices: whether to be an exporter and, if so, how much to export. 

They develop a dynamic structural model of export supply that characterizes these two decisions. The model 

embodies plant-level heterogeneity in export profits, uncertainty about the determinants of future profits, and 

market entry costs for new exporters. Using a Bayesian Monte Carlo Markov chain estimator, they fit this model 

to plant-level panel data on three Colombian manufacturing industries. They obtain profit function and sunk 

entry cost coefficients, and use them to simulate export responses to shifts in the exchange-rate process and 

several types of export subsidies. In each case, the aggregate export response depends on entry costs, 

expectations about the exchange rate process, prior exporting experience, and producer heterogeneity. Export 

revenue subsidies are far more effective at stimulating exports than policies that subsidize entry costs. 

Anderson et al. (2004) surveys the measurement of trade costs, what we know, and what we don’t know but may 

usefully attempt to find out. Partial and incomplete data on direct measures of costs go together with inference 

on implicit casts from trade flows and prices. Total trade costs in rich countries are larger. The ad valorem tax 

equivalent is about 170% when pushing the data very hard. Poor countries face even higher trade costs. There is 

a lot of variation across countries and across goods within countries, much of which makes economic sense. 

Theory looms large in our survey, providing interpretation and perspective on the one hand and suggesting 

improvements for the future on the other hand. Some new results are presented to apply and interpret gravity 

theory properly and to handle aggregation appropriately. 

Margarida (2015) reports that despite enormous academic interest in international trade costs and keen policy 

interest in efforts to mitigate them, so far there is very little hard evidence on the impacts of trade facilitation 

efforts. This paper exploits a dramatic reduction in the rate of physical inspections by Albanian customs to 

estimate the effects of fewer inspection-related delays on the level and composition of imports. In this setting, 

the paper finds evidence that the expected median number of days spent in Albanian customs falls by 7 percent 

when the probability that a shipment is inspected falls from 50 percent or more to under 50 percent. In turn, this 

reduction in time produces a 7 percent increase in import value. The paper finds evidence that the reforms 

favored imports from preferential trading partners, especially the European Union. There are also reform-

induced changes in the composition of trade, including increases in average quantities and unit prices, the 

number of shipments, and the number of importing firms per product-country pair and the number of countries 

per firm-product pair. A back-of-the-envelope calculation suggests that the estimate of 7 percent import growth 

along an intensive margin is roughly consistent with a 0.36 percentage point reduction in average tariff 

equivalent trade costs. Applying this figure to the value of Albania's non-oil imports, produces a reform-induced 

trade cost savings estimate of approximately US$12 million in 2012. 

Allen et al. (2011) shows that improved trade facilitation can help promote export diversification in developing 

countries. They found that 10 per cent reductions in the costs of international transport and domestic exporting 

costs (documentation, inland transport, port and customs charges) are associated with export diversification 

gains of 4 and 3 per cent, respectively, in a sample of 118 developing countries. Customs costs play a 

particularly important role in these results. A lower market entry costs can also promote diversification, but the 
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effect is weaker (1 per cent). They also find evidence that trade facilitation has stronger effects on diversification 

in poorer countries. Their results are highly robust to estimation using alternative dependent and independent 

variables, different country samples, and alternative econometric techniques. They link these findings to recent 

advances in trade theory that emphasizes firm heterogeneity, and trade growth at the extensive margin. 

Tomasz et al. (2009) mention that trade facilitation, defined as reducing the transaction costs associated with the 

enforcement, regulation and administration of trade policies, have been at the forefront of discussions on policy 

measures for reducing the costs of exporting and importing in developing countries. This study uses a new panel 

data set for 124 developed and developing countries, available for the period 2003-04, to assess the impact of 

trade facilitation and other trade-related institutional constraints on manufacturing export performance with 

particular reference to Africa. They estimate a standard gravity model augmented with trade facilitation, 

regulatory quality, and infrastructure indicators. Our results show that trade facilitation reforms could contribute 

to improve export performance in Africa, but other reforms, including the quality of the regulatory environment 

and the quality of the basic transport and communications infrastructure, are also needed. Furthermore, 

improvements in on-the-border and behind-the-border policies yield a higher return in terms of increasing 

manufacturing export performance in African countries than in the rest of the world.  

Ben & John (2007) paper reviewed progress and indicators of trade facilitation in member countries of the 

Association of Southeast Asian Nations. The findings show that import and export costs vary considerably in the 

member countries, from very low to moderately high levels. Tariff and non-tariff barriers are generally low to 

moderate. Infrastructure quality and service sector competitiveness range from fair to excellent. Using a 

standard gravity model, the authors finds that trade flows in Southeast Asia are particularly sensitive to transport 

infrastructure and information and communications technology. The results suggest that the region could make 

significant economic gains from trade facilitation reform. These gains could be considerably larger than those 

from comparable tariff reforms. Estimates suggest that improving port facilities in the region, for example, could 

expand trade by up to 7.5% or $22bn. The authors interpret this as an indication of the vital role that transport 

infrastructure can play in enhancing intra-regional trade. 

Wacziarg et al. (2007) revisits the empirical evidence on the relationship between economic integration and 

economic growth. First, they presented an updated dataset of openness indicators and trade liberalization dates 

for a wide cross-section of countries in the 1990s. Second, they extend the Sachs and Warner (1995) study of the 

relationship between trade openness and economic growth in the 1990s, discussing recent criticisms of their 

measurement and estimation framework. Our results suggested that the cross-sectional findings of Sachs and 

Warner are sensitive to the period under consideration. In particular, an updated version of their dichotomous 

trade policy openness indicator does not enter significantly in growth regressions for the 1990s. Third, and most 

importantly, they presented new evidence on the time paths of economic growth, physical capital investment 

and openness around episodes of trade policy liberalization. In sharp contrast to cross-sectional results, they find 

that liberalization has, on average, robust positive effects on growth, openness and investment rates within 

countries. They illustrated these large sample findings with detailed case studies in a subsample of 

representative countries. 

Freund et. al. (2008) examine the relationship between openness and per-capita income using cross-country data 

from 126 countries. They found that trade leads to a higher standard of living in flexible economies, but not in 

rigid economies. Business regulation, especially on firm entry, is more important than financial development, 

higher education, or rule of law as a complementary policy to trade liberalization. Specifically, after controlling 

for the standard determinants of per-capita income, Their results imply that a 1% increase in trade is associated 

with more than a one-half percent rise in per-capita income in economies that facilitate firm entry, but has no 

positive income effects in more rigid economies. The findings are consistent with Schumpeterian creative 

destruction, which highlights the importance of new business entry in economic performance, and with previous 

firm-level studies showing that the beneficial effects of trade liberalization come largely from an intra-sectoral 

reallocation of resources. 

Hoekman (2011), reviews some indices of trade restrictiveness and trade facilitation and compares the trade 

impact of different types of trade restrictions applied at the border with the effects of domestic policies that 
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affect trade costs. Based on a gravity regression framework, the analysis suggests that tariffs and non-tariff 

measures continue to be a significant source of trade restrictiveness for low-income countries despite 

preferential access programs. The results also suggest that behind-the-border measures to improve logistics 

performance and facilitate trade are likely to have a comparable, if not larger, effect in expanding developing 

country trade, especially exports. 

While the precise causes of postwar trade growth are not well understood, declines in transport costs top the lists 

of usual suspects. However, there is remarkably little systematic evidence documenting the decline. This paper 

brings to bear an eclectic mix of data in order to provide a detailed accounting of the time-series pattern of 

shipping costs. The ad-valorem impact of ocean shipping costs is not much lower today than in the 1950s, with 

technological advances largely trumped by adverse cost shocks. In contrast, air shipping costs have dropped an 

order of magnitude, and airborne trade has grown rapidly as a result. As a result, international trade has also 

experienced a significant rise in speed. 

Nadia et al. (2011) states that Africa's share of global exports has dropped by 50 percent over the last three 

decades. To stem this decline, aid for trade to the region has increased rapidly in recent years. Assistance can 

target improvements in three important components of trade facilitation: transit times, documentation, and ports 

and customs. Of these, transit delays have the most economically and statistically significant effect on exports. 

Specifically, a one day reduction in inland travel times leads to a 7 percent increase in exports, after controlling 

for the standard determinants of trade and potential endogeneity. Put another way, a one day reduction in inland 

travel times translates into a 2 percentage point decrease in all importing-country tariffs. By contrast, longer 

delays in the other areas have a far smaller impact on trade. Large transit delays are relatively more harmful 

because they are associated with high (within-country) variation, making delivery targets difficult to meet. 

Finally, the results imply that transit times are primarily about institutional features -- such as border delays, 

road quality, fleet class and competition and security -- and not geography. 

 

Objective of the Study 

The objective of the paper is to examine the accuracy of the ‘Trading Across Border’ index prepared by the 

World Bank through the impact analysis of ‘cross border trade efficiency’- on the inflow of FDI.  

 

Methodology and Data 

This is actually an econometric study. To identify the impact of efficiency of the cross border trade on the FDI, 

ordinary least square (OLS) regression analysis has been applied. Simple statistical tools like correlation and 

descriptive statistics is used for identifying the relationship among the variables. Secondary information is also 

used in this study. Internet resources from various websites had been facilitating in locating and gathering 

data.The relevant secondary data are collected from World Bank, Ministry of Internal Resource Division (IRD), 

Ministru of Commerce (MOC), Ministry of Shiping (MOS), Bangladesh Investment Development Authority 

(BIDA), ICC, Bangladesh Economic Review, World Investment Report (various issues) published by UNCTAD, 

websites, journals, working papers, books and newspapers, etc. For better understanding, the variables have 

been compared within the 15 Asian countries.  

 

Relationship Between Trading Across Border and Per capita FDI 

Easy to trade is one of the important factors for attracting FDI. The Better index value of Trading Across Border 

indicates the better environment for local and foreign investment. The correlation between FDI and DTF values 

of ‘Trading Across Borders’are positive and significantly high in Asian countries (See figure 1 and Table 1). On 

the other hand, the correlation value of 190 countries between Trading Across Border among with per capita FDI 

is 0.20 (Own calculation). That is, the Index value of ‘Trading Across Borders’ is sensitive issues for the 

developing Asian countries than the all over the country. So, the government like Bangladesh should be more 

serious to take the proper steps for the improving the cross border trade efficiency. 
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Figure 1: Relationship Among FDI and DTF value of Trading Across  

Border Index of 15 Asian Countries 

 

 
Source: Trading Across Border Data is Collected from Doing Business, 2017 and Per Capita Income is 

Collected from above Table. 

Figure 2: Scatter Diagram of DTF of Trading Across Border Index, 2017 and Per Capita 

FDI Stock, 2015 in the 140 countries in the world. 

 
Source: Trading Across Border Data is Collected from Doing Business, 2017 and Per Capita FDI Stock is 

Calculated by dividing Per Capita  FDI Stock (UNCTAD, 2015)/Total Population, 2015 (WB Open Source 

Data Bank). Those country’s Per Capita FDI is more than 10,000 USD, they are considered as Outlair. 

 

Table 1: FDI and Trading Border Index of the 15 Asian Countries 

Country Trading 

Across 

Border 

DTF 2017 

Inward 

FDI 

(Million 

USD), 16 

Outward 

FDI 

(Million 

USD), 16 

FDI Inward 

Stock 

(Million 

USD, 16 

FDI Outward  

Stock 

(Million 

USD, 16 

Per capita 

Inward 

FDI, 2016 

Per capita 

Outward 

FDI , 

2016 

Per capita 

Inward FDI 

Stock, 2016 

Per capita 

Outward 

FDI Stock, 

2016 

Bangladesh 34.86 2333 41 14539 212 14.32 0.25 89.2 1.3 

Cambodia 67.28 1916 121 16656 652 121.56 7.68 1056.7 41.4 

China 69.13 133700 183100 1354404 1280975 96.98 132.81 982.4 929.1 

Hong Kong 88.94 108126 62460 1590808 1527880 14717.63 8501.78 216533.7 207968.2 

India 56.45 44486 5120 318502 144134 33.60 3.87 240.5 108.8 

Indonesia 63.53 2658 12463 234961 58890 10.18 47.73 899.8 225.5 

Korea 92.52 10827 27274 184970 306145 211.28 532.22 3609.5 5974.1 

Lao PDR 62.98 890 2 5639 19 131.69 0.30 834.4 2.8 

Malaysia 82.38 9926 5601 121621 126937 318.27 179.59 3899.7 4070.2 

Pakistan 38.11 2006 52 39017 2052 10.38 0.27 201.9 10.6 

Philippines 69.39 7912 3698 64249 45377 76.58 35.79 621.8 439.2 
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Singapore 89.3 61597 23888 1096320 682404 10985.18 4260.17 195517.2 121699.6 

Sri Lanka 70.7 898 237 9745 1136 42.35 11.18 459.6 53.6 

Thailand 84.1 1554 13229 188651 85636 22.57 192.10 2739.5 1243.6 

Vietnam 65.61 12600 1388 115391 9978 135.92 14.97 1244.8 107.6 

Correlation with Per 

capita FDI 

0.3013599 0.2214067 0.4362438 0.444107 0.5832844 0.230888 0.7658793 0.74566081 

Source: FDI Data are Collected from WIR, 2017, Trading Across Border DTF value 2017 is collected from the World Bank Website, Per 

Capita and Correlation Coefficients are Calculated by Researcher. 

 

Table 2: Only Top Lucky 7 Country, Per Capita FDI is More than One Lakh USD 

Country Trading Across Border, 2017 Per Capita FDI Stock in USD 

Uruguay 55.98 1628407 

Malta 91.01 379109 

Luxembourg 100 359905 

Hong Kong  88.94 215257 

Singapore 89.3 176768 

Cyprus 88.44 118650 

Switzerland 91.79 100513 

Source: Trading Across Border Data is Collected from Doing Business, 2017 and Per Capita FDI Stock is Calculated by dividing FDI 

Stock (UNCTAD, 2015) / Total Population, 2015 (WB Open Source Data Bank) 

 

World Bank’s Methodology of the Preparing the Trading Across Border index 

The index is prepared on the four indicators. These are time to import, cost to import, time to export, and cost to 

export. Each indicator carries the same weight. All of these indicators are considered in two categories, such as 

Documentary compliance and Border compliance. 

 

Cost Measurement 

Insurance cost and informal payments for which no receipt is issued are excluded from the costs recorded. Costs 

are reported in U.S. dollars. Contributors are asked to convert local currency into U.S. dollars based on the 

exchange rate prevailing on the day they answer the questionnaire. Contributors are private sector experts in 

international trade logistics and are informed about exchange rates and their movements.  
 

Time Measurement 
Time is measured in hours, and 1 day is 24 hours (for example, 22 days are recorded as 22 × 24 = 528 hours). If 

customs clearance takes 7.5 hours, the data are recorded as is. Alternatively, suppose that the documents are 

submitted to a customs agency at 8:00 a.m., are processed overnight and can be picked up at 8:00 a.m. the next 

day. In this case the time for customs clearance would be recorded as 24 hours because the actual procedure 

took 24 hours.  
 

Documentary compliance 
Documentary compliance captures the time and cost associated with compliance with the documentary 

requirements of all government agencies of the origin economy, the destination economy and any transit 

economies. The aim is to measure the total burden of preparing the bundle of documents that will enable 

completion of the international trade for the product and partner pair assumed in the case study. As a shipment 

moves from Mumbai to New York City, for example, the freight forwarder must prepare and submit documents 

to the customs agency in India, to the port authorities in Mumbai and to the customs agency in New York City. 

The time and cost for documentary compliance include the time and cost for obtaining documents (such as time 

spent to get the document issued and stamped); preparing documents (such as time spent gathering information 
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to complete the customs declaration or certificate of origin); processing documents (such as time spent waiting 

for the relevant authority to issue a phytosanitary certificate); presenting documents (such as time spent showing 

a port terminal receipt to port authorities); and submitting documents (such as time spent submitting a customs 

declaration to the customs agency in person or electronically).  

All electronic or paper submissions of information requested by any government agency in connection with the 

shipment are considered to be documents obtained, prepared and submitted during the export or import process. 

All documents prepared by the freight forwarder or customs broker for the product and partner pair assumed in 

the case study are included regardless of whether they are required by law or in practice. Any documents 

prepared and submitted so as to get access to preferential treatment— for example, a certificate of origin—are 

included in the calculation of the time and cost for documentary compliance. Any documents prepared and 

submitted because of a perception that they ease the passage of the shipment are also included (for example, 

freight forwarders may prepare a packing list because in their experience this reduces the probability of physical 

or other intrusive inspections). In addition, any documents that are mandatory for exporting or importing are 

included in the calculation of time and cost. Documents that need to be obtained only once are not counted, 

however. And Doing Business does not include documents needed to produce and sell in the domestic market—

such as certificates of third-party safety standards testing that may be required to sell toys domestically—unless 

a government agency needs to see these documents during the export process.  

 

Border compliance 
Border compliance captures the time and cost associated with compliance with the economy’s customs 

regulations and with regulations relating to other inspections that are mandatory in order for the shipment to 

cross the economy’s border, as well as the time and cost for handling that takes place at its port or border. The 

time and cost for this segment include time and cost for customs clearance and inspection procedures conducted 

by other government agencies. For example, the time and cost for conducting a phytosanitary inspection would 

be included here. The computation of border compliance time and cost depends on where the border compliance 

procedures take place, who requires and conducts the procedures and what is the probability that inspections 

will be conducted. If all customs clearance and other inspections take place at the port or border, the time 

estimate for border compliance takes this simultaneity into account. It is entirely possible that the border 

compliance time and cost could be negligible or zero, as in the case of trade between members of the European 

Union or other customs unions.If some or all customs or other inspections take place at other locations, the time 

and cost for these procedures are added to the time and cost for those that take place at the port or border. In 

Kazakhstan, for example, all customs clearance and inspections take place at a customs post in Almaty that is 

not at the land border between Kazakhstan and China. In this case border compliance time is the sum of the time 

spent at the terminal in Almaty and the handling time at the border. Doing Businessasks contributors to estimate 

the time and cost of clearance and inspections by customs agencies— defined as documentary and physical 

inspections for the purpose of calculating duties by verifying product classification, confirming quantity, 

determining origin and checking the veracity of other information on the customs declaration. (This category 

includes all inspections aimed at preventing smuggling.) These are clearance and inspection procedures that take 

place in the majority of cases and thus are considered the "standard" case. The time and cost estimates capture 

the efficiency of the customs agency of the economy. Doing Businessalso asks contributors to estimate the total 

time and cost for clearance and inspections by customs and all other government agencies for the specified 

product. These estimates account for inspections related to health, safety, phytosanitary standards, conformity 

and the like, and thus capture the efficiency of agencies that require and conduct these additional inspections. If 

inspections by agencies other than customs are conducted in 20% or fewer cases, the border compliance time 

and cost measures take into account only clearance and inspections by customs (the standard case). If 

inspections by other agencies take place in more than 20% of cases, the time and cost measures account for 

clearance and inspections by all agencies. Different types of inspections may take place with different 

probabilities—for example, scanning may take place in 100% of cases while physical inspection occurs in 5% of 

cases. In situations like this, Doing Business would count the time only for scanning because it happens in more 

than 20% of cases while physical inspection does not. The border compliance time and cost for an economy do 

not include the time and cost for compliance with the regulations of any other economy.  
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Impact of the Efficiency of Cross Border Trade on the FDI: An Econometric Approach 

Does the efficiency of cross border trade or trading across the border have any impact on FDI? Theoretically, 

there should have a positive impact on the inflow of FDI. The index developed by the World Bank may be tested 

as an independent variable of the model as the proxy variable of efficiency of cross border trade. Population is a 

very important variable for the foreign investors as it creates the domestic demand as well as it ensures the 

availability of labor supply. The port quality is another important determinant of FDI. The World Bank prepared 

the port quality index. This variable may have been considered as the alternative variable of infrastructure. The 

targeted variable is ‘Trading Across Borders’(TAB) which is proxy variable of the efficiency of cross border 

trade prepared by the World Bank.  

All the data are collected from the World Bank open sources, except trading across border index and FDI. 

‘Trading Across Borders’(TAB) Index is collected from the Doing Business Index and FDI is collected from 

UNCTAD data source. The model is estimated by applying the OLS regression method. The model is designed 

as follows: 

Ln (FDI) = Ln (POP) + Ln (PQI) + Ln (TAB) ------------------------------------------------(1) 

Here,  

 Ln denotes Natural Logarithm 

 POP denotes Population, 2015 

 PQI denotes Port Quality Index, 2016 

 TAB denotes Trading Across Border, 2017 

 FDI denotes Foreign Direct Investments, 2015 

 

Table 4: Tested Result of the Model 

Dependent Variable: LN (FDI)   

Method: Least Squares   

Sample (adjusted): 2 190   

Included observations: 128 after adjustments  

Variable Coefficient Std. Error t-Statistic Prob. 

     
     

C -11.08311 2.076561 -5.337240 0.0000 

LN (POP) 0.664933 0.077815 8.544998 0.0000 

LN (PQI) 2.902556 0.379483 7.648712 0.0000 

LN (TAB) 0.933579 0.339749 2.747847 0.0069 

          R-squared 0.559164     Mean dependent var 7.603208 

Adjusted R-squared 0.548498     S.D. dependent var. 2.030102 

S.E. of regression 1.364105     Akaike info criterion 3.489625 

Sum squared resid 230.7369     Schwarz criterion 3.578751 

Log likelihood -219.3360     Hannan-Quinn criter. 3.525837 

F-statistic 52.42782     Durbin-Watson stat 1.939334 

Prob (F-statistic) 0.000000    

     
The sign of the coefficient of all variables is desired and statically significant.  The target variable is the trading 

across the border (TAB) which has positive coefficient and also statically significant at the 1% level. As the F-

statistics is 52.42782 and it is also statistically significant at the high level. It indicates that the overall model is 

fitted. As Durbin-Watson stat is near to 2, that is, 1.93, we can say that the result of regression is not spurious. 
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Diagnostic Test Results 

The consequences of model mis-specification in regression analysis can be severe in terms of the adverse effects 

on the sampling properties of both estimators and tests. There are also corresponding implications for forecasts 

and for other inferences that may be drawn from the fitted model. Accordingly, the econometric literature places 

a good deal of emphasis on procedures for interrogating the quality of a model specification. These procedures 

address the assumptions that may have been made about the distribution of the model's error term, and they also 

focus on the structural specification of the model, in terms of its functional form, the choice of regressors, and 

possible measurement errors. 

Much has been written about "diagnostic tests" for model mis-specification in Econometrics in recent years. The 

last two decades, in particular, have seen a surge of interest in this topic which has, to a large degree, rectified 

what was previously an imbalance between the intellectual effort directed towards pure estimation issues, and 

that directed towards testing issues of various sorts. There is no doubt that diagnostic testing is now firmly 

established as a central topic in both econometric theory and practice, in sympathy with Hendry (1980, p.403) 

urging that we should"test, test and test". 

 

Normality Test 

In statistics, normality tests are used to determine if a data set is well-modeled by a normal distribution and to 

compute how likely it is for a random variable underlying the data set to be normally distributed. An informal 

approach to testing normality is to compare a histogram of the sample data to a normal probability curve. The 

empirical distribution of the data (the histogram) should be bell-shaped and resemble the normal distribution. In 

statistics, the Jarque–Bera test is a goodness-of-fit test of whether sample data have the skewness and kurtosis 

matching a normal distribution. The nul hupothesis is that the residual are normally distributed. 

Figure 4: Jarque-Bera Normality Test 
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Sample 2 190
Observations 128

Mean       3.18e-15
Median   0.062080
Maximum  3.590017
Minimum -4.302790
Std. Dev.   1.347897
Skewness  -0.094255
Kurtosis   3.952468

Jarque-Bera  5.027899
Probability  0.080948

 

As Jarque-Bera statistics is 5.027 and corresponding p-value is larger than 0.05 (0.080), we cannot reject the null 

hypothesis. That is residuals are normally distributed. 

 

Heteroscadasticity Test 

Suppose there is a sequence of random variables {Yt} n t = 1 and a sequence of vector of random variables, 

{Xt} n t = 1. In dealing with the conditional expectation of it given Xt, the sequence {Yt} n t=1 is said to be 

heteroscedastic if the conditional variance of Yt given Xt, changes with t. When using some statistical 

techniques, such as ordinary least squares (OLS), a number of assumptions are typically made. One of these is 

that the error term has a constant variance. This might not be true even if the error term is assumed to be drawn 

from identical distributions. If OLS is performed on a heteroscedastic data set, yielding biased standard error 

estimation, a researcher might fail to reject a null hypothesis at a given significance level, when that null 

hypothesis was actually uncharacteristic of the actual population. There are several methods to test for the 

presence of heteroscedasticity. Breusch-Pagan-Godfrey tests have been applied to this specific case. The null 

hypothesis is the existence of homoscedasticity. 

 

https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Goodness-of-fit
https://en.wikipedia.org/wiki/Skewness
https://en.wikipedia.org/wiki/Kurtosis
https://en.wikipedia.org/wiki/Normal_distribution


1148 

Table 5: Breusch-Pagan-Godfrey Heteroskedasticity Test Result 

F-statistic 1.32084 Prob. F(3,124) 0.2707 

Obs*R-squared 3.96368 Prob. Chi-Square(3) 0.2654 

Scaled explained SS 5.49133 Prob. Chi-Square(3) 0.1392 

Source: Own Calculation 

 

As Obs*R-squared p-value is larger than 0.05, that is, (0.265), we cannot reject the null hypothesis. Residuals have homoscedasticity, 

that is, we can accept the null hypothesis. 

 

Serial Correlation test: When error terms from different (usually adjacent) time periods (or cross-section 

observations) are correlated, we say that the error term is serially correlated. Serial correlation will not affect the 

unbiasness or consistency of OLS estimators, but it does affect their efficiency. With positive serial correlation, 

the OLS estimates of the standard errors will be smaller than the true standard errors. This will lead to the 

conclusion that the parameter estimates are more precise than they really are. So this test is required.The null 

hypothesis is that there is no serial correlation.  

 

Table 6: Breusch-Godfrey Serial Correlation LM Test Result 

F-statistic 0.244979 Prob. F(2,122) 0.7831 

Obs*R-squared 0.511998 Prob. Chi-Square(2) 0.7741 

 

As Obs*R-squared is larger than 0.05, that is, 0.7741, we cannot reject the null hypothesis. That is, there is no serial correlation. 

 

Test Results and Findings 

Though the objective of the study is to identify the impact of ‘cross borders trade’ efficiency on FDI inflow, but 

the another intention of the study is to identify the accuracy of World Bank’s ‘Trading Across Borders’ index. 

Theoretically, efficiency of cross border trade should have a positive impact on the inflow of FDI. In this model, 

the coefficient of ‘Trading Across Borders’ index (TAB) is 0.93 (positive) and corresponding ‘t’ value is 0.0069 

(less than 0.01). It indicates the direct relationship between the inflow of FDI and efficiency of cross border 

trade, which is desirable according to the principle of economics. The Durbin-Watson stat is 1.93, which is very 

close to the value of 2. This indicates that the values of the coefficients are not spurious. The Coefficient of the F 

statistic is (52.42), which is highly significant. It indicates that the estimated model is overall fit. All the 

diagnostic results like normality test, heteroscadasticity test, and the serial autocorrelation test support the 

accuracy of the coefficient of the variables as well as specification of the model. The econometric model clearly 

identifies that the ‘Trading Across Borders’ index (TAB) reveal the efficiency of cross border trade through its 

positive impact on the inward FDI inflow.  

 

Conclusion 

In the modern world, the volume of trade between two countries indicates the status of international relations. 

Participation in international trade provides a variety of benefits to both the developed and developing countries. 

They may obtain gains through more efficient resource allocation according to comparative advantage; the 

exploitation of economies of scale and increased capacity utilization; improvements in technology; increases in 

domestic savings and foreign direct investment; and increased employment. At the early stages of development, 

countries will be generally benefited through specialized in natural resource products. In the process of 

industrialization, it will be advantageous to concentrate first on products utilizing mainly unskilled labor, with 

subsequent upgrading in the product composition of exports as the country accumulates physical and human 

capital. Attracting FDI through enhancing the efficient cross border trade is one strategy for both developed and 

developing countries. 

International trade makes it possible to overcome the limitations of their domestic markets in exploiting 

economies of scale and ensuring full capacity utilization and trade can play the important role. But trade 
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environment is very much essential for the enhancement of trade. Inflow of Foreign Direct Investment  indicates 

the trade environment. If trade increases, FDI will also increase. World Bank’s ‘Trading Across Border’ index, 

which is one of the sub-index of ‘Ease of Doing Business’ index indicates the environment of trade. The study 

reveals that truth, that is, Trading Across Border index developed by the world bank support the basic principle 

of the Trade of International economics. Trading Across Border index has the significant positive impact of the 

inflow of FDI. This also reveals the accuracy of the ‘Trading Across Borders’ Index. So, the countries need to 

increase the index value of the ‘Trading Across Borders’ for enhancing FDI, consequently to increase trade 

volume. If the trade volume increases, then the relationship among the countries will also be increased which 

will contribute to reduce the global tension. 
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Appendices 

Appendix A: Ranking of the index of ‘Ease of Doing Business’, 2017 of 17 Asian Countries 

 
Source: Doing Business Index, 2017 

 

Appendix B: ‘Trading Across Borders’Rank of 15 Asian Countries 

 
Source: Doing Business Index, 2017 
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Appendix C: Different Indicators Values of ‘Trading Across Borders’Index of 15 Asian Countries 

 
Economy Trading 

Across 

Borders-

DTF 

Time to 

export: 

Border 

compliance 

(hours) 

Cost to 

export: 

Border 

complian

ce (USD) 

Time to 

export: 

Documen

tary 

complian

ce (hours) 

Cost to 

export: 

Documen

tary 

complian

ce (USD) 

Time to 

import: 

Border 

compliance 

(hours) 

Cost to 

import: 

Border 

compliance 

(USD) 

Time to 

import: 

Documentary 

compliance 

(hours) 

Cost to 

import: 

Documen

tary 

complian

ce (USD) 

Bangladesh 34.86 100 408 147 225 183 1294 144 370 

Cambodia 67.28 48 375 132 100 8 240 132 120 

China 69.13 26 522 21 85 92 777 66 171 

Hong Kong 88.94 19 282 1 57 19 266 1 57 

India 57.61 106 413 38 92 283 574 61 135 

Indonesia 65.87 53 254 61 139 99 383 133 164 

Korea, 92.52 13 185 1 11 6 315 1 27 

Lao PDR 62.98 12 73 216 235 14 153 216 115 

Malaysia 82.38 48 321 10 45 72 321 10 60 

Pakistan 39.41 75 426 59 307 129 957 147 786 

Philippines 69.39 42 456 72 53 72 580 96 50 

Singapore 89.3 12 335 2 37 35 220 3 40 

Sri Lanka 70.7 43 366 76 58 72 300 58 283 

Thailand 84.1 51 223 11 97 50 233 4 43 

Vietnam 69.92 58 309 50 139 62 392 76 183 

Source: Doing Business Index, 2017 

 

Appendix D: Port Quality Index (15 Asian Countries) 

 
Source: World Bank Open Data Source 
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Appendix E: Openness Index 

 
Source: International Chambers of Commerce 

 

Appendix  F: Per capita FDI Inflow of 15 Asian Countries in 2016 

 
Source: Own Calculation from WIR, 2017 Data 

 

Appendix G: Per capita Inward FDI Stock of 15 Asian Countries, End of 2016 

 
Source: Own Calculation from WIR, 2017 Data 
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Appendix H: Distance to Frontier Value of ‘Trading Across  

Borders’Index of Fifteen Asian Countries 

 
Source: Doing Business Index, 2017 

 

Appendix I: Efficiency of Custom Clearence Performance Index, 2016 of 

 thirteen Asian Countries 

 
Source: World Bank Logistics performance index 
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Abstract 

The Prime objective of this study is to identify the factors that affect the development of women's entrepreneur 

in Bangladesh specifically in Chattogram city. The study used a survey method among the female business 

owners of ladies' tailors, women's wear shops, and beauty salons. Purposive sampling was used to conduct a 

survey of 85 female business owners in total. A five-point Likert scale was employed in the investigation. To 

gain a thorough understanding of the factors influencing women's decisions to launch their enterprises in 

Bangladesh, a structured open-ended and closed-ended, questionnaire was given throughout the city of 

Chattogram. According to the study, managerial capabilities and difficulties, both societal and familial 

acknowledgment, independence, environmental and social connectivity, restrictions on obligations, and a 

willingness to take risks are among the factors that have a significant impacts on the growth of women 

entrepreneurs in Chittagong City. The government program tends to inspire unemployed women who want to 

start their businesses. The study's practical implications include the potential for new employment 

opportunities and the assurance of women business owners' active participation in the expansion of the 

national economy. Women are encouraged to start their businesses by the financial assistance provided by the 

government, particularly the start-up capital. The main obstacles to women entrepreneurship in Chattogram 

City are financial difficulties, social and familial constraints, gender discrimination, security issues, work-

family conflicts, and lack of assets. The main limitations of the study are finding the appropriate number of 

women entrepreneurs in Chattogram City and engaging them to provide quality data. 

Keywords: Bangladesh ‧ Women ‧ Entrepreneurship ‧ Economic growth ‧ Ladies' ware shop ‧ ladies' Salon ‧ 

ParticipatioN ‧  Chattogram City 
 

1.      Introduction   

The advancement of women entrepreneurs in Bangladesh is of utmost importance. Yet, a multitude of economic, 

cultural, environmental, and individual factors have a detrimental impact on it. In their various professions, 

several economists, sociologists, psychologists, and behavioral scientists have tried to pinpoint the factors 

influencing the growth of women entrepreneurship (Begum, 2013). According to McClelland (2011), the supply 

of entrepreneurship is greatly influenced by the level of accomplishment motivation known as the "need for 

achievement." According to Rahman (2017), entrepreneurship is the function that is unique to the ability of the 

entrepreneur to employ the factors of production—land, labor, and capital—to create new commodities or 

services. Hence, entrepreneurship is defined as a type of behavior that entails identifying and seizing business 

possibilities, taking initiative, being creative and innovative, setting up social economic systems to use resources 

and circumstances effectively, and accepting the possibility of failure. 

A woman entrepreneur is defined as an individual who has founded, acquired, or inherited a business alone or 

with one or more partners, is taking on the associated financial, administrative, and social risks, and is actively 

involved in the day-to-day operation of the company. These women are also referred to as female entrepreneurs 

or self-employed women (Johnson, 2018). Recent years have seen an increase in the number of women starting 

their businesses and making a positive impact on a nation's economy. Women who are business owners in 
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Bangladesh are a sizable group of women who have left the broken path and are looking at new opportunities 

for economic participation (Hussain, 2019). There have been several internal and external problems with their 

mission (Begum, 2020). Most recent American research looks very closely at both female entrepreneurs' 

motivations and the challenges they encounter (Hisrish and Brush, 2014). The need for job fulfillment, 

independence, and the realization of a goal was found to be Bangladeshi entrepreneurs' driving forces (Begum, 

2013). Undercapitalization and a lack of knowledge and training in business skills were the two main issues 

mentioned by the female respondents. The majority of respondents said it was tough to get over some ingrained 

social stereotypes that women aren't as serious about business as men. The absence of assistance provided to 

female entrepreneurs in non-traditional industries was further corroborated by Hisrish and Brush (2014), who 

focused on various sorts of female-owned firms. In the past, people used to think that a woman's best service is 

to oversee her family's health and household duties (Marylynet; 2016 & Yawet; 2018). Later in the 1970s, 

women left the house and started working. They now prefer staying at home and are more active in the 

workforce. Numerous women are launching enterprises that align with their ideals and give them a great deal of 

independence and flexibility (Ambepitiya, 2019; Forbs 2018, Raeburn, 2016). Participation of women is 

currently promoting social and economic advancement (Brush 2014; Henry et al., 2013; Mehta and Sethi 2017). 

In addition to these benefits, women's participation in entrepreneurship has positive societal effects on 

individuals, whether they work in small or medium-sized businesses or the unorganized sector (UNIDO 2022). 

In developing countries today, the percentage of women entrepreneurs has climbed to the point where roughly 

35% of businesses are owned and operated by women (Zororo, 2021).  

Women's socio-economic circumstances in Bangladesh have greatly improved over time. Education, health, and 

empowerment are only a few social aspects where progress can be shown. This does signal a rise in the 

participation of women in the workforce (Ibrahim, 2019). In 2013–14, the percentage of women in the 

workforce was nearly 4.7 times lower than it was in 2020. Just 4.1% of women participated in the workforce in 

1974 (Itani, et al., 2011; Jamali, D. 2009). Men's involvement rates did not significantly alter throughout this 

time; they were 81.6% in 1974 and 82.5% in 2010. Except for a few years in the 1980s, the male labor force 

participation rate in the post-independence era hovered between 75% and 85%, while the female labor force 

participation rate increased every year (Khatun et al., 2015). This considerable increase in women's employment 

involvement demonstrated their growing contribution to the nation's economic growth and is, in fact, a very 

positive indicator for the advancement of the nation. At all societal levels, Bangladeshi women have made 

entrepreneurship a noteworthy vocation (Adewole, 2015; Taqi, 2016). 

Bangladesh is still under development and has a large human resource base. Women make up slightly more than 

half of the population in Bangladesh (Allen, et al., 2018, Begum, 2013; Parvin & Rahman, 2022). Although 

women are starting businesses in a variety of exciting industries, their actions are not as widespread in 

Bangladesh. Currently, women entrepreneurs have raised their standard of living and attained a high standing in 

the family and society (Alam, 2017; Shah & Saurabh, 2019). The majority of women today are highly conscious 

of maintaining their attractiveness and physical fitness by taking care of themselves and looking for new ways to 

change fashion in fast-paced industries. In general, both Indian and Western cultures have influenced the 

majority of them, both in urban and rural locations. They take their attire seriously, just as they do with their 

awareness of beauty and physical fitness. As a result, businesses like beauty salons and tailoring are rising daily 

to meet their expanding needs. Before, only high-class women would visit beauty salons, but now females from 

the middle class and even lower classes frequent them because they are aware of their appearance. The 

popularity of beauty salons as a company is growing daily (Ali & Rana, 2019). Compared to other businesses, a 

beauty salon requires less capital upfront. And this may be what made them popular.  

A person may be drawn to this industry because there aren't many administrative and regulatory barriers to 

starting a beauty salon (Scott, et al., 2017). Specialists and professional beauticians are required for a beauty 

salon for it to succeed and develop. Although there are plenty of people looking for work, there is a significant 

scarcity of qualified beauticians. Yet, the number of beauty salons is growing daily to serve its growing clientele. 

Because everyone needs to wear clothing, a tailor's services, and ladies' wear shops are always necessary. A 

professional who creates, fixes, or adjusts clothing is known as a tailor. One of the oldest entrepreneurial 

occupations in the world is tailoring. Many aspiring business owners open tailor shops in their homes or low-
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cost rented facilities. A home-based business is vastly superior to a long-term lease on the property that nobody 

will ultimately be able to afford, even though it may appear like a humble beginning. In contrast to other types 

of businesses, tailoring shops focus heavily on local marketing and target customers there (Rahman, 2017). The 

transition from a typical housewife to a businesswoman takes time. 

Women are now taking up the challenge of developing themselves in commercial operations as they are 

becoming more conscious of their socioeconomic rights and opportunities. Economic activities have thus 

become crucial for potential working women as a result of self-employment. In actuality, "women in business" 

or women entrepreneurs in Bangladesh are a relatively new phenomenon. Although women in Bangladesh are 

active in a variety of demanding sectors, their involvement is not as widespread. Several women have achieved 

success in business despite having fewer possibilities, but their numbers are still incredibly small (Hussain & 

Yaqub, 2019; Nawaz, 2018). According to Parvin and Jia (2018), environmental factors like access to credit, 

entrepreneurship training, and membership in development organizations, as well as personal characteristics like 

the freedom to choose one's job and the desire for high social status, are what drive people to engage in 

microentrepreneurship. The availability of start-up capital, informational and market networks, knowledge and 

skill sets, and parental responsibility are additional determinants of the growth of women's entrepreneurship in 

developing nations like Bangladesh (Hossain, Zaman & Nuseibeh, 2019). 

 

2.        Objectives of the Study 

The primary objective of this paper is to highlight the different issues that help to develop entrepreneurship in 

Bangladesh. The specific objective of this study is: 

1.  to discover the factors  that affect the development of women  entrepreneurship in Chattogram City. 

 

3.      Rationale of the Study  

To progress their careers in business, women have taken the initiative to grasp opportunities and accept 

challenges as a result of a growing awareness of their socioeconomic rights. It is therefore no longer shocking to 

see women running their prosperous businesses. The common mindset has shifted so drastically that women 

who balance work and families are now seen as independent company managers. At all stages of socioeconomic 

development, women entrepreneurs have a unique role to play in establishing entitlement and fostering 

empowerment. More consumers appear to be content with spending their money and time on this specific 

business (Ali & Rana, 2019). Hence, for future working women, economic activity through self-employment has 

become crucial. In Bangladesh, the phenomenon of "women in business" or women entrepreneurs is quite new. 

Even though women are starting businesses in a variety of difficult industries, there are not enough of them in 

Bangladesh. Several women have achieved success in business despite having fewer possibilities, yet there are 

still very few of them (Hussain &Yaqub, 2019, Nawaz, 2018, Parvin et al., 2020). 

In recent years, Bangladesh has made remarkable progress in all spheres of life, including the economy, 

education, technology, and society. We cannot disregard the role played by women, particularly women 

entrepreneurs, in these advancements. Through ownership, leadership, entrepreneurship, working women, etc., 

they are making contributions in every field. Women are now more empowered thanks to chances for education 

and employment than they were in the dark centuries of segregation. The biggest improvement is seen in the 

rising proportion of female entrepreneurs both domestically and internationally. Innovative and specific support 

services are required to aid women's entrepreneurship development to unleash their creative potential as 

business owners. To make it easier for small enterprises to access finance, specialized funding and programs are 

implemented. Although the study is only focused on three types of female entrepreneurship—beauty salons, 

ladies' ware shops, and ladies' tailors—it is nevertheless an important investigation of the various elements that 

influence or make it difficult to be an entrepreneur. The report will undoubtedly be useful to women who wish to 

launch their businesses as well as policymakers who are considering ways to support women entrepreneurs and 

the economic growth of Bangladesh. 
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4.      Literature Review  

In Bangladesh, recent years have seen an increase in the number of women starting their businesses and making 

a positive impact on the nation's economy. Women who are business owners in Bangladesh are a sizable number 

of women who have left the broken path and are looking at new opportunities for economic participation. There 

have been several internal and external problems with their mission (Begum, 2020). Most recent American 

research looks very closely at both female entrepreneurs' motivations and the challenges they encounter (Hisrish 

and Brush, 2014). The need for job fulfillment, independence, and the realization of a goal was found to be 

Bangladeshi entrepreneurs' driving forces (Begum, 2020). Undercapitalization and a lack of knowledge and 

training in business skills were the two main issues mentioned by the female respondents. The majority of 

respondents said it was tough to get over some ingrained social stereotypes that women aren't as serious about 

business as men. Hisrish and Brush (2014) later corroborated the absence of help provided by focusing on 

several sorts of female-owned enterprises. 

An entrepreneur is someone who possesses a variety of traits, including self-assurance, a focus on results, risk-

taking, leadership, originality, and a sense of the future (Aktaruzzaman, 2011; Chowdhury, 2017; Windapo, 

2018). Entrepreneurship refers to the widespread practice of starting new businesses in a culture and is described 

as one that initiates and establishes an economic activity or enterprise (Begum, 2020; Trends & Sciences, 2014). 

According to research by Ogundele (2014) & Ambepitiya (2019), formal education, entrepreneurial training, and 

development can all help build an entrepreneur. Women still make up a small percentage of entrepreneurs and 

business owners worldwide. This situation may vary from country to country due to differences in employment 

opportunities, cultural norms, educational systems, gender bias, attitudes toward women entrepreneurs, financial 

resources, role conflicts, and access to information, among other things (Rahmatullah & Zaman, 2014; Afroze, 

et.al., 2017; Nawaz, 2018; Hussain &Yaqub, 2019; Jahan, 2017; Islam, 2017; Hafsat, 2016; Lame, et al., 2014). 

When starting and expanding their businesses, most women encounter particular challenges, such as a lack of 

education or training, restricted access to capital, a lack of savings and social networks, and a limited range of 

possible industries (Afroze, 2017; Akanji, 2016; Ibru, 2019; Lakwo, 2017; Ojo). Surthi and Sarupriya's (2013) 

research on the psychological aspects that affect female entrepreneurs focused on the impact of demographic 

characteristics including marital status and family structure as well as how women entrepreneurs handle stress.  

The majority of women entrepreneurs work in the retail, clothing, and food and beverage industries (Sumitha & 

Keerthi, 2018). Particularly in establishing entitlement and fostering empowerment at all stages of 

socioeconomic growth, women entrepreneurs have contributed (Chowdhury, et al., 2018). According to Gill and 

Ganesh (2019), women's entrepreneurship promotes women's empowerment by giving them freedom, 

opportunity, confidence, and self-expression. Sharma and Varma (2020) contend that female entrepreneurship 

guarantees economic opportunity and women's empowerment in society, which reduces gender inequality and 

promotes development. Female entrepreneurs are more likely to launch a new firm because of the challenge and 

chance for personal fulfillment than because of the potential for financial gain (Lavoie, 2012). According to 

Hossain (2019), financial concerns and decision-making, market and informational networks, the availability of 

start-up financing, knowledge and skill sets, parenting obligations, and advocacy are the primary elements 

motivating women to create businesses in Bangladesh.                                                                                                     

According to Naseret (2009), financial support, self-fulfillment, education, skills, experience, and spouse/father 

business, all have an impact on women entrepreneurs. Similarly to this, Schutte and Barkhuizen's (2016) study 

showed how entrepreneurship is significantly influenced by economic freedom. They added that responsiveness 

and creativity are closely related to entrepreneurship.  Most studies of entrepreneurship regard age and 

educational level to be crucial determinants of entrepreneurial activity as parts of an individual's human capital 

(Parker, 2009). According to Thebaud (2015), women's participation in entrepreneurship would progressively 

fulfill the dream of gender equality in the workplace and help them advance to one of the most coveted 

leadership positions in contemporary society. There are, however, few studies on female entrepreneurs, 

including ones on the reasons why they quit the corporate sphere to become business owners (Nguyen, 2015), as 

well as the restrictions and hurdles they had to overcome (Chandralekha et al., 2015; Gundry et al., 2012; Stoner 

et al., 2014; Winn, 2019).  
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Although there are numerous issues that women entrepreneurs confront, including those related to finances, 

bank loans, training programs, marketing, social security issues, and attitudes toward women in their families 

and society, these issues might make it difficult for them to succeed as business owners (ADB Project Report, 

2019). A study found that women's participation in microentrepreneurship was greatly influenced by their desire 

for greater social status and their freedom from restrictions on their employment, as well as by other personal 

traits like their management skills, lack of entrepreneurship skills, access to startup capital, and gender 

discrimination. When beginning micro-entrepreneurship as a form of self-employment, women entrepreneurs 

typically face several difficulties, including a lack of knowledge, access to business support, a lack of 

confidence, finding the right contacts for business ventures, juggling work and family obligations, and worrying 

about societal acceptance (Aktaruddin, 2019). Specialized training is another factor that supports a woman 

entrepreneur's growth. According to Awal (2016), the development of women's entrepreneurship depends on 

policies regarding education, programs aimed at eradicating poverty, and specialized training programs.  

Risk-taking capacity is one of the fundamental traits of an entrepreneur, and women entrepreneurs share this 

trait. According to Bhuiyan & Imam (2018), taking a risk to start something new, recognizing opportunities and 

mobilizing resources, operating businesses profitably, and ultimately having achievement orientations for 

ongoing business growth and improvement is crucial for the development of entrepreneurship. In addition to 

financial support, self-fulfillment, knowledge, skills, and experience, relationships with spouses and father-

owned businesses are considered to be crucial elements in the development of women entrepreneurs (Naser & 

Nuseibeh, 2019). Smiling (2018) noted that elements influencing the development of entrepreneurship in a 

developing nation like Bangladesh include the high need for achievement along with hard effort and 

entrepreneurial experiences.  

In addition to environmental factors like access to credit, entrepreneurship training, membership in development 

organizations, information access, and supportive infrastructure, people are motivated to engage in 

microentrepreneurship by personal characteristics like the freedom to choose their work and the desire for high 

social status. The availability of start-up financing, knowledge and skill requirements, parental responsibilities, 

market and informational networks, and financial independence and decision-making are additional intervening 

factors for the growth of women's entrepreneurship in developing countries like Bangladesh (Hossain, 2019). 

Based on the discussion above, it appears that no significant amount of research has been done on the factors 

impacting the development of female entrepreneurship in Bangladesh's beauty salons, women's wear shops, and 

ladies' tailor industries specifically in Chattogram City. In light of this, the researchers believe that the goal of 

their study is to pinpoint the factors that affect the growth of women's businesses in Bangladesh. 

 

5.0     Research Methodology 

This study uses both primary and secondary data to inform its findings. Printed questionnaires and in-person 

interviews were used to gather primary data. It provides detailed descriptions of the overall study methodology, 

data collection procedures, statistical tools and techniques, research site, sample collection, etc. This will make 

use of descriptive statistics, factor analysis, etc. to evaluate and interpret the factors and correlations between the 

factors. 

 

5.1     Questionnaire development 

An intensive literature review was conducted by the researsers to design the questionnaires. Before distributing 

the questionnaires, researchers ran a pilot survey to accomplish the study's goal. To collect data regarding factors 

influencing entrepreneurship development, the study adopted 19 items from the entrepreneurship development 

scale developed by Arafin, Alam, Uddin, Ali and Hossain (2018). 

 

5.2     Data Collection Procedure 

From November 2022 to February 2023, almost four months were devoted to gathering primary data for this 

study and achieving its objectives. Special effort was taken to protect the anonymity of the survey responses to 

collect the primary data. 
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5.2.1  Primary Data 

To collect primary data, a structured, open-ended, and closed-ended questionnaire was used. Many of these 

women were well-known in their industries as successful business owners. Because the majority of female 

tailors, ladies' ware stores, and beauty salons are located in a specific area of Chattogram City, particularly at 

Kotowali, Bakolia, Chalkbazar, Doubblemouring, Bandar and Chandgaon thana areas, and because the 

respondent numbers are not sorted randomly, the researchers used the purposive sampling technique to pick 112 

women entrepreneurs. 

 

5.2.2  Secondary Data 

This study is partially based on secondary data that was gathered from many sources, including websites, 

research publications, published journals of various universities and organizations, and thesis papers, to 

elucidate the pertinent concerns.  

 

6.0      Findings and Analysis Tools 

Both qualitative and quantitative methods have been used in this study's examination and interpretation of the 

data gathered. Data were evaluated using descriptive statistics, such as mean and standard deviation, to better 

understand the responses given by respondents. The perspectives expressed in the comments regarding some 

subjects have been investigated using descriptive statistics. The study's data was analyzed using SPSS-20, one of 

the statistical packages for social science. 

 

6.1     Demographic Information of Respondents  

In this chapter, an effort has been taken to analyze the responses of respondents. To fulfill the objectives of the 

study, different types of questionnaires, consisting of both open and closed-ended questions, were used. Their 

responses were presented and interpreted by presenting related tables. The respondents were asked to provide 

information about their age, gender, marital status, and academic background to collect data for this study. 

Demographic Information and descriptions of their demographic information are presented in Table A below 

Table-A 

Demographic Data of Respondents  

Particulars Frequency Age % Particulars Frequency 

Marital Status 

% 

18-25 

26-35 

36-45 

46-55+ 

Total 

08 

25 

32 

20 

85 

9.4 

29.4 

37.64 

23.52 

100 

Married 

Single 

Divorced 

Widow 

Total 

60 

18 

5 

2 

100 

70.58 

21.17 

5.88 

2.35 

100 

Business Type Educational Level 

Women’s 

Ware Shop 

Ladies tailor 

beauty 

salons 

Total   

 

16 

34 

35 

85 

 

18.82 

40.00 

41.17 

100 

Post Graduate 

Graduate 

HSC 

SSC 

Below SSC 

Total 

20 

35 

15 

07 

08 

85 

23.52 

41.17 

17.64 

8.23 

9.44 

100 

    Source: Field Study 

 

The age range of the 85 respondents who filled out the surveys was 18 to 55 and over. These respondents were 

70.58% married, 21.17% single, 5.88% divorced, and 2.35% widowed, according to demographic data. To begin 

with, basic statistical methods like tables and percentages were used to assess the demographic profiles and 

character features of women entrepreneurs. The age range of the respondents, as shown in Table A, was 18 to 55 
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and older.  From the given data it is clear that the majority of respondents (41.17%) work in the beauty salon 

industry; 37.64% are between the ages of 36-45; 70.58% are married; 41.17% have graduated; and 23.52 have a 

post-graduation as one of their educational certifications. 

 

6.2     Research Instruments 

Nineteen (19) variables about the elements influencing the development of women entrepreneurs in Bangladesh 

were selected from the literatures and subjected to factor analysis. Cronbach's alpha was used to examine the 

scales used in this survey for internal consistency. Churchill (1979) stated that Cronbach's alpha α values of 0.60 

or above are considered to be appropriate for this type of exploratory study. Given that the range was greater 

than 0.7, which denotes a positive result, we discovered that all of the variables were trustworthy for the study 

and the outcome. According to Field (2009), a Cronbach's alpha value of 0.7 to 0.8 is considered appropriate. 

Scalability indicator Cronbach's alpha (α) of 0.831 indicates that the questionnaire is dependable. As a result, the 

variables were considered to have sufficient dependability. Finding the important elements that inspired women 

entrepreneurs in Bangladesh is the goal of using factor analysis. 

 

Table-B 

Variables Scale Mean if 

Item Deleted 

Scale 

Variance if 

Item Deleted 

Corrected Item-

total Correlation 

Cronbach’s Alpha 

if  Item Deleted 

Decision-Making Power 

Gender discrimination  

Family Support 

Contribution to Society 

Ideas and creativity 

Security and a better future 

Leisure time 

Position in the family 

Personal Satisfaction 

Entrepreneurial and  

managerial  knowledge 

Competitive environment 

Challenging work 

Social Networking 

Inspiration to other women 

Workplace confidence  

Changing environment 

Risk 

Age 

Educational level 

44.5336 

44.6667 

44.5852 

44.2419 

44.5089 

44.7791 

44.1236 

43.8262 

44.4317 

 

44.5058 

44.4312 

44.2152 

44.3456 

44.6524 

44.3256 

44.2145 

43.2145 

44.0826 

44.3288 

83.924 

82.196 

86.156 

78.828 

82.452 

82.705 

81.382 

81.369 

82.088 

 

44.5059 

81.765 

80.589 

80514 

82.751 

81.075 

78.342 

79.329 

78.648 

83.192 

.355 

.435 

.089 

.617 

.385 

.423 

.325 

.521 

.345 

 

.459 

.425 

.381 

.418 

.325 

.465 

.493 

.388 

.222 

.168 

.813 

.820 

.814 

.810 

.816 

.811 

.807 

.817 

.812 

.813 

.817 

.809 

.811 

.814 

.826 

.828 

.825 

.813 

.828 

.829 

 Source: Field Study 
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Table: C  

KMO (Kaiser-Meyer-Olkin) and Bartlett’s Test 

Kaiser- Meyer-Olkin Measure of Sampling Adequacy 0.607 

Bartlett’s Test of Sphericity Approx. Chi-Square  738.881 

Degree of Freedom 335 

Significance .001 

  Source: Field Study 

 

The KMO determines the sample adequacy, which must be more than 0.5 for factor analysis to be effective. If 

any pair of the variables has a value that is less than this, think about deleting one of the variables from the 

analysis. The off-diagonal elements in a good model should all be very small (about 0). The KMO rating is 

0.607, by Table C above. A low and barely acceptable score on the KMO test is 0.5; good scores fall between 

0.6 and 0.8; and exceptional scores are over 0.9. Another tool for determining how closely the variables are 

related is Bartlett's test. In this instance, the correlation matrix's classification as an identity matrix is assessed. 

An identity matrix has all diagonal members at 1 and all off-diagonal elements at 0. The same table indicates 

that Bartlett's test of sphericity is important. Its likelihood is therefore less than 0.05. The null hypothesis cannot 

be accepted because the significance level is 0.001. The correlation matrix is not an identity matrix as a result. 

 

Table-D 

Descriptive Statistics 

Variables Mean Standard Deviation Analysis N 

Decision-Making Power 

Gender discrimination  

Family Support 

Contribution to Society 

Ideas and creativity 

Security and a better future 

Leisure time 

Position in the family 

Personal Satisfaction 

Entrepreneurial & managerial  

knowledge 

Competitive environment 

Challenging work 

Social Networking 

Inspiration to other women 

Workplace confidence  

Changing environment 

Risk 

Age 

Educational level 

1.435 

1.535 

1.536 

2.023 

1.569 

1.553 

2.125 

1.562 

1.665 

 

1.845 

1.852 

2.035 

1.985 

1.725 

1.963 

2.121 

2.852 

2.214 

1.901 

.717 

.650 

.712 

.892 

.801 

.685 

.652 

.852 

.752 

 

.823 

.802 

.852 

.702 

.812 

.953 

.823 

1.102 

.706 

1.231 

85 

85 

85 

85 

85 

85 

85 

85 

85 

 

85 

85 

85 

85 

85 

85 

85 

85 

85 

85 

  Source: Field Study 

7.0    Findings and Discussion  

7.1    Descriptive statistics 
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Nineteen (19) items were created to evaluate the influencing factors for women entrepreneurs in Bangladesh, as 

shown in Table D. The range of the mean value for these items, which ranged from 1.435 (lower) to 2.852 

(higher), and from 0.650 to 1.231 (standard deviation), was shown. This demonstrated that the majority of study 

subjects agreed or strongly agreed with the majority of the items measuring the influencing factors for female 

entrepreneurs. In surveys, the variation in respondents' opinions is measured using the standard deviation. 

According to the mean values, security and a better future (1.553), family support (1.536), Gender 

discrimination (1.535), position in the family (1.562), and decision-making power (1.435) are the variables that 

have the greatest impact on women's entrepreneurial development. The figures also indicate that respondents 

place less emphasis on age and risk, with mean values of 2.214 and 2.852, respectively, in their business 

development. 

 

7.2    Factor analysis 

As a statistical tool, factor analysis has been applied to proven components to identify the major influencing 

factors for women entrepreneurs. The principle components factor analysis (Nardo, 2005) with varimax rotation 

is used to identify the latent dimensions of a set of survey indicators. A huge number of indicators can be 

condensed using principal component analysis to a smaller set of components. We utilized five-point Likert 

scales, with 5 denoting "Strongly Agree" and 1 denoting "Strongly Disagree," for each category in the survey. 

According to Table D, more than 73% of the variance in family support and more than 71% of the variance in 

position in the family are explained, while more than 26% of the variance in age is also taken into consideration.  

 

Table E 

Method for Extracting Communities: Principal Component Analysis  

Variables   
 

Variables         Initial 
 

Decision-Making Power 

Gender discrimination  

Family Support 

Contribution to Society 

Ideas and creativity 

Security and a better future 

Leisure time 

Position in the family 

Personal Satisfaction 

Entrepreneurial & managerial  knowledge 

Competitive environment 

Challenging work 

Social Networking 

Inspiration to other women 

Workplace confidence  

Changing environment 

Risk 

Age 

Educational level 

1.00 

1.00 

1.00 

1.00 

                     1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

.655 

.461 

.501 

.512 

           .567                

.601 

.710 

.755 

.501 

.567 

.487 

.701 

.576 

.365 

.600 

.558 

.711 

.301 

.675 

      Source: Field Study 

 

Total Variance Explained 

The following item lists all the factors that can be inferred from the analysis, together with their eigenvalues, the 

percentage of variation that can be attributed to each component, and the sum of the variances of the factor and 

the factors that came before it. According to the table (table F), the first component is responsible for 21.990% 

of the variance, followed by the second, 11.012%, third, 8.012%, fourth, and fifth factors, which together 

account for 7.012%, 5.668%, and 21.990% of the variance. The remainders of the factors are all insignificant. 
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Table F 

Principal Component Analysis: Total Variance Extraction Method  

Initial Eigenvalues Extraction Sums of Squared Loadings 

Components Total % of 

Variance 

Cumulative Total % of Variance Cumulative 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

5.636 

2.812 

2.043 

1.701 

1.512 

1.412 

1.210 

1.107 

1.072 

.799 

.801 

.775 

.678 

.602 

.534 

.513 

.412 

.155 

.109 

21.990 

11.012 

8.012 

7.012 

5.688 

4.382 

4.435 

4.286 

3.263 

3.077 

2.990 

2.897 

2.768 

2.171 

1.897 

1.574 

1.213 

.788 

.630 

22.990 

34.002 

42.014 

49.026 

54.704 

59.086 

63.521 

67.807 

72.070 

75.147 

78.137 

81.034 

83.802 

85.973 

87.870 

89.444 

90.657 

91.445 

92.075 

5.636 

2.812 

2.043 

1.701 

1.512 

 

21.990 

11.012 

8.012 

7.012 

5.678 

22.990 

34.002 

42.014 

49.026 

54.704 

 

 

   Source: Field Study 

 

Rotated Component Matrix 

Rotation is to decrease the number of variables on which the variables under consideration have substantial 

loadings. Rotation doesn't alter anything, but it does make the analysis easier to grasp. Table G shows that risk 

and educational level are significantly influenced by factor (component) 5, while competitive environment and 

social networking are significantly influenced by factor (component) 4, and leisure time, and decision-making 

power are significantly influenced by factor (component) 3. The burden of components 2 and 1 are heavily 

weighed down by factors such as Family Support, Security and a better future, Position in the family, and Ideas 

& creativity, Entrepreneurial & managerial knowledge, and Challenging work respectively. 

 

Table G 

Rotated Component (Factor) Matrix(a) 

Loading Factors  

 

Component  

 

Factors 1 2 3 4 5 

Decision-Making Power 

Gender discrimination  

Family Support 

Contribution to Society 

Ideas and creativity 

 

 

 

 

 

 

 

 

.654 

 

.671 
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Security and a better future 

Leisure time 

Position in the family 

Personal Satisfaction 

Entrepreneurial & managerial knowledge 

Competitive environment 

Challenging work 

Social Networking 

Inspiration to other women 

Workplace confidence  

Changing environment 

Risk 

Age 

Educational level 

 

 

.701 

 

 

 

 

 

 

.622 

 

 

 

.801 

 

 

.799 

 

 

.671 

 

 

 

.699 

 

 

 

 

 

 

 

 

 

 

.689 

 

 

.701 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

.701 

 

 

.776 

  Source: Field Study 

Note: Principal Component Analysis is the extraction method used. a. The rotation converged in eight iterations, Varimax with Kaiser 

Normalization method. According to Tabachnick & Fidell (2007) and Comrey & Lee (1992), an item loading value of 0.32 is considered 

to be poor, 0.45 to be fair, 0.55 to be good, 0.63 to be very good, and 0.71 to be excellent. According to Hair et al. (1995; 2013), items 

loading above 0.50 are considered to be normal. Items in this study are not extracted as factors if their loading value is less than 0.6. 

 

Identifying the loaded factors 

Factor sets are shown in Table H. names of the factors (items) and loading factors in this table are more clearly 

delineated. There are 19 components listed under 5 headings in the initial total of loading factors. Following the 

data shorting, 12 things in total are chosen for loading, while 7 items are excluded. Previous scholars have stated 

that 50% of valid items are sufficient for factor analysis. 
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Table H 

Factors Set 

            Factors name  
 

Loaded factors 

Managerial skills and difficulties  

 

 

 

Both societal and familial 

acknowledgment 

 

 

Independence 

  

 

 

Environmental and social connectivity 

  

Fewer Risks and restriction  

 

1. Ideas and creativity  

2. Entrepreneurial and managerial Knowledge 

3. Challenging work 

 

1. Family support 

2. Security and a better future 

3. Position in the family 

 

1. Leisure time 

2. Decision-Making Power 

 

1. Social Networking 

2. Competitive environment 

 

1. Educational level 

2. Risk 

      Source: Field Study 

 

8.0    Recommendations 

Recommendations for the general public, governmental organizations, decision-makers, banks, financial 

institutions, and all aspiring female entrepreneurs could be made in light of the study's findings. The local and 

national governments should help women entrepreneurs by providing training, workshops, and inspirational 

programs to develop and improve their managerial abilities. The existing women entrepreneurs should share 

their experiences in terms of moral support to encourage potential women entrepreneurs. In addition to the 

government, financial institutions like banks should also make an effort to reduce the requirements for obtaining 

a favorable and competitive environment for women entrepreneurs. To ensure that all existing and future female 

entrepreneurs are prepared to take on challenges to establish a business and survive in the competitive 

marketplace, policymakers and social communities should ensure moral and infrastructure support. 

 

9.0     Limitations and Direction for Future Research  

This research has several restrictions. Some helpful techniques are required to determine the elements impacting 

the growth of women's entrepreneurship in Bangladesh, notably in Chattogram City. Although several strategies 

and tools for identifying the elements impacting the growth of women's entrepreneurship were created in 

Western nations, their applicability in developing nations like Bangladesh is in doubt or impossible to determine 

properly. Furthermore, it was quite challenging to collect perspectives from Bangladeshi entrepreneurs in 

Chattogram City due to the limited access to reliable primary data and awareness of the importance of women's 

entrepreneurship growth in Bangladesh. Additionally, the viewpoints of the women business owners in 

Chattogram City may be skewed toward their social customs. The variables impacting the development of 

women's entrepreneurship in Bangladesh as a whole could be investigated in later studies. Future studies might 

benefit from a larger sample size and from using different types of samples. Other cities across the entire nation 

were not included in the current analysis. As a result, comparative research on other locations may yield more 

interesting findings that may be more useful to policymakers in helping them take better action to assist the 

growth of women's entrepreneurship. Issues that have been recognized as being more difficult for women's 

entrepreneurial development in Bangladesh, as well as suggested policies to address these issues, may be 

specifically examined to produce better, more focused outcomes.   
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10.      Conclusion 

In this study, the factors influencing the expansion of women's business in Bangladesh were explicitly explored 

in chosen areas of Chattogram City. Many sociocultural, economic, and legal/ administrative variables have an 

impact on women entrepreneurs in their businesses. This study aims to identify the factors influencing women's 

entrepreneurial growth in Bangladesh. According to a review of the literature, many researchers have looked 

into the factors and causes that lead women to start new businesses over the past few decades (Birley & 

Westhead, 2014; Denison & Alexander, 2016; Hisrich & Brush, 2014; Shapero, 2015). A questionnaire was 

given to the proprietors of women’s tailors, women's clothing stores, and beauty salons in Chattogram City, and 

it had a chosen list of these characteristics. Respondents were asked to rate how much they agreed or disagreed 

with each of the dubious explanations in the questionnaire poll. 85 out of 112 questionnaires were fully 

completed and returned, yielding a usable response rate of 75.89%. According to the questionnaire analysis's 

findings, several elements, including managerial skills and difficulties, societal and familial acknowledgment, 

independence, environmental and social connectivity, and fewer risks and restrictions affect the engagement of 

women in entrepreneurship in Bangladesh. In this study, the researchers also found several obstacles that female 

entrepreneurs in Bangladesh face including financial difficulties, social and familial restrictions, gender 

discrimination, security issues, work-family conflicts, a lack of assets, and limited workplace confidence. 

Family support and environmental factors have a substantial impact on the success of women entrepreneurs, 

according to studies (Uddin et al., 2018; Alam et al., 2018; Namrata & Mirchandani, 2018). Instead of the 

environment and other external elements, the respondents seemed to connect larger degrees of an agreement to 

internal qualities like gender discrimination, independence, and managerial skill. To draw a more accurate 

conclusion in this regard, additional sample women entrepreneurs might be used to enhance the study of this 

issue. 
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Abstract 

Studying the effect of talent management strategies on worker output in Bangladesh is the primary goal of this 

research, specifically in some selected private sector organizations in Chattogram City. A structured open-

ended and closed-ended request form was employed as the principal means of gathering data for this study's 

survey to understand the talent management strategies' effects on worker performance. A study of 35 top and 

mid-level executives from various firms was conducted using purposeful sampling. The investigation used a 

five-point Likert scale. The correlation coefficient, descriptive analysis, and t-student distribution were 

utilized throughout the data analysis. The investigation's findings demonstrate that talent management raises 

employee performance overall. The study recommends applying the talent management concept to all 

employee categories within the company who are gifted in a certain way and that businesses should 

differentiate their talent management strategy from the company's broader human resources management 

approach. The government should encourage private companies to practice talent management techniques for 

business development and employee satisfaction. The study's practical implications include the potential for 

ensuring a new skilled workforce, the assurance of financial gain for business enterprises, and active 

participation in the positive outcome of the national economy. 

Keywords: Talent, Talent Management, Employee Performance ‧ Employee Retention ‧ Skills ‧ Selection & 

Recruitment ‧ Coaching & Mentoring ‧ Compensation ‧ Talent Attraction ‧ Talent Learning & Development 

 

1.      Introduction   

Talent management is essential for firms to compete successfully in the age of global competition by resourcing the 

appropriate employees. Skilled employees' performance is vital to keep an organization's advantage over competitors 

in challenging circumstances (Mkamburi & Kamaara, 2017). Furthermore, according to (Taha et al., 2015), putting 

talent management practices in place can help organizations make the most of the abilities and performance of 

talented employees to succeed locally and globally. These practices include identifying, attracting, selecting, training, 

and retaining people. Additionally, numerous talent management-related actions concentrate on luring, choosing, 

developing, and keeping exceptional employees to uncover the potential of competent people who operate well inside 

of firms and excel at particular responsibilities (Scullion & Collings, 2018). According to Schuler, Jackson, and 

Tarique (2017), organizations need help to hire and keep employees to meet anticipated expectations in a constantly 

changing environment. Given the dynamic surroundings and talent management has evolved as a vital component 

regarding human resource divisions inside organizations that address present and upcoming employee expectations 

(Schuler et al., 2017). Businesses must invest assets to meet their present and future needs and personnel demands to 

compete for a competitive edge, which is enabled by the best performance and management of capable employees. 

However, to achieve a competitive advantage, talent management methods are crucial for developing competent 

employees within the current workforce (Mary et al., 2017). 

The company's management is the central idea of the requirement to improve how well the company 

organization is doing. Although money and machines are among the resources available to do this, men are by 

far the most crucial. The value of men working in business enterprises has shifted over time. They were called 

the organization's human resources at one point and a production component at another. They are now valued 
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more in the context of the company. They are recognized as the company's talent, which gave rise to The 

concept of talent or personnel management. Each successful firm is powered by talent. "More business owners 

and management teams are realizing that rather than being constrained by capital, businesses are frequently 

constrained by talent." "Corporations have learned that, depending on what your business strategy is and what 

challenges you may face, you need the right talent at any given time to execute that strategy or deal with that 

challenge," Gebelein (2016) writes. 

For the bulk of the twenty-first century, managers' top priorities at work comprised tangible resources like land, 

equipment, and money and intangibles like brands, customer loyalty, and image, (Dess & Picken, 2019). All of 

their efforts were concentrated on the two conventional forces of production capital and labour, but times have 

changed. Knowledge-based GDP, which depends on intellectual property and intangible human abilities, makes 

up 50% of GDP in modern economies (Dess & Picken, 2019). Businesses must have a more integrated approach 

to staff management to retain productivity, profitability, and long-term performance (Perrine, 2015). To 

successfully implement talent management, organizational policymakers must be aware of the following factors: 

a) The pool of workers; b) The possibility of self-selection; (c) retention; and (d) the hiring's impact on retention. 

The five main objectives of talent management are employee sourcing, selection, involvement, development, 

and retention. Organizations' pursuit of a competitive edge will continue to be driven by the requirement for 

human resources (Towers, 2013). Top-tier leadership businesses stress retention of talent and development over 

salary and benefits, which initially draw people (Lockwood, 2016).     

Talent management is used to manage individual workplace events that each employee encounters (Perrine, 

2015). Workforce trends that have permanently altered the workplace, such as a more intergenerational and 

virtual workforce, empowered, longer life expectancies, and an autonomous workforce, will continue to be the 

driving force behind organizational and talent management strategies (Tucker et al., 2015). The workforce has 

also continued to diversify because of demographic changes, such as changes in lifestyles, migration patterns, 

and cultural standards (Ward, 2017). According to Lockwood (2016), retail organizations are already adopting 

shifting working patterns. Practices for managing talent are now receiving more attention because of their 

potential to give an organization a competitive advantage over its competitors, even though this is a practice that 

only some types of organizations have widely adopted. According to a study from Chattogram City, there have 

been a few studies on talent management methods and worker performance, but in-depth research has yet to be 

done in Bangladesh. Some companies consider their talent a small group of strategic people, while others 

believe all their staff have this potential. Thus, managing talent falls short of the company's human resources 

management plan. This research project seeks to close this disparity by determining how talent administration 

strategies affect employees working for various firms in Chattogram City. 

 

3.       Objectives of the Study 

This paper's primary goal is to assess how well talent management techniques are performing in the selected 

private firms, with the following specific goal:   

1. To look into how talent management affects workers' performance. 
2. What effect it has on employee retention 

 

3.       Significance of the Study   

Every enterprise or business must have the right talent to survive. As an asset, talent must be adequately managed by 

organizations. How can businesses accomplish their objectives without knowing which talent to employ, and how to 

effectively manage and grow them to stay competitive? Organizations without talent management will only fall apart. 

A key element of HRM is talent management. It strives to find employee talents, nurture them, and boost talent 

capability in terms of industry competition and business operations. The study's findings can help firms measure the 

influence of personnel management on their profitability, productivity, sales growth, return on investment, and 

competitiveness. This study is relevant to a wide range of stakeholders. The study emphasizes how talent 

management and organizational success are related, which will benefit the companies selected for the study better to 

recognize talent management's significance in the modern world. Businesses will also gain knowledge from this study 

and understand the various techniques for managing talent, including attracting and keeping talent, learning, 
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coaching, and mentoring, which will help them enhance their organizational performance. The study's findings 

provide top management with information on which aspects of talent management have a stronger correlation with 

organizational success. By relying on these findings, top management can save the costs associated with conducting 

more business research. This study will be helpful not only to the sampled Chattogram companies and other 

businesses throughout the nation, particularly those in related industries that share the nation's culture, economy, and 

politics. When deciding which business to invest in, the study will also be helpful to prospective Bangladeshi 

investors. Given the extraordinary lack of local data in this field, the study will also benefit academics and scholars 

who want to delve deeper into the subject. It will also help resolve the nation's leadership crisis and develop the next 

generation of leaders. 

 

4.      Literature Review  

4.1    Employee Performance and Talent Management 

Cappelli and Keller (2014) define talent management as a collection of organizationally defined hiring procedures, 

fostering growth in, deploying and keeping individuals on staff, and managing careers to suit future needs. Assigning 

the appropriate person to the appropriate role is the objective. According to Muriithi and Makau (2017), businesses 

must effectively create talent management techniques as human resource advancement to reach competitiveness. 

According to (Gupta & Aggarwal, 2012), talent management is strategically designed as the cornerstone of 

management of human resources to achieve corporate goals through competent people. Practical techniques for 

recruiting and selecting talent, nurturing brilliant individuals to fulfill both current and upcoming needs, and 

managing and retaining them are all necessary for organizations to attract and retain talent to better manage 

competition in today's business environment (Stahl et al., 2017). All firms can be competitive over their rivals by 

hiring experienced personnel. Employee performance is the outcome of an individual's actions over a given duration 

to achieve a desired task or an individual's ability to satisfy organizational goals (Shaikh & Shah, 2017). (Ndolo & 

Ibua, 2017) looked at talent management strategies' impact on employees productivity. They showed that strategies 

for talent management like career advancement, work-life balance, and talent development greatly enhanced worker 

productivity. However, (Dixit and Dean, 2018) discovered that talent management techniques increase employee 

productivity and job satisfaction. According to (Mangusho et al., 2015), talent management strategies impact 

employee productivity. Two talent management concepts that form the basis of this study are the human capital 

theory and the Maslow hierarchy of needs. 

 

4.2    The Theory of Maslow's Hierarchy of Needs 

Five types of human desires are determined by Maslow's hierarchy of needs hypothesis: physiological, self-

actualization, esteem, security, and belonging (Kaur, 2013). Food, drink, and shelter are physiological demands 

that must come first and should be given priority. By offering perks and competitive pay, the business can satisfy 

the demands of the employee. (Jiang, Qi, & Xiao, 2009).  By allowing workers to develop to the fullest extent 

possible through honing their talents (Ibidunni et al., 2016; Taormina & Gao, 2018), employers can help their 

staff members grow. However, the expansion of organizations' support services might encourage staff to seize 

fresh opportunities for performance improvement (Jerome, 2013). To attract and keep talent, companies need to 

think about employee wants and develop competitive strategies (Haque et al., 2014). Furthermore, failure to 

address employees' requirements would result in reduced performance and job satisfaction, as well as increased 

frustration and a desire to quit (Ibidunni et al., 2016). People's effectiveness can be boosted by combining 

current firm resources with appropriate procedures to address people's basic needs. As a result, businesses can 

identify, develop, and retain a capable workforce that is willing to work hard to achieve their objectives. 

 

4.3     Theory of Human Capital 

What is described by the human capital hypothesis is how people's talents, knowledge, and abilities are utilized. 

Human capital is a vital component in enabling an organization to carry out the obligations associated with the 

assignment, which ultimately supports productivity and performance (Paleri, 2018). To address the effects of 

globalization and demographic shifts, boost productivity, and create value, the key components are believed to 

be realizing the organizational talented employees, Potential employees and human capital performance in an 

organization (Mccracken et al., 2017; Thomas & Diez, 2013). The five critical areas of talent management, 
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according to Oladapo (2014), are hiring, selecting, engaging, developing, and keeping employees. Workforce, a 

business must attract, develop, and retain employees by implementing various talent management strategies 

(Buta, 2015). The demand for competent people increases as a firm focuses mainly on employee hiring, 

education, and training. Competent employees are essential to gaining a competitive advantage over rivals. This 

increases the value of human capital for organizations. This concept became essential to comprehending the 

behavioural component of human capital as a result (Teixeira, 2014). Human capital enables an organization to 

carry out task-related commitments, which ultimately support performance and productivity (Paleri, 2018). The 

key components are believed to be realizing the organizational talented employees, Potential employees and 

human capital performance present in an organization to address globalization and evolving demographics, 

enhance performance, and drive value (Mccracken et al., 2017; Thomas & Diez, 2013). The five critical areas of 

talent management, according to Oladapo (2014), are hiring, selecting, engaging, developing, and keeping 

employees. 

 

5.0     Development of Research Hypothesis 

5.1     Attraction of Talent  

The foundation of a company's skills management is the recruitment and choosing process (Alruwaili, 2018). 

Although there are various methods for attracting brilliant individuals, recruiting and selection are among the 

most crucial ones, according to (Armstrong, 2016). Building a talent pool and choosing a candidate from that 

pool are tasks that are viewed as crucial since they will ultimately determine whether the company succeeds or 

fails (Rabbi et al., 2015). One essential component of talent management is attracting talent through recruiting to 

identify the person who would be best equipped to serve the businesses. Selection, as described by Bratton and 

Gold (2017), is the procedure that leads to the employment of the best candidate for the position by the ability of 

talent assessment to complete the job's assignment satisfactorily. Oaya, Ogbu, and Remilekun (2017)  revealed 

in their study that hiring is the procedure for finding suitable contenders for a position, selection is the act of 

making a choice qualified candidates for a job. Hiring is locating candidates, whereas selecting is choosing the 

person to perform the work. As a result, finding and hiring the proper candidate for the job impacts employee 

and organizational performance (Anosh & Batool, 2014). Paphos & Galanaki (2018) assert that bringing bright 

individuals into the firm and giving them the freedom to succeed, as well as enhancing individual employee 

performance, can be achieved through recruiting and selection processes. 

Additionally, they discovered a favourable correlation between recruiting (recruitment as well as selection) 

procedures as well as worker performance. (Rahmany, 2018) used a process of deduction to evaluate the impact 

of the hiring and selecting processes on employees' performance. The result lends credence to the idea that 

hiring, employee performance, and selection are all positively associated. In a survey study, Jolaosho, Olayink, 

Raji, and Akintan (2018) examined how hiring and selection decisions affected worker performance. They 

provided evidence of the advantages of selecting and recruiting employees in terms of their performance. They 

also concluded that attracting qualified workers who can eventually achieve organizational goals requires 

employing and selecting the proper people. As a result, this research is expected to test the following hypothesis: 

H1: Attraction of talent through recruitment and selection positively influences employee performance 

 

5.2     Learning and Development of Talent  

In today's competitive environment, it could be challenging for employees to maintain their performance 

without ongoing learning and development. Outstanding employees' growth and learning have become essential 

to an organization's success. As a result, learning and growth are critical for employees to improve their skills 

and adapt to their surroundings (Rabbi et al., 2015). Coaching and mentoring, however, in contrast, are two 

crucial factors for learning and developing talent, according to (Mangusho et al., 2015). According to 

(Khakwani et al., 2013), Mentoring and coaching are essential strategies numerous companies employ to 

improve employee output. Staff Members who lack the requisite abilities and skills may perform differently than 

expected. As a result, businesses that use mentoring and coaching techniques aid workers in developing the 

skills essential to hold present and ahead performance standards at employment. In their study, Achi and Sleilati 

(2016) reveal that a learning and development intervention that is provided one-on-one, coaching uses a goal-
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oriented technique to improve potential employees' abilities and competencies. Utrilla, Grande, and Lorenzo 

(2015) state that one way to improve people's performance at work by developing their skills and talents is 

through coaching. 

 (Jyoti & Sharma, 2015) claim that mentoring is an effective technique for comprehending and managing changes in a 

firm due to increases in employee performance and career advancement. It serves as a strategy for cultivating 

employee talent (Ofobruku & Nwakoby, 2015). To determine how mentoring and coaching impact employee 

productivity in the United Kingdom, (2015) conducted a study. The study's findings indicate that coaching and 

mentoring improve employee performance. (Mundia & Iravo 2019) conducted yet another study to examine the 

output of mentoring on workforce performance. They found that employees' performance is positively impacted by 

mentorship. Because it offers direction and knowledge transfer, mentoring is crucial for enhancing employee 

performance. In the same year, (Raza et al.) investigated coaching's relationship with employee performance. The 

study's findings revealed that coaching and mentoring improve an employee's ability to perform their job. As a result, 

the following theory has been put forth: 

H2: Employee performance is positively impacted by coaching and mentoring as a means of training and talent 

development 

 

5.3      Retention of Talent  

Talent retention is more important than ever for a company to be competitive. Compensation practices that deter 

job-hopping are necessary to achieve this (Chiekezie & Nwanneka, 2017; Nzewi & Chiekezie, 2016). 

Conversely, retaining key employees has become a considerable difficulty for businesses (Mabaso, 2016). Pay 

seems to be a reasonable tactic to retain outstanding employees for the growth and accomplishment of company 

goals. Dessler (2013) defines pay as the earnings made by an employee's employment. a procedure utilized by 

businesses to reward employees for their achievements (Sharma, 2013). Compensation is viewed as an effective 

corporate strategy since it influences the performance and retention of skilled persons, claim Osibanjo, Adeniji, 

Olubusayo, and Heirsmac (2014). How well a person does their job for the organization is significantly 

influenced by their salary. The association between remuneration and employee performance was examined 

(Hameed et al., 2014). They showed that pay resulted in optimistic performance from employees. To ascertain 

the impacts of pay work effectiveness on employees concerning organizational commitment and career route, 

(2018) conducted an explanation research. The study's conclusions show that the effectiveness of employees is 

remarkably influenced by remuneration, organizational commitment, and career. As a result, it is claimed as 

follows: 

H3: There is a favourable correlation between remuneration and employee performance for maintaining talent. 

 

6.0     Theoretical Framework 

After carefully reading the literature about managing talent tactics and workers' output, the theoretical 

framework that follows was created. 
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 Talent Attraction 

 

         Selection & Recruitment 

 

          Talent Learning & Development 

 

            Coaching & Mentoring                                            Employee Performance 

 

             Talent Retention 

 

                        Compensation 

 

 

Picture: Model of Talent Management 

Source: (Munaza, 2019) 

 

6.1     Sample Enterprises at a Glance 

The path to development and expansion for the private sector in developing and underdeveloped nations is 

incredibly congested. Private sector businesses are currently essential to boosting and accelerating economic 

development in Bangladesh. The sample businesses are divided into the following categories: 

Table 1: Category of the Sample Organizations 

Sample Name of the Private Enterprises Category  

Sample  1 Premier University (Chittagong)  

 

Education  
Sample  2 BGTC Trust University 

Sample  3 Chittagong Independent University 

Sample  4 International Islamic University Chittagong(IIUC) 

Sample  5 KB Fan Industry  

Electrical Sample  6 BRB Cable Ltd 

Sample  7 Eastern Cable  

Sample  8 Dutch Bangla Bank Ltd. (Zonal head office)  

 

Banking sector  
Sample  9 National Bank Ltd.(Zonal head office) 

Sample  10 NRB Bank.(Zonal head office) 

Sample  11 Sandhani Life Insurance.(Zonal head office)  

Insurance  Sample-12 Pragati Life Insurance.(Zonal head office) 

Sample  13 Radisson Blue  

Service  Sample  14 Hotel Agrabad Ltd 

Sample  15 DainikPurbokone  

Media  Sample  16 Bijoy TV 

Sample  17 Bangladesh Steel Re-rolling Mill (BSRM)  

Steel  Sample  18 KSRM 

Sample  19 GPH  Ispat 

Sample  20 Evercare Hospital Ltd.  

Health  Sample  21 Max Hospital Ltd 
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Sample  22 CSCR Ltd. 

Sample  23 Shevron Eye Hospital 

Sample  24 CPDL Real Estate  

Sample  25 Equity Property Management Ltd. 

Sample  26 Lanka Bangla Finance Non-banking (Financing 

Sector)  Sample  27 Aviva Finance 

Sample  28 TK Group  

 

 

Consumer Goods  

Sample  29 Mostafa Group 

Sample  30 S. Alam Group 

Sample  31 Ispahani Group 

Sample  32 Abul Khair Group 

Sample  33 Sad Musa Group 

Sample  34 Vintage Textile Textile 

Sample  35 KDS Textile 

         Source: Field Study 

 

7.0    Research Methodology 

A selection of senior executives holding positions as CEO, COO, director, or above completed standardized 

questionnaires, and one questionnaire per top firm was disseminated to gather the data for this study. 

 

7.1    Questionnaire development 

The questionnaires were created after a thorough examination of the literature. To achieve the study's objective, 

researchers conducted a preliminary survey before distributing the questionnaires. To collect data regarding the 

elements of talent management strategies and how they affect worker performance, the study used items from 

the scale developed by Bibi (2018). 

 

7.2    Data Collection Procedure 

Nearly four months were spent gathering primary data for this study and achieving its goals from January 2023 

to April 2023. To gather the primary data, extra care was taken to preserve the confidentiality of the survey 

responses. 

 

7.2.1  Primary Data 

A systematic, open-ended, and closed-ended questionnaire was utilized to gather primary data. Many of these 

executives were successful business owners and well-known in their fields of expertise. The researchers 

employed the purposive sampling technique to select responses before entering the real primary data.  

 

7.2.2  Secondary Data 

A portion of the secondary data included in this study came from numerous sources, including websites, 

research publications, published journals of various universities and organizations, and thesis papers, to clarify 

the pertinent concerns. As noted in the references, numerous other significant sources have also been studied. 

 

8.0     Findings and Analysis Tools 

This study has examined and interpreted the data collected using both qualitative and quantitative 

methodologies. To assess the data, descriptive statistics were used, including standard deviation and mean, to 

better understand the responses given by respondents. Using descriptive statistics, the opinions expressed in the 

comments on various topics have been investigated. SPSS-20, a statistical program for societal research, was 

employed to examine the information in the study. 
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8.1     Demographic Information of Respondents   

An effort has been made to examine the respondents' responses in this chapter. Different types of questionnaires, 

including both closed-ended and open-ended inquiries, were used to achieve the study's goals. By providing 

connected tables, their responses were shown and explained. The respondents were asked to provide details 

about their age, gender, marital status, and academic background to gather data for this study. The table below, 

Table 2, contains their demographic information and descriptions of it. A total of 50 questionnaires were given 

out to executives whom that particular institution has employed for more than 15 years, and 70% of them were 

returned. We now have 35 completed questionnaires for analysis after removing the incomplete ones. There 

were just three female respondents compared to 32 male responders. The following Table 2 displays the sample's 

statistics. 

 

Table 2: Demographic Data of Respondents and Type of Organization 

Gender Qualification Experience Type of Employment 

Male  Female Graduate  Post Graduation and 

Above 

15-20yrs 20yrs+ Part-time Full time 

32 03 7 28 17 18 04 31 

 Business Type                      No  

Textile  

Consumer Goods Producers 

Education 

Electrical 

Banking 

Non-banking 

Steel 

Health 

Insurance 

Service 

Media 

Real Estate 

2 

6 

4 

3 

3 

2 

3 

4 

2 

2 

2 

2 

                     Total =      35 

    Source: Field Study 

 

The 35 respondents who completed the surveys ranged in age from 45 to 55 and older. According to 

demographic information, these respondents were 80% postgraduate and above, 20% postgraduate, and 91.42% 

male. According to Table 2, 48.57% of responders had worked for more than 15 years, and 51.43% had done so 

for over 20 years. It is evident from the information provided that most respondents (88.57%) worked full-time 

in the organizations, with only 11.43% doing so. 

 

8.2     Reliability Statistics 

An internal consistency examination was conducted using an analysis of the reliability of specific variables.    
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Table 3:  Statistics of Reliability 

Variables Alpha Cronbach Value   

 

 Number of objects 

Recruitment & Selection 0.751 5 

Compensation   0.918 6 

Mentoring & Coaching 0.889 13 

Employee Performance   0.849 7 

Source: Field Study 

 

Internal consistency analysis in Table 3 revealed that whereas mentoring and coaching had alpha values of 0.889 

and N=13, respectively, Alpha values for recruitment and selection were 0.751 and N=5. For remuneration and 

N = 6, Cronbach's alpha was 0.918; however, for employee performance, it was 0.849. All variables' alpha 

values were above the appropriate cutoff point of 0.7 suggests that the research's questionnaires were 

trustworthy (Nunnally & Bernstein, 1994). 

 

Table 4:  Pearson correlation 

Variables Employee 

Performance    

Recruitment 

&Selection 

Coaching and 

Mentoring   

Compensation 

Employee 

Performance 

(N=34) 

Pearson 

correlation 

 

1 

 

.788 

 

.811   

 

.855 

 Sig. (2-tailed)  .000 .000 .000 

   Source: Field Study 

 

Table 4 displays the correlation coefficient for each variable. The examination of correlation demonstrates the 

positive relationship that exists between employee performance, recruiting and selection (r = 0.811, p = <0.05) 

as well as coaching mentoring (r = 0.788, p = 0.05). Reward and performance of employees had a favorable link 

(r = 0.855, p < 0.05).   

 

Table 5: Regression Analysis 

Variables β Std. Error t Sig. 

Recruitment and Selection   .261 .054 4.701 .000 

Coaching and Mentoring   .169 .045 3.691 .000 

Compensation .401 .049 7.591 .000 

 R=0.857 R2= 0.735 F  = 332.932  

     Source: Field Study 

 

The outcomes of the analysis using multiple regression are displayed in Table 5, where the independent factors 

were hiring and selection, coaching and mentoring, and pay, and the dependent variable was employee 

performance. Regression evaluation produced statistically significant affirmative results with p=0.05, F 

=332.932, and R2=0.735, showing that hiring selection, coaching, mentoring, and compensation account for 

most of the variation in employee performance. As a result, coaching and mentoring had an unstandardized beta 

β = 0.169, p < 0.05, indicating that it significantly improved employee performance, and Compensation had an 

unstandardized beta (β) of 0.401, p <0.05, indicating that it significantly improved employee performance. 

These findings demonstrate that employee performance was much enhanced by hiring and selection procedures, 

coaching and mentoring programs, and pay.     
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9.0     Discussion  

This study examined employee performance concerning talent oversight techniques in the organizations under 

study. This study's first hypothesis is accepted since the findings show that recruiting and selection for the talent 

draw favourably impact worker performance with a p-value of less than 0.05. As a result, recruiting and 

selection are critical for attracting exceptional individuals, which influences employee performance in various 

businesses. The second supposition of this research is that mentoring and coaching for talent growth and 

advancement boost employee performance—is authorized because the p-value is less than 0.05. So, in essence, 

firms looking to improve employee performance consider coaching and mentoring to be critical initiatives. 

Given that the P-value is smaller than 0.05, the study's third hypothesis is likewise accepted: Employee 

performance is increased by skill preservation pay. In light of this, talent preservation through Compensation has 

shown to be a successful strategy for boosting employee performance while maintaining talented workers inside 

the firm. This research provides empirical information on talent management tactics and employee performance. 

As a consequence, modern businesses place a high priority on recruiting, fostering, and keeping talent because 

doing so improves employee performance. Therefore, to better exploit employees' potential and obtain a 

competitive advantage over rivals, all chosen firms must reevaluate their talent management processes. 

 

10.0    Recommendations 

In light of the study's conclusions, suggestions for private groups, governmental organizations, decision-makers, 

banks, financial institutions, and all prospective investors could be made. To accelerate employee performance, 

private sector businesses should concentrate on talent management techniques such as assuring the right process 

of recruiting and selection, focusing on employee training and mentorship, and giving appropriate standard 

remuneration packages to retain talented people. To secure the retention of all existing and future competent 

workforce, decision-makers in various businesses must design the proper method of talent management to 

persist in a competitive marketplace and maintain a strong market position. Policymakers and business 

communities should provide moral and physical support for talent management in all sectors of enterprises.  

 

11.0    Limitations and Prospective Research Pathways 

This research has certain limitations. Some useful techniques are required to identify the elements influencing 

the employee performance of talent management practices in Bangladesh, particularly in Chattogram City. 

Although there are several strategies and tools for identifying the elements impacting the employee performance 

of talent management practices in Western nations, their applicability in developing countries such as 

Bangladesh is questionable or impossible to determine properly. Furthermore, due to limited access to reliable 

primary data and awareness of the significance of talent management practices for organizational growth in 

Bangladesh, gathering perspectives from Bangladeshi investors and executives in Chattogram City was quite 

difficult. Later studies could look into the variables influencing the employee performance of talent management 

practices in Bangladesh as a whole. Future research could benefit from greater sample size and the use of 

diverse sorts of samples. Other cities from across the country were not included in the current study. As a result, 

a comparative study of other cities may provide more fascinating findings that may be more valuable to 

policymakers in assisting them in taking better action to foster talented personnel to help businesses and 

industries grow. Conversely, future researchers ought to look at how talent management strategies impact certain 

aspects of worker performance, like those in the IT, health, and education sectors. To broaden the scope, more 

domains of talent management methods ought to be looked into. 

 

12.0    Conclusion 

This investigation examined the special effects of several talent management methods for evaluating employee 

performance, including hiring and selecting for acquiring talent, coaching and mentoring for developing talent 

and paying for retaining talent. This study demonstrates that employee performance is positively affected 

statistically by the talent management strategies of recruiting and choosing, mentoring, coaching and 

remuneration. Organizations should create techniques and protocols for talent management that will allow them 

to draw in, nurture and retain talent to ensure their current and future needs in order to be flexible enough to 

adapt to change. Employee performance can also help them maintain their competitive edge and improve 
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organizational performance. This study supports the claim that talent management is a way to attract, keep, and 

develop employees to meet the organization's running and future demands. As a result, (Shaikh et al., 2017) 

believe that all businesses can obtain a competitive advantage via the efforts of bright individuals. The study's 

conclusions also suggest that firms must create effective procedures for managing their gifted staff members to 

get the intended results. 
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evsjv‡`‡ki K„wl‡Z Qv`evMvb—GK bZyb m¤¢vebv 

Rooftop Gardening—A New Horizon for Bangladesh Agriculture 

 

myKzgvi †Nvl
*

 

Sukumar Ghosh 

 

mvims‡ÿc  Qv` evMvb‡K eB‡qi fvlvq †hgb †Kv‡bv msÁvq wba©vwiZ Kiv hvqwb †Zgwb Gi †Kv‡bv mywbw`©ó g‡Wj G‡`‡k GLb 

ch©šÍ M‡o I‡Vwb| cvKv evwoi Lvwj Qv‡` A_ev e¨vjKwb‡Z weÁvbm¤§Z Dcv‡q dyj, dj, kvKmewRi evMvb M‡o †Zvjv‡K Qv‡` 

evMvb ejv nq| Qv` evMv‡bi aviYv Avgv‡`i Kv‡Q bZyb bq| 2000-400 wLªt c~e©v‡ã mf¨Zvi Rb¥ ’̄vb †g‡mvc‡Uwgqv‡Z Qv` 

evMv‡bi D™¢veb nq| e¨vwej‡bi k~b¨ D`¨vb †_‡K HwZnvwmK cv‡¤úB bMix n‡q BZvwj cieZ©x‡Z wbDBqK© Gi ¯‹qvi Mv‡W©b Qv` 

evMvb mnmª eQ‡ii BwZnvm enb Ki‡Q| B‡Zvg‡a¨ hy³ivóª, KvbvWv, wm½vcyi I Ab¨vb¨ BD‡ivcxq †`‡k Qv` evMvb Rbwcªq n‡q 

D‡V‡Q| Rvg©vwb‡Z 12 kZvsk Qv` meyR Ges †UvwKI AvB‡b me bZyb Qv‡` 20 kZvsk meyR _vK‡Z n‡e Ggb bxwZgvjv cªwYZ 

i‡q‡Q| Rvcvb miKv‡ii we‡ePbvq hw` A‡a©K Qv` meyR nq Zvn‡j cªwZw`b Gqvi KwÛk‡b e¨eüZ R¡vjvwb eve` GK wgwjqb 

Wjvi mvkªq n‡e| c„w_exi DbœZ †`k¸‡jvi AvBb I bxwZgvjv Qv`K„wl‡K DrmvwnZ K‡i hv‡”Q cªwZwbqZ| 

wek¦e¨vcx `ªæZ bMivq‡bi d‡j K„wl Rwg `ªæZ nªvm cv‡”Q; d‡j K„wl Rwgi weKí wn‡m‡e Qv` evMvb K„wl‡Z e¨vcK m¤¢vebvi Øvi 

D‡b¥vPb K‡i‡Q| wek¦ e¨vs‡Ki g‡Z, c„w_exi †gvU Rb‡Mvôxi 56% †jvK eZ©gv‡b kn‡i evm K‡i| 2050 mv‡ji g‡a¨ GB nvi 

wØ¸b n‡e| cªwZ 10 R‡bi 7 Rb kn‡i evm Ki‡e| hy³iv‡ói cwimsL¨vb e¨y‡ivi (29 wW‡mš̂i 2022) mgx¶vq kn‡i emevmKvix 

RbmsL¨vi cªe„w×i nvi 6.4% †`Lv‡bv n‡q‡Q|   

eZ©gv‡b evsjv‡`‡k cªvq 5 †KvwU gvbyl kn‡i emevm K‡i|2025 mv‡ji g‡a¨ kZKiv 50 fvM A_©vr cªvq 8.5 †KvwU gvbyl kn‡i 

evm Ki‡e| 2050 mv‡j  GB msL¨v n‡e 100% ev 27 †KvwU| BU Kv‡Vi bvMwiK mf¨Zvi kni¸‡jv †_‡K ª̀æZB nvwi‡q hv‡”Q 

meyR| gvbyl Zvi  wkKo‡K mn‡R fyj‡Z cv‡i bv| ZvB mey‡R fiv Mªvg evsjvq †e‡o DVv bvMwiK mgv‡Ri GKUv Ask meyR‡K 

a‡i ivL‡Z Pvq Zvi Avevm ’̄‡j| e„¶‡cªgx wKQy †kŠwLb gvbyl ZvB wbR¯̂ fvebv Avi cª‡Póvq evwoi Qv‡`, e¨vjKwb‡Z M‡o 

Zy‡j‡Qb Qv` evMvb| mg‡qi weeZ©‡b Qv` evMvb †kŠwLbZv‡K  Qvwo‡q cvwievwiK cywó Pvwn`v c~iY, we‡bv`b Ges Aemi mgq 

KvUv‡bvi my‡hvM K‡i w`‡q‡Q| evsjv‡`‡ki bMi K„wl e¨e ’̄vi †kŠwLb c`hvÎv mg‡qi cwieZ©‡b GK mvgvwRK Av‡›`vj‡b iƒc wb‡Z 

hv‡”Q| XvKv kn‡i BwZg‡a¨ 10% evwoi Qv‡` evMvb M‡o †Zvjv n‡q‡Q| MªvgvÂ‡jI A‡bK evwo‡Z AvRKvj Qv` evMvb †`Lv 

hvq|  

 

1.    Qv` evMv‡bi ¸iæZ¡ I DcKvwiZv 

Avgv‡`i †eu‡P _vKvi Rb¨ Aw·‡Rb Acwinvh©| MvQ  Avgv‡`i Aw·‡Rb †hvMvb †`q| wKš‘ AcwiKwíZ bMivq‡bi d‡j `ªæZ MvQ KvUv 

co‡Q| cwi‡e‡ki fvimvg¨ i¶vq Avgv‡`i †`‡ki †gvU AvqZ‡bi 25 fvM ebf‚wg _vKv cª‡qvRb; †hLv‡b Av‡Q gvÎ 15.58 fvM| 

knivÂ‡j Mv‡Qi msL¨v AvksKvRbK nv‡i nªvm cv‡”Q| Aciw`‡K wecyj msL¨K fe‡bi Qv` duvKvB _v‡K| Gme fe‡bi Qv‡` evMvb 

K‡i Mv‡Qi msL¨v evov‡bv hvq| XvKv, bvivqbMÄ, PÆMªvgmn eo eo wkí bMix‡Z nvRvi nvRvi KjKviLvbv Ges hvbevnb cªwZw`b †h 

wekvj cwigvY Kve©b-WvB-A·vBW evZv‡m Qov‡”Q Zv †kvl‡Yi Rb¨ cª‡qvRbxq MvQ †bB| myBRvij¨vÛwfwËK cªwZôvb AvBwKDGqv‡ii 

ˆewkK evqy gvb cªwZ‡e`b (cª_g Av‡jv 20 gvP©2024)-G 2023 mv‡j evsjv‡`k evqy `~l‡Y we‡k¦ kxl© ¯’v‡b| `¨ evsjv‡`k Kv›Uªx 

fvqib‡g›U A¨vbvjvBwmm 2023-Gi cªwZ‡e`‡b (cª_g Av‡jv, 29 gvP© 2024) cwi‡ek `~l‡Y 2 j¶ 75 nvRvi gvby‡li g„Z¨yi K_v 

ejv n‡q‡Q| Avgv‡`i †`‡k †gvU g„Z¨yi 28 kZvskB cwi‡ek `~lY RwbZ Kvi‡Y N‡U _v‡K| ZvB  wekvj msL¨K Qv‡`i †Lvjv ¯’v‡b 

MvQ jvMv‡bv `iKvi| Qv` evMv‡bi Kvi‡Y MvQcvjv †_‡K cªvß Aw·‡R‡bi gva¨‡g GKw`‡K †hgb cwi‡e‡ki fvimvg¨ i¶v cv‡e; 

†Zgwb Qv` evMv‡b wbivc` kvKmewR, djdyj I gmjv Drcv`‡bi d‡j G¸‡jvi msKU nªvm cv‡e| Qv‡` wbR¯^ evMv‡bi Kvi‡Y 

KxUbvkK Ges digvwj‡bi fqI _vK‡e bv| eis Qv‡` evMvb Kivq fe‡bi ZvcgvÎv 2-3 wWwMª †mjwmqvm K‡g hv‡e| ZvB cwi‡e‡ki 

fvimvg¨ i¶v‡_© RbmvaviY‡K Qv` evMv‡bi DcKvwiZv m¤ú‡K© m‡PZb Ki‡Z n‡e|  

evwoi Qv‡`i Ae¨eüZ RvqMvq, e¨vjKwb‡Z cwiKwíZ Dcv‡q GKwU Qv` evMvb K‡i Avgiv - 

                                                      
*    weWv, bIqvcvov evm÷¨vÛ, bIqvcvov, h‡kvi| B-†gBj:  
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 Aemi mgqUyKy m„Rbkxj Kv‡R m¤ú…³ Ki‡Z cvwi|  

 wbivc`, welgy³ I ¯^v`hy³ kvKmewR I djg~j Drcv`b Ki‡Z cvwi|  

 cwiev‡ii AvswkK Lv`¨ Pvwn`v †gUv‡bvi cvkvcvwk Avw_©K mvkªq Ki‡Z cvwi|  

 Qv` evMvb evowZ Avq I Kg©ms¯’vb m„wó K‡i `vwi`ª¨ wbim‡bi mnvqK n‡Z cv‡i|  

 AvZ¥xq-¯^Rb I eÜyevÜe‡K evMv‡b Drcvw`Z dj, dyj, kvK-mewR Dcnvi †`qv hvq|  

 cwi‡ek `~lY †iva K‡i wbg©j mykxZj cªvK„wZK cwi‡e‡k emev‡mi my‡hvM ˆZwi Ki‡Z cvwi|  

 ˆ`wnK I gvbwmK my¯’Zv jvf Ki‡Z cvwi| 

 

2.   c×wZ I Z_¨ we‡kølY cÖwµqv I djvdj 

Qv` evMv‡b Avgvi weMZ 4 eQ‡ii AwfÁZvi mv‡_ wewfbœ eB, Rvb©vj, cÎ-cwÎKv c‡o evsjv‡`‡k Qv` evMv‡bi eZ©gvb Ae¯’v we‡kl 

K‡i h‡kvi I Lyjbv kn‡i Qv` evMv‡bi Ae¯’v Rvb‡Z †Póv Kwi| GKwU cªkœcÎ ˆZwi K‡i Lyjbv I h‡kvi kn‡ii  15 wU evwo‡Z 

Aew¯’Z Qv` evMv‡bi Dci Rwic Kwi| Qv` evMv‡bi wewfbœ welq †hgb- Qv` evMv‡bi cª‡qvRbxqZv I DcKvwiZv, Mv‡Qi aib, 

evMv‡bi AvqZb, ¯’vcbv, kªg, Kv‡Ri mgq, cvwbi Drm, Avw_©K mvkªq, myweav-Amyweavmg~n, †ivM-evjvB, cwiPh©v, A_©‰bwZK ¸iæZ¡, 

gvbwmK ¯^v¯’¨, cwi‡ek I i¶Yv‡e¶Y c×wZ cªf„wZ welq mwbœ‡ewkZ K‡i GKwU cªkœcÎ ˆZwi Kwi| gy‡LvgywL cª‡kœvË‡ii gva¨‡g evMvb 

gvwjK‡`i KvQ †_‡K Z_¨ msMªn Kwi| DËi`vZv‡`i  g‡a— 

 15 R‡bi wfZi 11 RbB eq¯‹ e¨w³ wQ‡jb; 

 12 R‡bi †Kvb c~e© AwfÁZv wQj bv; 

 8 Rb †KvwfW- 19 gnvgvixi cªv°v‡j M„new›` `kvq gvbwmK `ywðšÍvgy³ _vK‡Z I Aemi mgq KvUv‡bvi Rb¨ Qv` evMvb M‡o 

Zy‡j‡Qb; 

 †ivM-evjvB `g‡b 9 R‡bi †Kvb AwfÁZv †bB; 

 mK‡jB gU‡ii cvwb e¨envi K‡ib; 

 4 Rb Qv‡`i Pvwiw`‡K jš^v †Pš^vi K‡i‡Qb; evwKiv wewfbœ AvKv‡ii Ue/ ev· K‡i‡Qb; 

 12 R‡bi evMvb AvqZ‡b †QvU 1000 eM©dy‡Ui Kg|  

 A‡c¶vK…Z abx e¨w³ivB †ewki fvM †¶‡Î k‡Li e‡k Qv` evMvb M‡o Zy‡j‡Qb; 

 9 Rb e‡j‡Qb Qv` evMvb AZ¨šÍ cwikª‡gi I e¨qeûj- †m Zyjbvq cªvwß LyeB Kg; 

 8 Rb Qv‡`i ¶wZ n‡Z cv‡i e‡j AvksKv cªKvk K‡i‡Qb; 

 10 Rb Qv` evMvb †_‡K mn‡RB welgy³ djg~j I UvUKv kvKmewR cvIqvi K_v e‡j‡Qb; 

 cwi‡e‡ki fvimvg¨ eRvq ivL‡Z Qv` evMv‡bi cª‡qvRbxqZvi K_v cÖ‡Z¨‡KB e‡j‡Qb| 

 mK‡jB kvwiwiK my¯’Zv I gvbwmK cªkvwšÍi K_v e‡j‡Qb; 

mevi aviYv ch©vß cªwk¶Y I miKv‡ii mn‡hvwMZv _vK‡j cwiKwíZ D‡`¨vM Mªn‡Yi gva¨‡g Qv` evMvb †_‡K cwiev‡ii Pvwn`v 

wgwU‡qI evwYwR¨Kfv‡e jvfevb nIqv hv‡e|  

Qv‡`i AvKvi I Ae¯’vb: Qv‡`i AvKvi †QvU, gvSvwi ev eo n‡Z cv‡i| Z‡e 1000 eM©dy‡Ui †ewk AvqZ‡bi evMvb Qv` 

evMv‡bi Rb¨ Dc‡hvMx| AvKvi we‡ePbvq Qv‡`i †Kvb As‡k wK RvZxq, KZ msL¨K wewfbœ djdyj, mewR, gmjv I Jlwa MvQ 

Pvl Kiv hv‡e Zv ïiæ‡ZB wba©viY Kiv cª‡qvRb| wba©vwiZ Qv` KZ Zjv wewkó, Avkcv‡k KZ Zjv wewkó wewìs ev eo 

AvKv‡ii MvQcvjv Av‡Q, mviv w`‡b †mLv‡b Av‡jv-evZvm ev †iv` cvIqvi myweav we‡ePbvq evMvb ˆZwi  Ki‡Z nq| Qv‡`i 

Ae¯’vb AwZ DuPy n‡j So-evZv‡mi cªfve †ewk c‡o| GRb¨ †ewk j¤^v AvKv‡ii dj MvQ Qv‡` †ivcY Kiv wVK n‡e bv| Ggb 

Ae¯’vq MvQ †n‡j cov, Wvj †f‡O hvIqv, dj S‡i covi m¤¢vebv †ewk _v‡K| G‡¶‡Î MvQ‡K †Qu‡U †ewk Ic‡ii w`‡K evo‡Z 

bv †`qv fv‡jv|GQvov †hme MvQ Kg D”PZv wewkó I Pvwiw`‡K Wvjcvjv we¯Í…Z nq †m mKj MvQ‡K cªvavb¨ †`qv DwPZ| GKB 

Kvi‡Y Kjv, †cu‡c cªf„wZ j¤^v AvKv‡ii MvQ AwZ DuPy Qv‡` †ivcY bv KivB DËg| Qv‡` †iv‡`i Zvc f‚wg †_‡K †ewk| mivmwi 

†iv` cov Ges Zvi cªwZwe¤̂ cªwZdj‡bi Kvi‡Y GgbUv nq| G Rb¨ Qv` evMvb ˆZwi‡Z 50-70% †iv` cªwZ‡ivax Nb †bU 7-8 

dyU Ic‡i Uvwb‡q Mv‡Qi Rb¨ AbyK‚j cwi‡ek m„wó Kiv †h‡Z cv‡i|  
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Qv‡` evMvb ’̄vcb Dc‡hvMx Kiv: cª_‡g A‡b‡KB †QvU eo bvbv cªKvi U‡e MvQ jvwM‡q Qv` evMvb ïiæ K‡ib| Z‡e G e¨e ’̄vq 

Lye GKUv mdjZv Avbv m¤¢e nq bv| G Rb¨ Qv‡` †ivwcZ Mv‡Qi wkKo †hb †ewk Qov‡Z cv‡i Ges †ewk msL¨K MvQ †ivcY 

Kiv hvq A_P Qv‡`i †Kv‡bv ¶wZ nq bv G e¨e¯’v ïiæ‡ZB Ki‡Z n‡e|  

ev· ev †Pš̂vi ˆZwi Kiv: †ewki fvM Qv` evMvwb Qv‡`i wKbvi¸‡jv 2-3 dyU PIov I 2-3 dyU DuPy K‡i ev· ev †Pš^vi ˆZwi 

K‡ib| c‡i cwUs wg· w`‡q fivU K‡i Zv‡Z MvQ †ivcY K‡i _v‡Kb| A‡b‡K wb‡P 8-12 BwÂ duvK †i‡L XvjvB K‡i gReyZ 

ev· evwb‡q †bq| †KD ev ev‡·i wb‡Pi Ask 2-3 BwÂ DuPy K‡i G Ask XvjvB K‡i Zvi Ici mivmwi B‡Ui cvZjv Muv_wb 

w`‡q Kg Li‡P Abyiƒc j¤^v ev· evwb‡q †bq| †KD Avevi weKí e¨e ’̄vq wU‡bi / cøvw÷‡Ki ÷ªvKPvi ˆZwi K‡i ev· / †Pš̂v‡ii 

weKí wn‡m‡e e¨envi K‡i| 

Qv‡` MvQ †ivcY: Qv‡` evMvb ˆZwi‡Z wbf©i‡hvM¨ Drm †_‡K DbœZ Rv‡Zi my¯’-mej Pviv / Kjg msMª‡ni ¸iæZ¡ Acwimxg| G 

evMv‡b †hme `xN©‡gqvw` I ga¨ †gqvw` dj MvQ †ivcY Kiv n‡e Zv ev‡ivgvmx Rv‡Zi n‡j fv‡jv nq| Ab¨_vq 5-6 gvm 

GKvav‡i dj cvIqv hvq Ggb Rv‡Zi MvQ †ivcY Kiv DwPZ| Lye Kg mgq a‡i dj cvIqv hvq (‡hgb- wjPy) Ggb MvQ Qv‡`i 

Rb¨ wbe©vPb Kiv wVK bv| evMvb‡K Ggbfv‡e mvRv‡Z n‡e †hb me mgq †Kv‡bv bv †Kv‡bv Mv‡Q dyj dj aiv Ae¯’v weivR 

K‡i| 

Qv` evMv‡bi Rb¨ Dc‡hvMx dmj wbe©vPb: dj Mv‡Qi g‡a¨: Avg, we‡`wk KuvVvj, gvëv, Kgjv, _vB evZvwe, Kyj (UK I 

wgwó), Wvwjg, kwidv, m‡d`v, AvgjKx, ev‡ivgvmx Avgov, Rvgiæj, AieiB, wewjw¤^, KigPv, WªvMb Ab¨Zg| 

kvKmewR: †e¸b, U‡g‡Uv, †Xuom, PyKyi, K¨vcwmKvg, wkg, eiewU, kmv, Kijv, jvD, ay›`j, ev‡ivgvmx mwRbv, jvjkvK, 

WuvUvkvK, cyuBkvK, KjwgkvK, †eªvKwj, gyjv| 

gmjvRvZxq: gwiP, a‡bcvZv, wejvwZ awbqv, cyw`bv, KvwicvZv, †cuqvR, imyb, Av`v, njy`,‡MvjgwiP, cvg| 

Jlwa¸Y wewkó: A¨v‡jv‡fiv, Zyjmx, _vbKywb, wPiZv, w÷wfqv, MvB‡bviv, eªv¶¥xkvK| 

dzjRvZxq: †Mvjvc, †ejx, UMi, RyuB, MÜivR, Rev, iRbxMÜv, Muv`v, wU‡Kvgv, Rvi‡eiv, wkDwj, GjvgÛv, †ev‡Mbwfjv I 

wewfbœ †gŠmywg dyj| 

MvQ †ivcY I cwiPh©v: DbœZ Kvw•LZ Rv‡Zi Kjg MvQ †ivcY K‡i Mv‡Q  LyuwU w`‡q †mvRv K‡i euva‡Z n‡e| Zv‡Z MvQ †n‡j 

cov ev b‡o wM‡q `ye©j nIqv †iva n‡e| cª‡qvR‡b Mv‡Qi Acª‡qvRbxq wKQy Wvj we‡kl K‡i Ic‡ii w`‡K †ewk evošÍ Wvj 

†K‡U MvQ‡K †ewk DuPy bv K‡i cv‡k evo‡Z w`‡Z n‡e| Mv‡Qi AvKvi †ewk †QvU n‡j A‡c¶vK„Z †QvU U‡e ev wm‡g‡›Ui 

cwiZ¨³ ˆZwi e¨v‡M wKQy mgq msi¶Y K‡i cieZ©x‡Z eo n‡j Zv ch©vqµ‡g ev· / eo Ue / †Pš̂v‡i †ivcY Kiv fv‡jv| U‡e 

msiw¶Z MvQ mivmwi Qv‡` bv †i‡L wb‡P GK mvwi B‡Ui Ici emv‡bv `iKvi| Zv‡Z U‡ei AwZwi³ cvwb mn‡R †ei n‡e, hv 

Qv‡`i Rb¨ fv‡jv n‡e| Wªv‡g msiw¶Z Mv‡Q †iv‡`i Zv‡c †ewk Mig nq| GRb¨ PU / Qvjv w`‡q Wªv‡gi Pviavi †X‡K w`‡j Zv 

A‡bKUv †iva n‡e| Mv‡Q cvwb †mP †`qvi d‡j Dcwifv‡Mi gvwU k³ n‡q PU a‡i| gv‡S gv‡S wbovwb w`‡q Ic‡ii ¯Íi †f‡O 

†`qv n‡j Zv †iva n‡e| G e¨e¯’vq AvMvQv `gb Kiv hv‡e I †fZ‡i evqy PjvP‡j myweav n‡e| Liv †gŠmy‡g `xN©‡gqvw` eo 

Mv‡Qi †Mvovi Pvi av‡i ïKbv KPywicvbv ev LoKyUv, ïK‡bv cvZv w`‡q gvjwPs †`qv n‡j im msiw¶Z _vK‡e, Nvm MRv‡bv 

†iva n‡e Ges c‡i G¸‡jv c‡P Lv`¨ wn‡m‡e Kv‡R jvM‡e| 

Mv‡Qi Ae¯’vb wbY©q: †Kvb †Kvb MvQ †ewk †iv` cQ›` K‡i (‡hgb-KvMwR †jey, WªvMb dj) †Kvb MvQ Avav Qvqvq fv‡jv nq 

(‡hgb-GjvwP †jey, Rvgiæj), Avevi †Kv‡bv MvQ Qvqv cQ›` K‡i (‡hgb-jUKb, ivgeyUvb) A_©vr Qv` evMvb †_‡K †ewk mydj 

†c‡Z Qv‡` †iv` / Av‡jv-evZvm cªvwß Ae¯’v ey‡S Mv‡Qi Ae¯’vb P~ovšÍ Kiv cª‡qvRb| 

cvwb †mP: AwZwi³ cvwb †`qv Ges AwZ Kg †`qv DfqB Mv‡Qi Rb¨ ¶wZKi| AwfÁZvq †`Lv †M‡Q, †ewk cvwb †`qvi d‡j 

wewfbœ †iv‡M MvQ AvµvšÍ nq, GgbwK gvivI hvq| G Rb¨ Mv‡Qi †Mvov ïKv‡jB †Kej cvwb †`qv hv‡e, †Mvov †fRv _vK‡j 

†Kv‡bv g‡ZB Zv‡Z cvwb †`qv hv‡e bv| wKQy MvQ †ewk cvwb MªnY K‡i (‡hgb-WªvMb, bvwi‡Kj) A‡bK Mv‡Q cvwb Kg jv‡M 

(‡hgb-wkg, gwiP, †e¸b)| e„wó ev bvjvq R‡g _vKv cvwb MvQ †ewk cQ›` K‡i| Z‡e mKvj †ejv Mv‡Q cvwb †`qv DËg| 

†cvKvgvKo `gb:  wbqwgZ Qv` evMvb cix¶v Ki‡Z n‡e Ges †cvKv-gvKo ev wW‡gi ¸”Q †`Lv gvÎ †m¸‡jv msMªn K‡i †g‡i 

†dj‡Z n‡e| cvZvi wb‡Pi fv‡M †cvKv-gvKo Ae¯’vb K‡i| A‡bK †¶‡Î eq¯‹ cvZvq †cvKvgvKo †ewk w`b Avkªq †bq| G 
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Rb¨ cvZv njy` nIqv gvÎ cvZvi †evUv †i‡L Zv †Qu‡U w`‡Z nq| AwZ Svj 2-3 Mªvg gwi‡Pi ¸ov GK wjUvi cvwb‡Z wfwR‡q 

†i‡L c‡ii w`b †Qu‡K wb‡q Zv‡Z 2 Mªvg wWUvi‡R›U cvDWvi I GK Pv PvgP wcqv‡Ri im GK‡Î wgwk‡q 8-10 w`‡bi e¨eav‡b 

†¯úª Ki‡j ˆRe c×wZ Aej¤^‡b MvQ‡K †cvKvi nvZ †_‡K wbivc` ivLv hvq| gvBU ev ¶y`ª gvKo Lvwj †Pv‡L †`Lv hvq bv| 

wjPy, gwiP, †e¸b, Muv`v dy‡j gvB‡Ui Dc`ªe †ewk †`Lv hvq| gwi‡Pi ¸ov GKB c×wZ‡Z e¨envi K‡i G gvKo `gb Kiv 

hvq| †h‡nZy †cvKvgvK‡oi Ae¯’vb cvZvi wb‡P G Rb¨ G Ask fv‡jvfv‡e †¯úª K‡i †cvKv `g‡b Kvh©Ki e¨e¯’v wb‡Z n‡e| 

KxUbvkK e¨envi Kv‡j †Lqvj ivL‡Z n‡e †hb Zvi UKwmwmwU Kg mgq _v‡K| G‡¶‡Î †WKv‡gw_ªb RvZxq KxUbvkK †`qv 

†h‡Z cv‡i| 

mvi cÖ‡qvM: gvQ, gvsm I ZiKvwi †avqv cvwb Mv‡Q e¨envi Ki‡j Mv‡Qi Lvev‡ii Afve wKQyUv c~iY nq| GQvovI wgkª mvi, nv‡oi 

¸ov gv‡S gv‡S Ges AbyLv`¨ (‡hgb-` Í̄v, †evib, g¨vM‡bwmqvg, g¨v½vwbR) eQ‡i GKevi cª‡qvM Kiv fv‡jv| gv‡Qi KuvUv, nv‡oi 

UyKiv, wW‡gi †Lvmv, ZwiZiKvwii cwiZ¨³ Ask, cvZv, GKUv Wªv‡g cuwP‡q wb‡q Qv` evMv‡b e¨envi Kiv fv‡jv| K‡qK eQ‡ii 

eq ‹̄ Mv‡Qi †Mvovi Pviav‡i mveav‡b wKQy gvwU DwV‡q †d‡j bZyb fv‡e cwUs wg· w`‡q fivU Kiv n‡j Mv‡Qi ¯̂v ’̄¨ †div‡bv mnR 

nq| m¤¢e n‡j MvQ‡K QuvUvB K‡i wKQy gvwUmn DwV‡q bZyb K‡¤úv÷hy³ gvwU wgwkªZ bZyb U‡e ’̄vbvšÍi Kiv †h‡Z cv‡i| G †¶‡Î 

AwfÁZv _vKv cª‡qvRb| A‡c¶vK„Z †QvU Ue †_‡K eo U‡e MvQ AcmviY Kivi gva¨‡g MvQ‡K ¯̂v ’̄¨evb Kiv hvq| hviv Qv` evMv‡b 

AwfÁ Zv‡`i evMvb cwi`k©b K‡iI mdjZvi w`K¸‡jv †R‡b ev †`‡L Zv wbR evMv‡b cª‡qvM Kiv hvq| dyj-dj Siv †iv‡a I dj 

aiv evov‡Z bvbv cªKvi AbyLv`¨/ni‡gvb (‡hgb-wmjfvwg·, wj‡Uv‡mb, †d¬viv)cª‡qvM K‡i A‡b‡K mydj †c‡q _v‡Kb| 

 

3.    Qv` evMv‡bi myweav 

cwiKwíZ Qv` evMvb Zvc`n †_‡K Avgv‡`i i¶v Ki‡Z cv‡i| evMv‡b †ivcb Kiv MvQ Zvc †_‡K `vjvb‡K i¶v Ki‡e| mv¤úªwZK 

GKwU M‡elYvq †`Lv †M‡Q Qv‡` mewR, dyj I dj evMvb Kiv n‡j mswkøó fe‡bi ZvcgvÎv 2-3 wWwMª †mjwmqvm K‡g hvq| Qv‡`, 

evwoi Avw½bv I Lvwj RvqMvi evMv‡b wefbœ cªRvwZi cvwL, KxUcZ½ BZ¨vw` Mv‡Qi dy‡j-d‡j e‡m| G‡Z Rxe‰ewPZª¨ msiw¶Z nq, 

civMvqb mym¤úbœ nq, cwi‡ek `~lY gy³ _v‡K| cvwL ¶wZKviK †cvKv-gvKo¸‡jv †L‡q KxUcZ‡½i AvµgY †_‡K mewR Ges dj-

djvw` i¶v K‡i| eo AvKv‡ii (1000 eM© dy‡Ui †ewk) evMv‡b dj, dyj kvK-mewR Pvl K‡i cwiev‡ii Pvwn`v wgwU‡qI 

evwYwR¨Kfv‡e jvfevb nIqv hvq| we‡klÁ‡`i g‡Z 4-5 KvVv Rwgi Dci evwoi Qv‡` cwiKwíZfv‡e evMvb Ki‡j cwiev‡ii Pvwn`v 

c~iY K‡iI eQ‡i 40-50 nvRvi UvKv wewµ Kiv hv‡e| ˆ`wnK my¯’Zv, gvbwmK cªkvwšÍ I we‡bv`‡b Qv` evMvb mnvqK n‡Z cv‡i| 

cwi‡e‡ki fvimvg¨ i¶vq  Qv` evMvb LyeB ¸iæZ¡c~Y©| XvKv kn‡ii 70 fvM RvqMv `Lj K‡i Av‡Q duvKv Qv`| GB Qv`¸‡jv‡K 

Abvqv‡mB meyR Kiv hvq| Avi Zv‡Z bMixi cªwZwU evwoi Qv` n‡q DV‡Z cv‡i GKLÐ meyR evMvb| 

 

4. m¤¢vebv I  bxwZgvjv 

evsjv‡`k K„wl M‡elYv KvDwÝ‡ji NATP-2 Gi A_©vq‡b D`¨vbZË¡ M‡elYv †K›`ª, evsjv‡`k K„wl M‡elYv Bbw÷wUD‡Ui GKwU 

cªK‡íi (ID-153) AvIZvq Qv` evMvb wb‡q M‡elYv Kvh©µg Pjgvb i‡q‡Q| G‡Z †`Lv n‡”Q Qv‡` Pv‡lvc‡hvMx dj, mewR, dyj I 

evnvix Mv‡Qi me‡P‡q fvj RvZ, me‡P‡q Dc‡hvMx †cªvwqs wgwWqv, mvi e¨e¯’vcbv, AvšÍtcwiPh©v, †cvKvgvKo I †ivM-evjvB e¨e¯’vcbv 

AbymiY K‡i Kxfv‡e GKRb mvaviY K„wl D‡`¨v³v 1-2 eQ‡iB cv‡eb Avkvbyiƒc djb I A_©‰bwZK gyw³| Qv‡`i Dci mewR Pvl 

mvaviY mewR Pv‡liB cªwZiƒc hv GKwU mywbqwš¿Z e¨e¯’vcbvi gva¨‡g Kiv nq| Avgv‡`i †`‡k Qv‡` evMvb Ki‡Z K„wl m¤úªmviY 

Awa`ß‡ii wewfbœ ch©vq †_‡K DØy×Ki‡Yi gva¨‡g †`‡ki wewfbœ kn‡i †ek wKQy evMvb ¯’vcb Kiv n‡q‡Q| Z‡e G wel‡q †Zgb †Kv‡bv 

bw_cÎ msi¶Y Kiv †hgb nqwb; †Zgwbfv‡e Kiv nqwb †Kv‡bv M‡elYvI| RvwZms‡Ni Lv`¨ I K„wl ms¯’vi D‡`¨v‡M cvBjU cª‡R± 

wn‡m‡e G wel‡q GKwU Kvh©µg eZ©gv‡b XvKv I PÆMªvg kn‡i Pjgvb -hv ev¯Íevqb Ki‡Q K„wl m¤úªmviY Awa`ßi| G‡Z wbw`©ó evwoi 

Qv‡` bvbv DcKiY mieivn Ki‡Q evsjv‡`k K„wl M‡elYv Bbw÷wUDUmn †ek K‡qKwU cªwZôvb| ZvQvov G Kvh©µ‡g wkï-wK‡kvi‡`i 

DØy× Kivi Rb¨ GKB Kg©m~wPi AvIZvi K‡qKwU ¯‹y‡j mewR I dj evMvb M‡o †Zvjv n‡”Q| K„wl‡Z AvaywbK K„wlcªhyw³ †hgb 

nvB‡Wªvcwb·, A¨vKyqvcwb· e¨envi K‡i wMªbnvDm ˆZwii gva‡g A‡bK cªRvwZi we‡`wk dyj I djg~j Pvl Kiv m¤¢e hv mvaviY 

Rwg‡Z Pvl Kiv `y®‹i| Gme cªhyw³ e¨envi Ki‡j Qv‡`i Dci fv‡ii cwigvY wmsnfvM K‡g hv‡e Ges fe‡bi AeKvVv‡gv‡ZI weiæc 

†Kv‡bv cªfve co‡e bv| K„wli †`ke¨vcx cªmvi I cªhyw³MZKi‡Yi j‡¶¨ PÆMªvg †f‡Uwibvwi I Gwbg¨vj mvB‡Ým wek¦we`¨vj‡qi 

wk¶K‡`i evmfe‡bi Qv‡` M‡o D‡V‡Q mgwš^Z Qv`K„wl e¨e¯’vcbv M‡elYv †K›`ª| hvi mvwe©K ZË¡veav‡b Av‡Qb wek¦we`¨vj‡qi 

grm¨weÁvb Abyl‡`i mnKvix Aa¨vcK I wefvMxq cªavb  W. †kL Avngv` Avj bvwn`| wZwb  e‡jb, GLv‡b Qv`K„wli cªmvi I 

evwYwR¨wKKi‡Yi D‡Ï‡k¨ Qv`K„wl‡Z DbœZ cªhyw³ I weÁvbm¤§Z c×wZi e¨envi wbwðZ Ki‡Z KvR K‡i hv‡”Qb GK`j D`xqgvb 
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M‡elK| GB M‡elYv bMivq‡bi mv‡_ meyRvq‡bi ¯^cœ †`‡L -hv cªwZwU Qv`‡K M‡o Zyj‡e K„wli GK GKwU weÁvbvMvi wn‡m‡e| †`‡ki 

hyemgvR Qv`K„wl †_‡KB n‡Z cvi‡e ¯^vej¤^x| Avkvi K_v n‡jv, evmv-evwoi Qv‡` evMvb Ki‡j 10 kZvsk †nvwìs U¨v· gIKyd Kivi 

†NvlYv w`‡q‡Q XvKvi `yB wmwU Ki‡cv‡ikb|  

 

5.    mxgve×Zv 

Qv` evMv‡bi gvwjK‡`i AwfÁZv I cªwk¶‡Yi Afve i‡q‡Q| A‡b‡KB k‡Li e‡m evMvb K‡i‡Qb; Mv‡Qi cwiPh©vi Rb¨ ch©vß mgq †`b bv| 

†mP, wbovwb I †ivM-evjvB `g‡b A‡b‡K AwfÁ bq| Z_¨ I KvwiMix Áv‡bi Afve i‡q‡Q| kªg, i¶vbv‡e¶Y I Ab¨vb¨ LiP en‡b 

A‡b‡Ki Awbnv; mvg_© †bB| gvbmb¥Z exR, mvi I DcKi‡Yi Afvi i‡q‡Q| AwaKvsk evMvb AvqZ‡b †QvU 1000 eM©dy‡Ui Kg| 

AcwiKwíZfv‡e evMvb ˆZwii Kvi‡Y Aí msL¨K gvbyl Qv` evMvb K‡i mdj n‡q‡Qb; A‡b‡Ki Qv‡`i ¶wZi AvksKv i‡q‡Q| 

 

Dcmsnvi 

Qv` evMvb Avgv‡`i cªK„wZi mv‡_ ms‡hvM nevi GKwU my‡hvM K‡i w`‡q‡Q| cwi‡e‡ki mv‡_ `xN©w`b a‡i emevm Kiv gvby‡li wKQy 

Awf‡hvwRZ ¶gZv GLbI Avgv‡`i gv‡S weivRgvb| †h †Kv‡bv i‡Oi Zyjbvq Avgv‡`i †Pv‡L meyR i‡Oi cv_©K¨Uv †ewk aivi KviYI 

GB Awf‡hvR‡bi djvdj e‡j A‡b‡KB aviYv K‡ib| ZvB wewfbœ ai‡Yi mey‡Ri mgv‡ivn †`‡L Avgiv cªdyjø n‡q DwV| Avgv‡`i 

GK‡N‡qwg‡Z AvµvšÍ K‡ibv; eis Avbw›`Z K‡i| hvwš¿K Rxe‡b Qv` evMv‡bi †QvU meyR D`¨vb Avgv‡`i gb‡K m‡ZR ivL‡Z mnvqZv 

K‡i| M‡o †Zv‡j wbg©j GK Avb›`Nb cwi‡ek|  
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Abstract 

This study explores the contemporary landscape of the ceramic industry in Bangladesh, focusing specifically 

on the experiences of female workers concerning employment relations and labour rights. Inspired by the 

historic Haymarket affair, it examines the ongoing struggle for fair treatment and dignified working 

conditions within this sector. By highlighting the complexities and challenges faced, the research underscores 

the critical importance of sustained efforts to advance equitable labor practices and improve the welfare of 

female workers in Bangladesh's ceramic industry. Additionally, the study offers policy recommendations 

aimed at fostering better employment relations and labour rights both within and beyond the industry. 

Keywords: Haymarket massacre ‧ employment relations ‧ labour rights ‧ female ceramic workers ‧ Bangladesh 

ceramic industry   

 

Introduction 

The Haymarket Affair, also known as the Haymarket Massacre or Haymarket Riot, was a significant event in 

labour history that occurred on May 4, 1886, in Chicago, Illinois, United States (Avrich, 1984). The incident 

unfolded during a labour demonstration in Haymarket Square, which was organized to advocate for an eight-

hour workday. The rally began peacefully, with speeches from labour leaders and activists. However, as the 

gathering was winding down, and only a few hundred people remained, police arrived to disperse the crowd. At 

that moment, a bomb was thrown into the police ranks, resulting in chaos and violence. In the ensuing melee, 

gunfire erupted, leading to casualties among both the police officers and civilians. The aftermath of the 

Haymarket Affair was marked by a wave of public outrage and government crackdowns on labour organizations 

and leftist movements. Several anarchist leaders were arrested and subsequently tried in a highly contentious 

legal proceeding known as the Haymarket trial. The trial resulted in convictions and harsh sentences, including 

death sentences for seven of the accused, despite a lack of conclusive evidence tying them to the bombing. Four 

defendants were executed, one committed suicide, and the remaining sentences were commuted (Green, 2007; 

Messer-Kruse, 2012). The Haymarket Affair had far-reaching implications for labour rights and civil liberties in 

the United States, sparking debates about the role of government, the rights of workers, and the limits of free 

speech and assembly. It emerged amidst industrialization and urbanization, with workers demanding better 

working conditions, particularly the eight-hour workday and labour welfare. Despite setbacks like the trial and 

execution of anarchists, it galvanized global support for labour rights, influencing laws and fostering 

international solidarity. Its implications include empowering labour, government regulation, legal precedents, 

global labour movements, challenges to anarchist ideologies, and its enduring symbolism in commemorations of 

workers' struggle for justice and dignity. This demonstration underscored the urgent need for worker rights, 

leading to their formal recognition. Since then, a plethora of international laws and regulations have been 

instituted to safeguard the rights of workers globally.  

In response to Haymarket Massacre, May 1st was declared International Workers' Day in 1889, commemorating 

the events and serving as a global symbol of workers' solidarity and advocacy. May Day, as a day of 

international labour solidarity or International Workers' Day, is celebrated worldwide every year in various 
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ways, reflecting the diverse labour movements and cultural traditions of different countries. Some common 

ways in which the day is observed include: 

1. Public Demonstrations and Protests: Many countries organize marches, rallies, and 

demonstrations where workers and labour unions advocate for workers' rights, fair wages, and 

improved working conditions. 

2. Political and Cultural Events: May Day often includes political speeches, cultural 

performances, and festivals that highlight the achievements and struggles of workers 

throughout history. 

3. Labour Union Activities: Trade unions and labour organizations often hold meetings, 

conferences, and gatherings to discuss issues affecting workers and plan future actions. 

4. Community Events: Communities may organize events such as picnics, parades, and street 

parties to celebrate the contributions of workers and promote solidarity among different social 

groups. 

5. Public Holidays: In many countries, May 1st is a public holiday, allowing workers to take the 

day off to participate in festivities or simply relax with their families. 

Overall, May Day serves as a reminder of the ongoing struggle for workers' rights and social justice, while also 

providing an opportunity for people to come together in solidarity and celebration. 

While May Day continues to be commemorated around the world, questions remain about its legacy in the 

context of contemporary labour movements and societal challenges. Its ongoing relevance depends on how 

effectively it can adapt to changing circumstances and address the evolving needs of workers in the 21st century. 

In this context, this article commemorates the Haymarket massacre and sheds light on the contemporary 

landscape of the ceramic industry in Bangladesh, focusing on the employment relations and well-being of 

female workers. A fundamental question arises: Do stakeholders in ceramic industry leverage the Haymarket 

legacy to address ongoing challenges concerning labour rights and well-being? We explore the situation of 

female workers in three ceramic factories and draw our conclusion. 

 

Haymarket Legacy: Global Labour Rights and Regulations at Present 

The Haymarket Affair had significant consequences for employment relations and labour rights, fundamentally 

influencing the realm of worker advocacy and industrial relationships. Here are some of the major implications 

in the present-day global context: 

1. Empowerment of Labour Movements: The Haymarket Affair served as a catalyst for the empowerment of 

labour movements worldwide. It brought attention to the struggles of workers and inspired solidarity among 

labour activists, leading to the formation of stronger unions and advocacy groups (Green, 2007; Montgomery, 

1986). 

2. Advocacy for Eight-Hour Workday: The Haymarket Affair amplified the demand for the eight-hour 

workday, which was a central issue for the labour movement at the time. The rallying cry for shorter work hours 

became emblematic of the broader fight for improved working conditions and fair treatment of workers (Foner, 

1976). 

3. Government Response and Regulation: In the aftermath of the Haymarket Affair, governments responded 

with increased regulation of labour organizations and demonstrations. This led to the formulation of labour laws 

aimed at protecting workers' rights and ensuring safer working conditions (Green, 2007; Montgomery, 1986). 

4. Legal Precedents: The legal proceedings following the Haymarket Affair set important precedents for the 

protection of labour rights and the right to organize. Despite the controversial trial and convictions, it 

underscored the importance of due process and fair treatment for workers accused of participating in labour 

activism. For example, the Haymarket trial highlighted the need for adequate legal representation and the right 

to a fair trial, reflecting fundamental principles of justice and fairness within the legal system (Avrich, 1984; 

Messer-Kruse, 2012). 
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5. Global Influence: The international reverberations of the Haymarket Affair inspired labour movements 

around the world. It contributed to the development of international labour standards and conventions aimed at 

promoting fair working conditions and protecting the rights of workers globally (Foner, 1976; Green, 2007). 

6. Challenges to Anarchist Ideologies: The association of the Haymarket Affair with anarchist movements 

prompted scrutiny and challenges to radical ideologies within the labour movement. It led to debates about the 

most effective strategies for advancing workers' interests and the role of different political ideologies in 

achieving labour rights (Montgomery, 1986). 

7. Symbolism and Commemoration: The Haymarket Affair remains a powerful symbol of workers' struggle 

for justice and dignity. It is commemorated annually as a reminder of the ongoing fight for labour rights and 

social justice, inspiring continued efforts to address inequities in employment relations and uphold the 

fundamental rights of workers worldwide (Foner, 1976; Avrich, 1984). 

Since the Haymarket incident, numerous regulations have been implemented to safeguard and oversee 

manufacturing industries and the relationships within them (Galvin, 2019). The overarching principle has been 

adherence to the conventions and recommendations of the International Labour Organization (ILO), aimed at 

ensuring the rights and prosperity of both industrial actors and factors. Presently, many Labour Standards and 

Sustainable Development Goals (SDGs) concerning employment relations are in alignment with equitable 

labour standards, contributing to sustainable economic development. The United Nations' SDGs prioritize 

inclusive and sustainable economic growth, full employment, and decent work for all. By upholding labour 

standards such as fair wages, safe working conditions, and the eradication of child labour, these goals can foster 

sustainable economic development while fulfilling social and environmental responsibilities (United Nations, 

2015). However, challenges persist, particularly regarding the exploitation of workers by multinational 

corporations (MNCs) through minimal wage payments, especially in developing countries where labour is 

readily available at low rates. The Ready-Made Garments (RMG) industry serves as a prominent example of 

such practices. Literature highlights discrepancies in the enforcement of these regulations, both at the national 

and international levels, indicating a gap between policy intent and practical application. 

 

ILO core conventions and Bangladesh Labour Law 2006 

The International Labour Organization (ILO) is dedicated to the pursuit of social justice and advocates for a fair 

globalization that provides opportunities for everyone. In 2008, the ILO adopted the 'Declaration on Social 

Justice for a Fair Globalization', which outlines four strategic objectives as part of its Decent Work Agenda. 

These objectives encompass the promotion of employment opportunities, the extension of social protection, the 

facilitation of social dialogue and tripartism, and the preservation of fundamental principles and rights at work. 

Utilizing conventions and recommendations as instruments, the ILO focuses on achieving these objectives by 

emphasizing fundamental principles and rights at work, as well as improving working conditions and benefits 

(ILO, 2008). This declaration signifies a significant milestone for the organization since the Declaration of 

Philadelphia in 1944 and serves as the foundation for endeavors aimed at promoting and realizing fair and 

equitable employment relations through the Decent Work Agenda (ILO, 1944; ILO, 2004). 

 

Table:  ILO core conventions on labour rights and well-being at work 

Area ILO Conventions 

Fundamental rights  

1. Freedom of association & 

collective bargaining 

C087: Freedom of Association and Protection of the Right to 

Organize Convention, 1948 

C098: Right to Organize and Collective Bargaining Convention, 

1949 

2. Non-discrimination & equal 

remuneration 

C100: Equal Remuneration Convention, 1951 

C111: Discrimination (Employment and Occupation) Convention, 

1958 
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3. Free from child labour 
C138: Minimum Age Convention, 1973 

C182: Worst Forms of Child Labour Convention, 1999 

4. Freedom from forced & 

compulsory labour 

C029: Forced Labour Convention, 1930 

C105: Abolition of Forced Labour Convention, 1957 

Well-being rights at work  

1. Job security C158: Termination of Employment Convention 1982 

2. Minimum wage and regularity of 

payment 

C131: Minimum Wage Fixing Convention 1970 

C095: Protection of Wages Convention 1949 

3. Working hours and leave C001: Hours of Work Convention 1919 

4. Maternity and childcare benefits C183: Maternity Protection Convention 2000 

5. Social security (medical care, 

sickness, injury, old age) 
C102: Social Security (Minimum Standard) Convention 1952 

6. Health and safety at work C155: Occupational Safety and Health Convention 1981 

7. Leisure and rest during work  C014: Weekly Rest (Industry) Convention 1921 

 

The enactment of the 'Bangladesh Labour Law of 2006' on October 11, 2006, marked a significant step in 

response to calls from various stakeholders for an improved regulatory framework for trade unions and the 

resolution of inconsistencies within existing labour laws. This legislation reflects many of the labour rights 

advocated by the International Labour Organization (ILO), encompassing entitlements such as the issuance of 

appointment letters, fair remuneration, regular leave and holidays, maternity and childcare benefits, access to 

healthcare services, workplace safety standards, transportation and meal allowances, bonuses, additional perks, 

pension schemes, and group insurance coverage. Notably, it stands as the first law in Bangladesh to formally 

acknowledge the right to association. Section 176 of the law expressly guarantees each worker the right to 

establish or join a trade union and to align with an association of their choice. Furthermore, the legislation 

allows for the formation of trade union federations and permits affiliations with international organizations and 

workers' confederations. Additionally, Section 195 explicitly prohibits employers or employer associations from 

terminating employees based on their involvement in unions or from attempting to dissuade them, either through 

incentives or threats, from engaging in or organizing workers' associations. 

 

Table 2: Key Features of Bangladesh Labour Law 2006 

Areas Provisions / Limitations 

Fundamental rights  

1. Freedom of association & 

collective bargaining (Section 176) 

 Minimum membership requirement of 30 percent 

workers of the total permanently employed workers for 

approval of unions 

 Restriction on temporary workers for joining in union. 

 Provision of joining in only one trade union for each 

worker 

 Only one union in each factory 

2. Non-discrimination & equal 

remuneration 

 No discrimination at work in terms of wage and 

employment conditions (Equal treatment: Section 16) 

3. Free from child labour 

 Minimum age of employment is 18 years. 

 Prohibition of employment of children and adolescent 

(Section 34-44) 
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4. Freedom from forced & 

compulsory labour 

 No specific provision or definitions are available in 

BLA, 2006 

 Forced and compulsory labour is prohibited under 

Article 34 of Bangladesh Constitution 

Well-being rights at work  

1. Job security 

 Provision for appointment letter and identity card 

(Section 5) 

 Absence of rationing facilities 

 Job termination laws workers are weak (Section 22) 

2. Minimum wage and regularity of 

payment 

 Provision of Minimum Wage Board (Section 138) 

 Payment date is within seven days after the end of the 

last day of the wage period 

 Overtime works up to 10 pm 

3. Working hours and leave (Section 

100-119) 

 Working hours 8 hours a day, 48 hours a week, in 

exceptional case 60 hours. 

 One-day weekly holiday and one-day annual leave for 

every eighteen days of work 

Areas Provisions / Limitations 

4. Maternity and childcare benefits 

(Section 45-50) 

 Maternity leave for 16 weeks with full payment 

 No maternity benefits for the workers who have already 

two children 

5. Social security (medical care, 

sickness, injury, old age) 

 No clear provision for job protection and old age 

benefits 

 Provisions for First aid, Canteen, Daycare centres, and 

Housing facilities (Section 89-99) 

6. Health and safety at work (Section 

51-88) 

 BLA 2006 covers OSH extensively and focuses on 

two areas of protection:  

o Occupational accidents, hazards, and diseases; 

and 

o Safety equipment and facilities 

7. Leisure and rest during work  
 Bangladesh's labour law includes provisions for rest 

intervals or meals break (BLA 2006, Section 101) 

Source:  BLA (2006) 

 

The "Labour Law of 2006" encompasses mechanisms such as the arbitration council and labour court to address 

industrial disputes. Despite these provisions, there are specific deficiencies in this legislation, particularly 

regarding the implementation of the International Labour Organization (ILO) Convention on Freedom of 

Association and Protection of the Right to Organize, 1947 (No. 87). However, a recent amendment has 

introduced provisions pertaining to the right to collective bargaining and workers' participation in the company's 

profits. 

 

Empirical Study: Employment relations and labour rights scenario of female workers in three ceramic 

factories in Bangladesh 

During the days of the Haymarket Square massacre in Chicago, women played a prominent role as labour union 

organizers. Additionally, women were active participants in the workforce, both in formal waged workplaces 

and in various household and community activities. The involvement of women in labour movements is 

significantly influenced by the life stories of Haymarket labour organizers, such as Lucy Parsons, an anarchist 

labour activist who devoted her adult life to the pursuit of social justice (Cravey and Cravey 2008). Motivated 
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by the contributions of women labour activists, the current study aims to investigate the conditions of women 

workers in the ceramic industry. This research is conducted by the author across three ceramic factories in 

Bangladesh: Euro-Bangla Ceramic Sylhet, Khadim Ceramic, and Monno Ceramic. These factories specialize in 

the production of floor tiles, sanitary ware and tableware. The project, titled "Employment Relations and 

Wellbeing of Female Workers in the Ceramic Industries of Bangladesh," employed international labour 

regulations, sociological perspectives, and labour-related theories to investigate the current state of employment 

relations and wellbeing among ceramic workers. Utilizing qualitative methods, the research collected in-depth 

data from 37 female workers employed in these ceramic factories. 

 

Data and Methods 

The research project employed various methods to collect data, facilitating a comprehensive understanding of 

the employment relations and wellbeing of female workers in three ceramic factories in Bangladesh. These 

methods included: 

 Review of published documents. 

 Direct observation 

 In-depth face-to-face interviews. 

 Focus group discussions. 

 Home visits 

1. Review of published documents: This involved gathering data from various sources such as annual reports, 

brochures, and archival resources, as well as secondary data from websites like the Bangladesh Ceramic 

Manufacturers & Exporters Association (BCMEA), Bangladesh Bureau of Statistics, and Bangladesh Bank. 

2. Direct observation: The researcher closely monitored interactions between workers and managers within the 

ceramic factory environment during the production process, utilizing an overt yet non-participant observation 

technique to gain initial insights into employment dynamics and worker wellbeing. 

3. In-depth interviews: Face-to-face interviews were conducted with female workers from the three ceramic 

factories to delve deeper into their experiences, perspectives, and understandings of employment relations and 

wellbeing. 

4. Focus Group Discussions (FGDs): Structured discussions were held with groups of workers and factory 

managers/administrative staff from each ceramic factory, allowing for dynamic interactions and the exploration 

of diverse perspectives. 

5. Home visits: Researchers visited the homes of interviewed respondents to observe their living conditions, 

social dynamics, and daily routines, as well as to engage in further discussions to gain insights into their 

circumstances. 

 

Table: 3 Distribution of Interview Respondents 

Factory 
Number of  

Respondents FGDs Home visits 

1. Euro-Bangla Ceramics 15 2 15 

2. Khadim Ceramics 11 2 11 

3. Monno Ceramics 10 2 10 

Total 36 6 36 
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Study Findings 

The ceramic industry in Bangladesh stands as a new opportunity for the unemployed community and is one of 

the largest sources of income for the working class. This sector provides a fresh avenue for those aspiring to 

secure employment for improved livelihoods, as both domestic and international markets rely heavily on 

ceramic products for modern living standards. With nearly 600 operational ceramic factories in Bangladesh, 

contributing significantly to export earnings, the industry plays a pivotal role in the country's economic 

landscape. Despite its importance, challenges persist, particularly concerning the workforce composition. 

Women constitute a significant portion of the workforce, especially in tableware factories, yet they often face 

barriers such as illiteracy, lack of awareness, and limited control over working conditions, resulting in unequal 

profit distribution. Women's labour market participation is influenced by various socio-economic factors, while 

industry-specific challenges and theoretical perspectives, such as Social Exchange Theory, shape employment 

dynamics. Enhancing relationships and fostering equitable exchanges between employers and workers can lead 

to increased profitability and sustainability in the ceramic industry. 

 

Employment Relations and Female Workers’ Wellbeing in Three Ceramic Factories 

To provide insight into the socioeconomic conditions of female workers in ceramic factories, Here I extract 

some quotes from in-depth interviews and focus group discussions with respondents. 

One worker shared her living situation, stating,  

"I have rented a small room with a corridor for Tk. 3000. I live in that room along with my three children and 

husband. My husband has some mental problems. We five people sleep in the small room, and the cow lives in 

the corridor. World Vision has provided my daughter with support in the form of a cow, which they assisted in 

determining our poverty level. Although it's a gift, feeding the cow is another burden for us. With the scanty 

amount of wage, will we manage food for us or for the cow? Renting a slightly larger house is urgent, but 

unaffordable with the small income I earn from the factory. If we spend more money on accommodation, I 

wouldn't be able to manage other family expenses." 

Another worker expressed deep grievance, saying,  

"We are unable to meet our basic requirements with the income we earn. Prices of commodities are 

skyrocketing, but our salaries remain fixed. When I joined here ten years ago, the wage was 8 taka per piece, 

and it's still 8 Taka now. After a month's work, I only earn 8000 Taka. Three or four years ago, we could afford 

meat or fish at least once a week, but now we can't even afford it once a month." 

Referring to the constant decrease in wages, another worker lamented,  

"Previously, we got 10 taka per piece of production, but after a change in ownership, we now get eight taka per 

piece. This is clearly unjust to the workers. We can only afford rice with vegetables or potato dishes, but we can't 

even taste any protein. This has severe detrimental effects on individuals, leading to mental and physical health 

issues." 

Another worker, who lives in a distant place, continues her job despite challenges. She shared, 

 "My husband is a mental patient, and I am the mother of five children. My children go to school, as the 

government provides free schooling with extra money. I walk almost one hour to reach the factory, starting work 

at 7 am and continuing until 7 pm. I return home at 7 pm, so I work almost 12 hours a day." 

These accounts shed light on the struggles faced by female workers in the ceramic industry, highlighting 

challenges such as low wages, high living expenses, and long working hours, which significantly impact their 

wellbeing. When delving deeper, the study underscores that employment relations and workers' well-being 

within Bangladesh's ceramic industries fall significantly below both local and international standards, notably 

beneath women's expectations and capabilities. The principal findings are succinctly outlined as follows: 
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1. Female workers' rights in the ceramic industry: deliberate disregard of labour rights 

The findings highlighted significant loopholes and challenges related to the implementation of labour standards 

and the protection of worker well-being. In the case of the right to work, the research revealed that female 

workers in the ceramic factory, particularly those on temporary contracts, face systematic denial of labour rights. 

Employment contracts, essential for job security, are often absent for lower-ranking workers, leaving them 

vulnerable to unjust dismissal. Moreover, the lack of awareness among female workers about their entitlements 

and management negligence contributes to their inability to access benefits like maternity leave and social 

security provisions, leading to financial insecurity and compromising their overall well-being.  

Regarding the rights at work, the study shed light on the challenging working conditions and inadequate safety 

standards in the ceramic factories. Workers, especially women, are required to work long hours in extreme 

temperatures without adequate safety equipment and facilities. The prevalence of workplace discrimination 

persists, with female workers being disproportionately allocated to lower-paid manual tasks, while technical 

roles are predominantly assigned to their male counterparts. This discriminatory practice denies female workers 

opportunities for permanent employment, further adding to their job dissatisfaction and well-being concerns, 

creating an environment of inequality and unfair treatment. Considering the rights through work, the research 

uncovered significant disparities in wages and benefits between male and female workers. Female workers, 

often employed on temporary contracts, receive wages that fall below subsistence levels, making it challenging 

for them to meet their basic needs and maintain a decent standard of living.  

The absence of social security benefits such as pension, gratuity, and provident fund further exacerbates their 

financial insecurity and job dissatisfaction, leaving them vulnerable to economic hardships and inadequate 

support during critical life events. Additionally, the limited opportunities for collective bargaining and lack of 

significant trade unionism at the factory level leave female workers with little voice and representation in 

negotiating for better working conditions and fair treatment. This lack of social dialogue contributes to a sense 

of powerlessness and undermines their ability to advocate for their rights and well-being. Overall, the study 

highlights the urgent need to address the rights and well-being of female workers in the ceramic industry. 

Implementing and enforcing labour standards, providing equal opportunities for female workers, and ensuring 

fair wages and social security benefits can significantly enhance their job security, improve working conditions, 

and promote overall well-being. Empowering female workers through increased awareness of their entitlements 

and fostering a culture of gender equality and inclusivity can create a supportive work environment that values 

and respects all employees, ultimately leading to greater job satisfaction and productivity. 

 

2. Organizational justice in the ceramic industry: some positive aspects exist but needs considerable 

improvements 

Organizational justice (OJ), comprising distributive justice, procedural justice, and interactive justice, is crucial 

for establishing a fair and equitable work environment. These dimensions have significant implications for 

employees' well-being, including job satisfaction, gender equality, skills development, empowerment, and 

commitment to the organization. In terms of distributive justice, the ceramic industry in Bangladesh encounters 

challenges in achieving equity and equality for female workers. Often employed as temporary contractual 

employees, female workers receive lower wages and limited opportunities for career advancement compared to 

their male counterparts. Gender-based discrimination in wage and non-wage benefits undermines equality and 

hinders the overall well-being of female workers. However, positive aspects, such as the provision of essential 

resources and training based on individual needs, contribute to skills development and enhance the well-being of 

female workers. 

Regarding procedural justice, decision control, and process control play critical roles in empowering employees 

and fostering organizational commitment. However, the temporary nature of female workers' positions restricts 

their decision-making abilities, limiting their ability to voice concerns and advocate for improved well-being 

outcomes. The lack of representation and voice for female workers raises concerns about their job security and 

overall well-being, as they fear potential job loss if they raise objections or seek better treatment. In the ceramic 

industry, positive interpersonal relationships between female workers and employers foster unity, cooperation, 
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and loyalty. Employers' efforts to treat female workers with dignity and respect contribute to a harmonious work 

environment and shared commitment to organizational goals. Furthermore, clear and transparent communication 

of decisions enhances employee satisfaction and organizational success.  

The well-being consequences of organizational justice are multifaceted. While female workers in the industry 

express contentment with their jobs, this satisfaction often stems from a necessity for survival rather than a 

genuine passion for their work. Additionally, female workers' empowerment and willingness to raise their voices 

are limited due to the temporary nature of their positions, inhibiting their ability to advocate for their rights. In 

summary, while the ceramic industry in Bangladesh demonstrates some positive aspects of organizational 

justice, there are clear areas that require attention and improvement. Addressing gender-based discrimination, 

providing more opportunities for female workers' career advancement, and ensuring their representation and 

voice in decision-making processes are crucial steps to create a truly fair and equitable work environment. By 

fostering a culture of inclusivity, transparency, and respect, the ceramic industry can enhance employee well-

being, job satisfaction, and organizational commitment, ultimately leading to greater productivity and success 

for all stakeholders involved. 

 

3. Women's well-being in the ceramic factories of Bangladesh: below potential 

The well-being of women workers within the intricate ceramic industry is influenced by an array of multifaceted 

factors that shape their daily experiences. The physical environment and safety climate hold significance, with 

Monno standing out for its comprehensive safety measures. Challenges such as proper safety equipment usage 

persist due to adverse conditions. Ergonomic workplace design, lighting, ventilation, and noise control impact 

health and job satisfaction, while differing factory provisions highlight workers' adaptability. 

Within workplace culture, regulations and surveillance mechanisms foster a harmonious atmosphere, resonating 

among management and workers. However, wage and benefit concerns, limited facilities, and the balance 

between work and life underscore the complex landscape. In the context of health, work evaluations, and 

societal context, the well-being of women workers takes on intricate dimensions. Physical and mental health 

concerns pose multifaceted challenges, with Monno showcasing industry-wide improvement potential. Mental 

health emerges as significant, but financial concerns often eclipse it. Injuries, less frequent but relevant, require 

prompt intervention. Work evaluations encompass job satisfaction, the meaning of work, and emotional 

resilience. Home, community, and society also influence well-being, with various factors interconnected to 

shape experiences. This comprehensive exploration emphasizes the need for a holistic approach, from safety 

measures to fostering supportive cultures, in paving the way for an inclusive and thriving future. 

In the context of the ceramic industry, numerous positive aspects contribute to the well-being of women 

workers. The implementation of safety measures and facilities, as observed in factories like Monno, underscores 

a commitment to safeguarding their physical health. Moreover, the acclimatization of workers to their varying 

environments demonstrates their resilience and adaptability, indicating a level of contentment within their roles. 

The positive cultural atmosphere cultivated by clear regulations and surveillance mechanisms fosters a 

harmonious workplace, where both management and workers share a sense of mutual respect and commitment. 

However, certain negative aspects cast shadows on the well-being of women workers in the ceramic industry. 

Inadequate compensation and financial challenges underscore the persistent struggle they face to achieve 

financial security. The absence of key facilities like daycare services and designated canteen areas exacerbates 

the issue, while the challenges of achieving work-life balance due to financial constraints remain a significant 

concern. Mental health challenges, including stress and anxiety, pose hurdles to their overall well-being. 

Moreover, the presence of health risks, ranging from physical injuries to respiratory disorders, adds further 

complexity to their well-being landscape. Despite these challenges, women workers exhibit remarkable 

commitment, driven by financial necessity and a desire to support their families. This reveals the intricate 

balancing act they perform between their work and personal lives, highlighting the need for comprehensive 

solutions that address both the positive and negative aspects of their well-being." 
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4. Potential of women workers in (re)shaping the employment relations  

The potential of women workers to play a transformative role in (re)shaping employment relations within the 

ceramic industry of Bangladesh is an awe-inspiring testament to their resilience, adaptability, and creativity. 

Immersing myself in their lives during home visits, I bore witness to their remarkable psychological, physical, 

and cognitive capabilities. Even in the face of the daunting challenges posed by poverty, these women exhibited 

a profound depth of thinking, understanding, and responsiveness that transcended their circumstances. Their 

fervent enthusiasm and whole-hearted engagement during interviews and focus group discussions illuminated a 

powerful desire to contribute significantly to the evolution of employment relations within their sector. 

However, certain obstacles obstruct the realization of this potential. Evident violations of labour regulations and 

the absence of collective action underscore the challenges confronting women workers within the industry. To 

unlock their potential, structural shifts in employment relations and an empowered role of the state in 

safeguarding labour rights are indispensable prerequisites. The trajectory forward necessitates concerted efforts 

among workers, management, and state authorities to reshape the contours of employment relations, ensure 

adherence to labour regulations, and champion equitable practices. Recognizing and nurturing the untapped 

potential of women workers can pave the way for the ceramic industry to stride towards greater equity, 

productivity, and inclusivity. As these women become catalysts for reshaping employment dynamics, they are 

not only fueling the industry's growth but also paving the path towards a more progressive, gender-equitable 

society. Their journey symbolizes a triumphant fusion of determination and potential, standing as a beacon that 

illuminates a trajectory towards a brighter, more inclusive future for the ceramic industry and beyond. The above 

argument strongly supports the idea that stakeholders and policymakers should take proactive roles in 

establishing sound industrial relationships, protecting labour rights, and enhancing the well-being of ceramic 

workers, particularly female workers. 

 

Conclusion and Policy Recommendation  

In tracing the Haymarket Legacy and its reverberations in contemporary labour movements, our study delves 

into the specific context of employment relations and labour rights within the ceramic industry of Bangladesh. 

By examining the experiences of female workers in this sector, we uncover a complex landscape marked by 

challenges and opportunities. Drawing parallels between historical struggles for labour rights and present-day 

realities, we illuminate the enduring importance of fair labor practices and worker empowerment. Through our 

exploration, we emphasize the urgent need for policy interventions aimed at strengthening labour laws, 

promoting transparency and recognition for good practices, enhancing workplace education and awareness, and 

prioritizing health and safety measures. Our findings underscore the significance of engaging with the historical 

context of labour rights movements, such as the Haymarket Affair, to inform contemporary efforts aimed at 

reshaping employment relations and advancing worker rights. By recognizing and honoring the legacy of past 

struggles, we can inspire collective action and solidarity in the pursuit of a fairer and more just society. In the 

end, our study underscores the imperative for policymakers, stakeholders, and sociologists to collaborate in 

addressing the challenges faced by female workers in the ceramic industry of Bangladesh. I propose the 

following policy recommendations: 

1. Strengthen the Implementation of Labour Laws: Enhance enforcement mechanisms for existing labour laws, 

such as the Labour Law 2006, to ensure employers comply with provisions related to holidays, medical leave, 

festival leave, and maternity leave. Conduct regular factory inspections by dedicated labour law enforcement 

representatives to monitor and ensure adherence to legal requirements. 

2. Transparency and Recognition for Good Practices: Implement mandatory reporting by factory management 

on their compliance with labour laws, and establish a system of recognition and rewards for employers who 

prioritize good working conditions and fair treatment for workers. 

3. Workplace Education and Awareness: 

a. Introduce skill development programs within factories to raise awareness among both 

employers and workers about labour laws, workers' rights, and responsibilities. 
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b. Foster understanding about the significance of compliance with labour laws to ensure a fair and 

conducive working environment. 

4. Strengthen Trade Union Activities:  

a. Facilitate the development of collective bargaining skills among factory workers. 

b. Promote trade union activities and provide education about the role of trade unions in 

safeguarding workers' rights. 

5. Prioritize Health and Safety:  

a. Implement and enforce proper health and safety standards within ceramic factories, ensuring 

the well-being and safety of workers. 

b. Provide necessary training and resources to the workers to enable them to work in a safe and 

healthy environment. 
 

The ongoing discourse regarding the implementation of national and international regulations in export-oriented 

industries highlights the need to reshape employment relations and elevate the standards of employment 

practices in Bangladesh. The focus should be on empowering employment relations that prioritize workers' well-

being and rights. By addressing the outlined policy recommendations, the nation can move towards a more 

equitable and supportive work environment for all, fostering sustainable development and growth as well as 

fulfilling the goal of 2041. 
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mvims‡¶c  ¯̂vaxbZvcieZ©x mg‡q evsjv‡`‡ki A_©‰bwZK mg„w× Ges Dbœq‡bi Rb¨ A_©bxwZwe`‡`i †`Iqv civgk© Ges cuvPkvjv 

cwiKíbv mywbw`©ó mgq AwZµg Kivi ci Abyaveb Kiv hvq—†h j¶¨gvÎv, hv wba©viY Kiv n‡qwQj—Zv AwR©Z nqwb Ges Zv 

AwR©Z nIqvi Rb¨ AviI †ewk kw³kvjx †KŠkj Aej¤̂b Kiv cÖ‡qvRb| cÂevwl©K cwiKíbv, ev‡RU Ges evwl©K Dbœqb Kg©m~wP 

ZZ¶Y Avkvbyiƒc dj †`‡e bv, hZ¶Y bv mswkøó e¨w³eM© Zv‡`i Ici Awc©Z `vwqZ¡ (Role) mwVKfv‡e cvjb bv K‡ib| ïay 

Av‡`k-wb‡ ©̀k †`Iqv bq eis f‚wgKv Z‡Ë¡i (Role Theory) weÁvbwfwËK g‡Wj¸‡jv AbymiY K‡i AZ¨šÍ myÿèfv‡e mswkøó 

KvR¸‡jvi m¤úK© Ges Kvh©dj †ei K‡i Avbv Riæwi| c„w_exi wewfbœ †`k GB weÁvbwfwËK wb‡ ©̀kbv¸‡jv AbymiY K‡i‡Q Ges 

Zvi mydj †c‡q‡Q| evsjv‡`‡k 2041 bvMv` GKwU e¨vcKwfwËK Dbœqb AR©b Kivi Rb¨ f‚wgKv ZË¡ Ges Gi mwVK ev Í̄evqb n‡Z 

cv‡i GKwU kw³kvjx †KŠkj| f‚wgKv ZË¡ mgv‡Ri gvby‡li m¶gZv Ges A¶gZv wb‡q myÿèfv‡e KvR K‡i| Avw_©K cwiKíbv Ges 

e¨w³i Kg©c×wZ †hŠ_fv‡e KvR Ki‡j mvgwMÖK Dbœqb m¤¢e| GB f‚wgKv ZË¡ e¨w³ Ges Zvi cwi‡e‡ki g‡a¨ GKUv Kvh©Kix m¤úK© 

m„wó K‡i, hv e¨w³‡K Kg©¶g Ges ¯̂-D‡`¨vMx K‡i †Zv‡j| GB cÖeÜwU f‚wgKv ZË¡ Ges Dbœqb—GB ỳwU wel‡qi mgš̂‡q GKwU 

gvbe Dbœqb †KŠk‡ji c×wZ cÖ`vb Ki‡e, hv Dbœqbkxj evsjv‡`‡ki gvbem¤ú` Dbœq‡b Kvh©Kix Aej¤^b wn‡m‡e KvR Ki‡Z 

cv‡i| f‚wgKv Kxfv‡e KvR K‡i Ges e¨w³ Kxfv‡e AviI †ewk Zvi wb‡Ri ¶gZv‡K Kv‡R jvMvq—GB cÖeÜwU Zvi GKwU 

iƒc‡iLv A¼b Ki‡e| 

 

                                                      
*      Aa¨vcK, mgvRKg© wefvM, kvnRvjvj weÁvb I cÖhyw³ wek¦we`¨vjq, wm‡jU, evsjv‡`k| B-†gBj: sultana-scw@sust.edu  
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Abstract 

The detrimental effects of food waste have important implications for the environment, food safety, 

and food security in the developing countries as they drew serious concerns from researchers and 

policy makers worldwide. In every country, the largest share of wasted food generates the 

household sector. Existing reports suggests that a typical Bangladeshi wastes around 65 kg of food 

annually which has socio-economic and environmental impacts for the country as well as for the 

households. There are many factors which influence the food waster behavior of the households. 

Thus, this research aims to identify the factors that instigate food waste among the urban 

households of Bangladesh from a socioeconomic perspective. 500 data were collected using a 

multi-stage sampling procedure from four city corporations and analyzed using descriptive 

statistics and linear regression technique. Results showed that the most common reasons for food 

waste in Bangladesh's urban areas are cooking food more than required, excess buying, children's 

demand, changes in the taste of food for hot weather, unconscious handling of food, lack of space 

for preservation, and lack of proper knowledge of preservation. Results indicate that gender, 

household members of 30-50 age group, education level of the households, household size, 

frequency of online food shopping, special or discount offers, shopping list and sticking to the 

written list, having a pet, knowledge on food waste, storage facilities, and environmental concern 

are the aspects which influence food waste behavior in the study area. The findings can assist 

practitioners, scholars, and legislators in developing consumer awareness campaigns which is 

aligned with target 12.3 of the Sustainable Development Goals (a 50% reduction of the global per 

capita FW by 2030). 

Keywords: Food Waste ‧ Urban Households ‧ Determinants ‧ SDGs ‧ Linear Regression  

 

1.       Introduction  

In the present world, a significant amount of perfectly edible food is wasted every year, like ‘we appear to be 

drowning in waste’(Spring et al., 2020). According to the FW Index Report 2021, there are 5.3 billion tons of 

food available for consumption, but approximately 931 million tons or 17% of the total food available to 

consumers is thrown away (Luo et al., 2021). Of the 931 million tons of food waste, 61 percent (equivalent to 

569 million tons) comes from households, 13% from retail, and 26% from food services (Sarker et al., 2022). If 

food waste were a country, it would be the world’s third-largest emitter of greenhouse gases behind China and 

the United States. As a result, food wastage is becoming a prominent regional, national, as well as global issue. 

The wastage of food generates considerable economic and environmental impacts through energy, water, soil, and 

labor of transforming uneaten or excessive food from farm to fork. The economic costs of food wastage are 

substantial and amount to almost USD 1 trillion each year; environmental costs reach around USD 700 billion; and 

social costs reach around USD 900 billion (FAO, 2014). Again, most of the wastes in developing countries are thrown 

in landfills and the methane gas generated from the deterioration of food when it is discarded is 25 times more 

                                                      
*  Ph. D Fellow, Institute of Bangladesh Studies, University of Rajshahi, Bangladesh and Assistant Professor, Department of 

Humanities, Rajshahi University of Engineering & Technology (RUET), Bangladesh. 
**  Professor, Department of Economics, University of Rajshahi, Bangladesh. 
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harmful than CO2 (Spring et al., 2020). According to FAO, around 250 km3 of surface or groundwater (more than 38 

times the amount of water utilized by US households) and 1.4 billion hectares of land (or 28% of all agricultural land) 

are used in the production of wasted food (FAO, 2013).  

Regarding food security, globally around 800 million people are chronically undernourished and one-third of food 

produced is lost or wasted along the food chain (Raj, 2021). A total of 50 million people in 45 countries are teetering on 

the edge of famine due to Russia-Ukrainian conflict, climate shock, the COVID-19 pandemic, and rising living costs 

(World Food Programme, 2022). To meet the global food supply needs, food production is required to increase by 70% 

as the human population is predicted to reach 9.8 billion by 2050 (United Nations, 2020). Thus, the issue of wasting 

food is becoming more crucial not only for the food production and distribution stages but also for the required energy 

and other resources such as water, energy, transportation, and land.  

With the growing economic, social, and environmental concerns, Food waste was included in the Sustainable 

Development Goals (SDGs) by the United Nations in 2015. Where food waste is indirectly related to Goal 2 

“Zero Hunger” and directly to Goal 12 “Responsible Consumption and Production,” concerning Target 12.3, 

which requires, by 2030, to “halve per capita global food waste at the retail and consumer levels and reduce 

food losses along production and supply chains, including post-harvest losses”(Amicarelli & Bux, 2021). This 

target is extremely difficult to achieve within the time target of SDGs if the global investment in tackling food 

waste is not remarkably increased. This should be made a top priority to create public awareness not just for 

governments but also for all including multinational organizations, private business firms, charitable 

foundations, and individuals. For this, understanding of our needs and eating habits is essential for reducing 

food waste (Diana et al., 2023). 

In countries like Bangladesh, India, and Pakistan household food waste is not separated from municipal solid 

waste, where mix of food and agricultural waste accounts for almost 57%-60% of MSW (Roy et al., 2022) 

hampering the resource recovery opportunity (Alam et al., 2015). In the South Asian countries, the overall food 

waste generation ranges between 50 to 82 kg per capita in a year (UNEP, 2021). China and Bhutan have an 

average food wastage rate of 64 and 79 kg per capita per year, respectively. The household wastage rate in Nepal 

is as high as Bhutan, which is approximately 79 kg per capita per year. On the other hand, Maldives and Sri 

Lanka have the highest rate of household waste generation with 71 and 76 kg per capita per year, respectively 

(UNEP, 2021). 

 

Figure 1: Per capita food waste in South Asian countries 

 
Source: Waste Index Report, 2021. 

The food waste management practices of these countries are poor compared to the practices in the developed 

countries. This poor waste management results in additional pressure on the environment and health. 
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2.      Food Waste in Bangladesh 

Bangladesh is ranked as the 8th most populous country and 5th most densely populated country in the world. 

With the transition from a least-income to a lower-middle-income country, the lifestyle of Bangladeshis has 

improved. With this changed and improved lifestyles, a large quantity of waste is generated which is primarily 

linked to restaurants, agricultural operations, kitchen trash, and related residential activities and social parties. 

Besides, due to unplanned urbanization and population growth, municipal solid waste (MSW) generation and 

management programs become a social challenge, especially in the bigger cities. 

In a study on urban areas taking six major cities in Bangladesh, Baul et al. (2021) found that the lion’s share of 

MSW comprises food waste (74%). According to the UNEP food waste index 2021, an average Bangladeshi 

wastes 65 kg of food annually and yearly total wasted food is nearly 3.7 million metric tons (Ananno et al., 

2021). In a very recent report of UNEP published in 2024, per capita food waste of Bangladeshis has risen to 82 

kg annually and 14.10 million tones  are wasted by the households (UNEP, 2024). This indicates food waste is a 

problem that exists and presents a challenge for Bangladesh.  

However, Bangladesh does not have a national statistical system for food waste and thus no official data on food 

waste exists. Though we have a number of studies on municipal waste management, especially on solid waste 

management, few research is done on food waste (Sujauddin et al., 2008; Shams et al., 2017). Some quantitative 

research has been done on out-of-home food waste, especially in restaurants showing that about 858 kg of 

biodegradable and 77 kg of non-biodegradable waste are produced per month in the reported restaurants in 

Chattogram (Baul et al., 2021). Most of the waste is dumped in landfills which are unmanaged and open. 

Therefore, it is creating serious environmental degradation. However, the quantification, impacts, and 

measurement of food waste in Bangladesh were described through secondary literature (Alam et al., 2015). In 

short, a clear demonstration of the waste type, the determinants and causes of household food waste behavior, 

and food waste estimation is not sufficient in Bangladesh.   

Bangladesh faces the challenge of controlling food waste as a highly populated urban landscape. This calls for a 

detailed understanding of the elements that influence urban families' food waste. Here, "food waste" at home 

refers to an accumulation of incorrect food-handling techniques by people or families (Tomaszewska et al., 

2022). According to REFRESH (an EU research project against food waste in households), household food 

waste (HFW) is the edible portion of food and drink from goods or meals that are purchased for human 

consumption but are not eaten and are thrown away (Van Geffen et al., 2017). People's intention to reduce food 

waste is greatly influenced by their level of food literacy, social standards, and past eating experiences (Farr-

Wharton et al., 2014). For this reason, this study aims to identify the factors that instigate food waste among the 

urban households of Bangladesh. 

 

3.    Methodology  

3.1     Study area 

In this study, members of urban households are chosen as the target group to ensure accurate responses 

regarding food waste status of the households. Bangladesh is divided administratively into eight divisions, with 

twelve city corporations. In these twelve municipalities and urban areas a total of 3.78 million tons of wastes are 

generated annually. We have purposively chosen the four largest city corporations (Rajshahi City Corporation, 

Chattogram City Corporation, Khulna City Corporation, and Dhaka (north) City Corporation) of Bangladesh for 

our study. From each city corporation, two wards have been selected randomly.  

This study only includes participants who are accountable for at least half of the grocery shopping and meal 

preparation in their homes. Since residential waste is relatively homogeneous where variation occurs in waste 

composition depending on income levels and category of sources. we ensured that the sample contained enough 

variation in terms of age, gender, education level, and income. The sample size of this study was calculated by 

using Yamane’s formula for a known population where the margin of error is 5% and the confidence level is 

95% (Uakarn et al., 2021). 

n =            ... (1) 
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The total household size in four city corporations was 10,478,309 and the required sample size as per this rule is 

400.  However, as larger sample size gives more robust results, we have taken 500 urban households from these 

four city corporations of Bangladesh. 

 

3.2     Data Analysis 

In this study, the relationship between household food waste-generating behavior and socioeconomic factors 

influencing waste quantity is compared. As a result, to determine the factors that affect waste generation in the 

households, both descriptive statistics and multiple regression models were used. Parameters were estimated 

using the ordinary least square (OLS) approach. The model is as follows:  

Y =  +  + +  +  +  +  +  +  + +  +  +  + 

 +  + u 

Where, Y is the dependent variable which denotes food waste concern of the urban households which is a 

dummy variable with the value 1 if food waste is generated in the house and zero otherwise.  The independent 

variables are Gender ( ), Age of the household ( ), Education level of the households ( ), Household size 

( ), Income of the households( ), Online shopping frequency of the urban households ( ), Physical 

shopping frequency of the urban households ( ), Motivated by special offers which is a dummy variable with 

the value for its presence and zero otherwise ( ), Making a list for shopping ( ) which is a dummy variable 

with the value if yes and zero otherwise, Stick to the previously written list( ) which is a dummy variable 

with value 1 if yes and zero otherwise, Having a pet of the respondents ( ) with value 1 if yes and zero 

otherwise, Knowledge about food waste ( ) with the value 1 if yes zero otherwise, Storage capacity of food of 

the urban households( ) and Environmental concern of the households for wasting food ( ). … are 

the coefficients of the explanatory variables and u is the stochastic error term. 

 

4.    Results and Discussions 

4.1    Descriptive analysis of the socio-demographic variables 

Sociodemographic data makes it easier to comprehend respondents' backgrounds and analyze the unique 

characteristics of a certain research question. To facilitate a better understanding, the characteristics of the 

sampled households need to be elaborated. Which have been explored in the following sections:  

 

4.1.1    Age distribution of the households 

Age is one of the key determinants of food waste and can significantly impact food waste reduction. Because it 

relates to the wisdom, power, and experience that come with age, as well as to the intrinsic worth of generational 

knowledge transfer. The age of households can directly affect food waste and the success of the reduction of 

household food waste. 

Table 1: Age distribution of the urban households 

Age range Frequency  Percentage  Minimum Maximum Mean SD 

<20 4 0.8  

 

18 

 

 

68 

 

 

38.44 

 

 

8.599 

21-30 108 21.6 

31-40 205 41 

41-50 145 29 

51-60 32 6.4 

>60 6 1.2 

Source: Field survey, 2023 

 

Table 1 presents data on the distribution of urban households in various age groups, along with the number of 

households in each group and their respective percentages of the total population. Here, the age structure is 

divided into six age groups, where the minimum age is 18 and the maximum is 68 years along with mean age of 
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38.44 years. A total of 500 households were surveyed. The age group 31-40 has the highest number of 

households, with 205 respondents accounting for 41% of the study population. The second largest age group is 

41-50 with 145 households making up 29% of the total. The third highest age group 21-30 consists of 108 

households, accounting for 21.6% of the total population. Besides the age group 51-60 accounts for 6.4% and 

the group 60+ accounts for 1.2% of the total population in the study area. 

 

Figure 2: Age distribution of the households in different city corporations 

 

Figure 2 presents the age distribution among the city corporations. From this figure, we can see that the number 

of households aged 31-40 is the largest age group in Khulna, Rajshahi and Dhaka North City corporations, and 

the age group 21-30 is highest in Chattogram City corporation among the sampled population. 

 

4.1.2    Educational Qualification of the Urban Households 

Education plays a role in raising awareness about the importance of reducing food waste. Well-educated 

individuals are more likely to adopt food-saving behaviors. 

 

Figure 3: Educational qualification of the respondents 

 
 

Figure 3 illustrates the education level of the urban households from four city corporation areas. Among the 500 

households surveyed, it is observed that 11% have completed primary-level education (5 years of schooling), 

and 20.6% secondary education (10 years of schooling). The highest portion, 27.2% of respondents have 

completed higher secondary education. Along with that 22.6% have completed their graduation and 18% are 

post-graduates. 

 



1206 

4.1.3   Family Size  

Number of people living in the family is a major sociodemographic determinant of giving accurate information 

about food waste behavior (Busari et al., 2022). It affects food waste both positively and negatively based on the 

age of the households. Larger households often waste more food as it can be challenging to estimate the right 

amount of food to prepare for everyone. Along with that due to changes in taste of the household members and 

the number of children in the house, food waste may also rise.   

 

Table 2: Household size in the study area 

No. of people Frequency Percent  Mean SD Max.  Min.  

1-3 105 21.0  

 

4.44 

 

 

1.303 

 

 

 

11 

 

 

1 

4-5 303 60.6 

6-7 80 16.0 

7+ 12 2.4 

Total  500 100.0 

Source: Fieldwork, 2023 

 

Table 2 lists the number of households in each size group along with the corresponding percentage. It 

demonstrates that the majority of households (60.6%) surveyed have four to five individuals including children. 

In addition, 16% of the respondents in the selected group have family members that are between the ages of 6-7. 

There are 21% and 2.4% of households in the smaller (1-3) and larger (7+) size groupings, respectively. 

 

4.1.4   Number of children 

Food waste is positively related to the number of children in the households. Families with children squander 

more food than families without children do. Children pressure parents to make impulsive purchases of products 

pushed by retailers, picky eating habits, and constantly shifting their preferences(Kansal et al., 2022). The 

number of children in the family is frequently correlated with the amount of food wasted.  

 

Table 3: Number of children in the study area 

Number of children Frequency Percent 

0 55 11 

1 103 20.6 

2 230 46 

3 86 17.2 

4 17 3.4 

5 6 1.2 

 

In the study area, most of the families (46%) have two children. A household with one child is 20.6% of the 

surveyed population. Along with that 17.2% of households have three children. While some exceptionally larger 

families are also found mainly in CCC and DNCC. 3.4% of families have four and 1.2 % have five children. The 

frequency of the number of children in the respondent’s family is shown in Table 3. 

 

4.1.5   Household Monthly Income 

The income of the households serves as a crucial factor in the decision-making process of the family and 

therefore in the shopping practices. Higher-income levels among households enable access to better food and 

lifestyles. Since Bangladesh is emerging as a developing country, the percentage of lower middle income is high 

but at the same time, the percentage of upper middle-income group is also rising. Which is creating a significant 

impact on the wastage of food. 
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Based on the provided data in Table 4, the income distribution of the urban households in the study area reveals 

a varied economic landscape. The largest percent of households, approximately 73.6% fall in the middle-income 

group which is 15000-45000 BDT per month. Additionally, approximately 13.6% of the respondents belong to 

the income group 45000-50000 BDT per month indicating a substantial number of households are in the higher 

middle-income group. 2.4% of households have an income between 75000-100000 BDT whereas 1.4% of urban 

households have an income greater than 100000 BDT. It is observed from the collected data that the sampled 

households earned a monthly income of BTD 34865 on average.  

 

Table 4: Monthly income distribution of the households 

Monthly Income Frequency Percent 

Mean SD Max.  Min.  

>15000 45 9.0  

 

34865.60 

 

 

19420.142 

 

 

150000 

 

 

5500 
15000 – 45000 368 73.6 

45000 – 75000 68 13.6 

75000 -100000 12 2.4 

100000 + 7 1.4 

Total  500 100.0 

Source: Field survey, 2023. 

  

4.1.6   Occupation of the respondents 

Employment status is a modest predictor of food waste behavior (Grasso et al., 2019). While highlighting the 

influence of socio-demographics attributes of households on food waste generation in South Africa, it is found 

that higher amounts of food waste were produced by students, house executives (housewives), and other groups 

than by employed and self-employed people (Machate, 2021). 

 

Figure 4: The percentage of occupational status of the households 

 
 

Figure 4 shows the employment status of the respondents. Based on the provided data, 53% of the respondents 

are employed in different public and private sectors, 4% are self-employed, and 39% are housewives. Here, a 

housewife is the dominant occupation.  Among the employed households, the percentage of government 

employees, private employees, laborers, and businessmen are 16%, 13%, 7%, and 17% respectively.  

 

4.1.7   Training on food waste reduction 

For raising awareness about the negative impact of food waste, training on the techniques can be proved 

effective. Figure 5 shows that only 2% of people received basic training or education while working on a 

government project on food security under the target of achieving SDGs. It should be noted that 98% of people 
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had no prior knowledge of it. All they were taught about minimizing food waste was a value passed down 

through the generations. Nonetheless, 61% of households are interested in receiving training in ways of reducing 

food waste. So that they can make an economic contribution to both their family and society. In contrast, 39% of 

respondents claimed they have little time and have no interest in receiving training which has been shown in 

figure 6. 

 

 

 

Figure 5: Households have training or 

                 education on FW  

 

Figure 6: Households interested in receiving 

                 training 

4.2    Food shopping behavior of the urban households in the study area 

Table 5 shows the frequency distribution of food shopping behavior in urban households and it was found that 

the majority of them like to do grocery shopping physically where they buy for multiple days at once (31.2%). 

With the advancement of technology and reliability, the percentage rate of online grocery shopping in 

Bangladesh is also rising where 16.2% sometimes and 2.6% frequently do their grocery shopping online. Along 

with that 268 (53.6%) get motivated by discounted market. Before going to the market, 300(60%) frequently 

and 111 (22.2%) always checked what products they had in their stock whereas 63.4% bought products from 

previously written shopping lists. It is also noted that among the people who make a shopping list before 

shopping, 39.9% buy more than the written list. 

Food waste also varies according to having time to prepare. Out of 500 houses, 144 (28.8%) stated that they 

were too busy to cook, and their family members or helping hands helped out. They eat outside since they don't 

have enough time. Thus, consuming food from outside for extended periods increases the likelihood of wasting 

food that has been prepared at home. Their prepared meal is either thrown out or kept in the refrigerator as they 

eat outside quite a bit. Once more, occasionally they discard food that has been refrigerated for an extended 

period since they do not want to eat it for changing taste. Though pet ownership can help to decrease food waste 

in this case, yet 74.2% of people did not own any pets in the urban areas. 

 



1209 

Table 5: Frequency distribution of food shopping behavior 

Parameters N % 

How often do you do your grocery 

shopping online? 

Never  308 61.6 

Rarely 98 19.6 

Sometimes 81 16.2 

Frequently  13 2.6 

What describes how you do your 

grocery shopping best? 

I buy for multiple days at once 156 31.2 

I buy as many products as possible at once and 

buy a few products other times 

182 36.4 

I buy a few products each time 162 32.4 

How often do you go grocery 

shopping (physically)? 

1 x per month 35 7.0 

2 x per month 89 17.8 

1 x per week 133 26.6 

2/3 x per week 165 33.0 

4/5 x per week 71 14.2 

Daily 7 1.4 

Are you motivated by special 

offers? 

Yes 268 53.6 

No  232 46.4 

Before going to the market, do you 

check what is already in the house? 

Never  9 1.8 

Rarely  18 3.6 

Sometimes  62 12.4 

Frequently  300 60.0 

Always  111 22.2 

Do you typically make a shopping 

list? 

Yes  317 63.4 

No  183 36.6 

If yes, do you stick to the shopping 

list? 

Yes  197 60.1 

No  131 39.9 

Do you have time to cook your 

food every day? 

Yes  356 71.2 

No  144 28.8 

Do you have a pet? Yes  129 25.8 

No  371 74.2 

Source: Fieldwork, 2023. 

 

4.3     Behavior Related to Recycling and Minimization of Food Waste 

Since there is limited scope for recycling food waste individually, the residents of urban areas mainly depend on 

the service provided by the city corporations. People who have a garden or pet in their house, try to use FW as a 

compost or feed the animal. But the majority of people place it in the garbage. if the authority provides facilities, 

the percentage of taking part in recycling is high. But if there isn't a trash can or bag nearby where they can put 

the food waste, they are discouraged from recycling it. 
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Table 6: Distribution of urban households’ pattern of recycling food waste 

Statements Never Rarely Sometimes Very often Always 

After every meal, we immediately place 

leftovers in the garbage. 

63 

(12.6%) 

63 

(12.6%) 

100 

(20.0%) 

184 

(36.8%) 

90 

(18.0%) 

We take enough time to separate food waste 

into categories that can be recycled and 

reused from those that cannot 

97 

(19.4%) 

123 

(24.6%) 

139 

(27.8%) 

107 

(21.4%) 

34 

(6.8%) 

If recycling food waste is convenient, we 

take part in it. 

86 

(17.2%) 

82 

(16.4%) 

118 

(23.6%) 

154 

(30.8%) 

60 

(12.0%) 

If there are facilities in our town for 

recycling food waste, we'll take part. 

33 

(6.6%) 

78 

(15.6%) 

112 

(22.4%) 

172 

(34.4%) 

105 

(21.0%) 

If there isn't a trash can or bag nearby that 

we can put the food waste in, we are 

discouraged from recycling it. 

47 

(9.4%) 

81 

(16.2%) 

140 

(28.0%) 

152 

(30.4%) 

80 

(16.0%) 

Because we only produce a small amount of 

food waste, we are discouraged from taking 

part in food waste recycling. 

52 

(10.4%) 

109 

(21.8%) 

111 

(22.2%) 

160 

(32.0%) 

68 

(13.6%) 

Source: Fieldwork, 2023. 

 

From Table 6, it is noted that more than half of the households throw their leftovers in the garbage immediately 

after every meal and only 28.2% of families take enough time to separate food waste into categories for 

recycling regularly. Though there are very limited facilities for recycling food waste in cities, people are 

interested in taking part in it if the state provides the facility. Contrarily, 45.3% of families who produce only a 

small amount of food waste are discouraged from taking part in food waste recycling 

 

4.4     Reasons for wasting food by the urban households 

Food waste reduction is considered as a global challenge for food security. In Bangladesh, it is also a matter of 

great concern. According to the Food Waste Index 2021 report published by UNDP, each Bangladeshi wastes 65 

kg of food yearly. This study tries to find the most common reasons for household food waste in urban areas. 

The response gathered from the households is shown in Figure 7. 

 

Figure 7: Reasons for food waste in the study area 

 

 

 

 

 

 

 

 

 

 

 

In this diagram, it is seen that the highest frequency among the reasons for food waste is cooking too much food 

(24%). A lot of food is wasted merely for cooking extra food during a home wedding, during any festival, or any 
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other occasion when guests are present. According to Bangladeshi culinary tradition, large amounts of food are 

frequently prepared and served during social events and holidays. When food is offered at wedding ceremonies, 

a lot of it goes to waste since guests can't eat it all. Again, the second-ranked cause of food waste in the urban 

area of Bangladesh is overbuying (18%). As the number of higher middle-class people is rising, their 

consumption practices are also changing rapidly(Solaiman, 2019). 

Another important finding was the food was wasted due to meeting the excess demands of the children (15%). 

Besides excess hot weather in the extended summer season in Bangladesh reduces the taste of regular food. For 

this type of hot environment, demand for food has shifted and their regular food has become wasted which has 

been found in 13% in the study area. Additionally, unconscious handling of food by family members (13%), not 

understanding the expiry date (8%), lack of space for preservation (8%), and unconsciousness about food 

preservation (1%) were found as the major reasons for food waste in the study area. 

 

5.    Regression Results 

The estimated results of the ordinary least squares (OLS) model are presented in Table 7 Which helped to 

identify the significant factors that affect household food waste decisions in the urban areas of Bangladesh. The 

influence of various factors (both behavioral and demographic) on urban households’ food waste reduction 

concerns in the urban areas of Bangladesh has been analyzed. Among these factors, having knowledge of food 

waste appears to have the strongest impact. The beta value for knowledge of food waste is 0.3890 and it is 

significant at a 1% level of significance. This indicates that one percent increase in the knowledge of food waste 

will lead to 0.3890 percent increase in households’ food waste reduction concern. 

 

Table 7: The results of the determinants of food waste in urban households from OLS 

Variables Coefficient (β) Std. Error t- value p-value 

Age group     

30-40 .3487** .2100 1.66 0.097 

40-50 .3604** .2110 1.71 0.088 

50-60 .4493** .2221 2.02 0.044 

Education .0349** .0173 2.01 0.045 

HS -.0504*** .0154 -3.27 0.001 

Frequency of online food 

shopping  

-.0691*** .0252 -2.73 0.006 

Special Offer -.0792** .0380 -2.08 0.038 

Making List .0976** .0471 2.07 0.039 

Stick to list .1025** .0468 2.19 0.029 

Having Pet .1112** .0433 2.57 0.010 

Knowledge of FW .3890*** .0850 4.57 0.000 

Storage facilities -.1022*** .0389 -2.62 0.009 

Environmental concern .1391*** .0463 3.00 0.003 

ln_Income .0646 .0477 1.35 0.176 

R2                  : 0.1361                                                      Number of  Observations: 500 

Adjusted R2
    : 0.1037     

(Note *** and ** represent significant at 1% and 5% respectively) 

 

Another factor is the storage facilities of the households. Here the coefficient value is -0.1022 which is 

significant at 1% level of significance which implies that one percent increase in storage facilities of the 

households will decrease food waste reduction concern by 0.1022 percent. Along with these, environmental 
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concern of the urban people also significant at a 1% level of significance. Here an improvement in environment 

concern by one percent corresponds to a 0.1391 percent increase in food waste reduction concern. 

Among the shopping behavior of the urban households, the frequency of online food shopping is more 

significant with a coefficient value -0.0691and in one percent level of significance. This implies that one percent 

change in the frequency of online food purchasing will lead to a fall in food waste. This is because people buy or 

order food according to their particular tastes and preferences through various apps and websites. Again, special 

or discount offer made by the food companies is also a prominent factor with coefficient value of -0.0792 with 

5% level of significance. It indicates that a one percent rise in taking special offers will decrease food waste 

reduction concerns. Where a previously written shopping list for food is positively related to food waste 

reduction behavior. Here, the coefficient is 0.0976 with a 5% level of significance which means that a one 

percent rise in making a list of food shopping will raise food waste reduction concerns. Additionally, households 

who stick to the list also create an impact on food waste reduction. 

For reusing wasted food, having a pet in the house has a positive effect on food waste reduction. which is 

consistent with our study, the beta value of having a pet is 0.1112 and it is significant at 5%. Among the 

demographic variables, the size of the household is more significant. The beta value of household size is -0.0504 

and it is significant at a 1% level of significance. It denotes that a one percent increase in household size will 

reduce the reduction of concerns about food waste of urban households. Another important determinant is the 

education level of the households which may make a positive impact on food waste reduction. In this study. The 

beta value of the education level of urban households is 0.0349 which is significant at 5% level of significance. 

Along with this, the age of the urban households has also a positive impact on food waste reduction specially the 

age group among 30-60 is significant at 5% level. Besides, gender is also positively significant. Lastly, though 

the income of the households has a positive influence on food waste reduction, it is found insignificant. 

  

6.   Food Waste Reduction and Sustainability in Bangladesh 

Food waste is a significant global issue under the aegis of sustainability that is gaining public, legislative, and 

business attention. Since a huge amount of food are wasted in the retail and consumer sectors annually which 

costs up to a trillion US dollars globally and contributes 8%-10% of the world's greenhouse gas emissions, to 

build low-impact, resilient, and healthful food systems it is imperative to minimize food waste, as hundreds of 

millions of people worldwide now experiencing food insecurity. But it demands collective efforts to increase 

food accessibility and the sustainability of the world's food supplies by tackling waste.  

Although Bangladesh, as a developing country, has taken sustainable development goals, no proper measures 

have so far been taken to ensure goal 12.3 (halve food waste by 2030). As a result, in comparison to the prior 

estimate, the poor state of food waste has gotten worse. According to the Food Waste Index Report 2021, 

Bangladeshis squander 65 kilograms of food per person annually at home but by 2024, that amount had 

increased to 82 kg per person annually (both edible and inedible food) (UNEP, 2024). Which is much higher 

than that in rich countries like the United States (73kg), Netherlands (59kg) and Japan (60kg); 

neighboring countries like India (55kg), Sri Lanka (76kg) and Bhutan (19kg). In contrast, countries like 

Australia, Norway, United States have set targets to reduce the amount of food waste annually to meet the target. 

Since 2016, throwing away food by the retailers in France is illegal and in Italy, they has a law to donate food in 

banks and charities (Mccafferty, 2022). Again, Asian countries like Malaysia and India have also initiated 

separate food waste law and started campaigning against food waste. But there is a lack of awareness of the 

negative impact of food waste among the people of Bangladesh in all sectors. As a result, no such measures 

have taken yet. It is high time Bangladesh can also take some policy by observing the internal factors. But only 

law is not sufficient for reducing food waste, we need to change our behavior for reducing food waste as well. 

Creating sustainable solutions to address food waste requires taking into account the interests, attitudes, and 

perceptions of the many stakeholders as well as the intertwining of the economic, social, political, and 

environmental domains (Archip et al., 2023). As a result, this research on the determinants of urban households’ 

food waste concern will be helpful in policy making and public campaigning.  
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7.   Conclusion  

This study explores relevant factors affecting the reduction of household food waste in Bangladesh. This study 

identified the determinants of food waste in the four major city corporations of Bangladesh. Results concluded 

that demographic and household level factors such as household size, education, age group etc. as well as 

behavioral factors like frequency of online food shopping, motivation by special or discounted offers, previously 

written shopping list of foods, sticking on shopping list, knowledge on food waste, storage facilities and 

environmental concerns etc. influence the level of households’ food waste status. Based on the findings of the 

study, it is recommended that households with children and large family members need to strictly monitor the 

food consumption practice to minimize food wastage. The consumption habit of Working age group of people 

(who frequently eat outside of home) also needs to monitor. Besides, food waste can be reduced by 

understanding the taste and food preferences of family members as well as adopting leftover management 

strategies to ensure that food is acceptable and consumed. Along with that, introducing lessons on the impacts of 

food waste and importance of not wasting food from early schooling will make a change in the behavior of the 

children. 

From behavioral aspects, planning shopping schedules and designating household food purchasers are most 

important to avoid repeated purchasing. Again, household food providers need to enhance their knowledge and 

skills of food preservation. As the climate of Bangladesh instigates food waste in households if there is a lack of 

preservation system. This study suggests that the application of new technology and knowledge on food 

preservation can help household food handlers to keep food fresh for longer. Besides, campaigning on the 

negative impacts of food waste on the environment nationally will also help people to understand the importance 

of reducing food waste. 
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Bangladesh's Path to Sustainable Growth 
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Abstract 

In the face of rapid transformations in the global economy, countries like Bangladesh encounter both 

challenges and opportunities. This article critically examines the evolving dynamics of the world economy 

and assesses Bangladesh's capacity to adapt to these shifts, aiming to achieve sustainable growth and 

development. By exploring key trends, policy implications, and strategic priorities, this article offers valuable 

insights into Bangladesh's pivotal role in shaping the future of the global economy. 

 

Introduction 

The contemporary global economy is undergoing a profound state of flux, driven by technological 

advancements, geopolitical realignments, and shifting consumer preferences. These dynamic changes are 

fundamentally reshaping the manner in which nations interact, trade, and collaborate, thereby presenting a 

myriad of opportunities and challenges for countries worldwide. Bangladesh, characterized by its burgeoning 

economy and youthful demographic profile, finds itself at a pivotal juncture in its developmental trajectory. This 

article endeavors to delve into the evolving dynamics of the world economy, dissecting how Bangladesh can 

strategically position itself to thrive amidst this evolving landscape. 

 

Trends in the Global Economy 

The global economic landscape is witnessing a multitude of transformative trends that are fundamentally 

reshaping conventional models of growth and development. Technological breakthroughs, including artificial 

intelligence, automation, and blockchain, are revolutionizing industries and disrupting entrenched norms. 

Concurrently, the ascent of emerging markets, demographic transitions, and the escalating emphasis on 

environmental sustainability are redefining the parameters of economic advancement. Bangladesh must adeptly 

navigate these trends to harness their potential benefits while mitigating associated risks effectively. 
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Implications for Bangladesh 

For Bangladesh, the evolving global economy presents a plethora of opportunities alongside formidable 

challenges. While the nation's robust manufacturing sector, notably in the garment industry, has catapulted it into 

a pivotal position within global trade networks, vulnerabilities persist. Bangladesh's heavy reliance on labor-

intensive industries underscores the imperative for economic diversification to mitigate vulnerabilities stemming 

from fluctuating global demand and escalating production costs. 

 

Strategic Priorities for Sustainable Growth 

To secure sustainable growth and resilience amidst evolving global dynamics, Bangladesh must prioritize 

strategic imperatives across multiple domains: 

Economic Diversification: Diversifying into high-value-added sectors such as technology, pharmaceuticals, and 

services will diminish reliance on single industries, fostering resilience to external shocks. 

Human Capital Development: Investing in education, skills training, and healthcare is indispensable for 

leveraging the demographic dividend and equipping the workforce with requisite skills for the future job market. 

Infrastructure Development: Enhancing infrastructure, encompassing transportation, energy, and digital 

connectivity, is pivotal for bolstering productivity, attracting investment, and facilitating trade, thereby 

enhancing Bangladesh's competitiveness on the global stage. 

Innovation and Entrepreneurship: Nurturing a culture of innovation and entrepreneurship is imperative to drive 

economic dynamism, catalyze technological advancements, and unleash the creative potential of Bangladesh's 

burgeoning youth population. 

Sustainable Development: Embracing environmental sustainability and green growth imperatives will not only 

mitigate climate change risks but also unlock novel opportunities in renewable energy, eco-tourism, and 

sustainable agriculture. 

 

Conclusion 

As Bangladesh navigates the complexities of the evolving global economy, strategic foresight and proactive 

policymaking emerge as quintessential prerequisites to unlocking its full potential. By embracing innovation, 

fostering human capital development, and steadfastly pursuing sustainable development pathways, Bangladesh 

can chart a trajectory towards inclusive and resilient growth in the 21st century. As a dynamic and emerging 

economy, Bangladesh is poised to exert a transformative influence on the global economic landscape while 

advancing the well-being of its populace. 
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Abstract 

Over the past few years, profitability of some commercial banks' operating in Bangladesh has increased while 

the profitability of others' has decreased. In this regard, the main objective of the study is to find out what 

factors such as bank-specific and macroeconomic factors influence the profitability of the commercial banks 

of Bangladesh. Secondary data have been collective from 15 commercial bank’s annual report of Bangladesh. 

By using panel data model the paper applies pooled OLS model, fixed effect model and random effect model 

for data analysis for the sample period from 2012 to 2021. The paper finds that bank-specific factors that are 

responsible for commercial banks’ profitability are non-performing loans (NPL), their sizes, earnings per 

share, debt-equity ratio, cost-income ratio. Specially, NPL has turned out to be a significant factor that 

negatively affects the selected banks’ profitability. The negative relationship between NPLs and profitability 

has been a major concern for the policymakers. On the other hand, macroeconomic factors that are affecting 

bank’s profitability are inflation rate and real interest rate. The findings of the study may give some policy 

indications for the policy makers in formulating policy in the banking industry of Bangladesh.  
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Abstract 

Bangladesh is very vulnerable to the impacts of climate change, and adaptation is emerging as an essential 

policy response. This study aims to measure the economic effects of climate change and the effectiveness of 

formal agriculture institutions in climate change adaptation from the perspectives of farmers and institutional 

communities of practice within two drought-prone areas in Bangladesh. A Ricardian model was used to 

estimate the relationship between net crop income and climate variables. Historical climate data and farm 

household-level data from all climatic zones of Bangladesh were collected for this purpose. A regression 

model of net crop income per hectare was then developed against long-term climate, household, and farm 

variables. Marginal impacts of climate change and potential future impacts of projected climate scenarios on 

net crop incomes were also estimated. The results revealed that net crop income in Bangladesh is sensitive to 

climate, particularly seasonal temperature. A positive effect of temperature rise on net crop income was 

observed for the farms in the areas with sufficient irrigation facilities. Our findings also show that formal 

institutions play an essential role in building place-based capacity for mitigation and adaptation strategies in 

agriculture via their communities of practice. Over-emphasis on technology, lack of acknowledgement of 

cultural factors and a failure of institutional communities of practice to mediate and create linkages with 

informal institutional communities of practice remain barriers. The findings of this study indicate the need for 

development practitioners and policy planners to consider both the beneficial and harmful effects of climate 

change across different climatic zones while designing and implementing the adaptation policies in the 

country. 

Keywords: Climate change ‧ Crop farming ‧ Adaptation ‧ Net crop income ‧ Bangladesh ‧ Ricardian model 

 

1.0    Introduction 

There are both human and non-human impacts to climate change and variability. The   functioning of 

ecosystems, agriculture and food security, infrastructure, water resources, and human health are all being 

harmed because of rising temperatures, shifting rainfall patterns, rising sea levels, and an increasing frequency 

and intensity of extreme weather events (IPCC, 2014). The extent to which climate change will have a negative 

impact on different regions of the world is asubject of considerable debate in present times. According to the 

latest scientific evidence, climate change is expected to positively impact developed countries in temperate areas 

(Mendelsohn and Dinar, 2003). There is a scientific consensus that tropical and sub-tropical countries are more 

vulnerable to the adverse effects of climate change than industrialized countries (Ruamsuke et al., 2015; 

Wheeler and Von Braun, 2013). Climate change will significantly affect crop productivity and efficiency, 

resulting in substantial differences in agricultural outcomes (IPCC, 2014; Arshad et al., 2018). 

Moreover, extreme weather events, soil salinity in coastal areas, and the occurrence of pests and diseases may 

negatively impact the agriculture sector (Rosenzweig et al., 2001). Even though technology has improved, the 

climate is still a key factor in agricultural productivity. Temperature and rainfall are the main factors that affect 

crop production and, as a result, food security in rural areas (Wheeler and Von Braun, 2013). Crop yields would 

rise if atmospheric carbon dioxide (CO2) levels rose, but this would only temporarily offset numerous adverse 
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effects of climate change (Calzadilla et al., 2013). Many crops in various parts of the world could see yields 

drop by 17% due to climate change if fertilization with CO2 is not considered (Nelson et al., 2014). Considering 

these concerns, numerous studies have examined the current and future impacts of climate change on 

agricultural productivity, net farm incomes, and farmland values at the level of farm households (Huong et al., 

2018, Arshad et al., 2016; Van Passel et al., 2016; Mishra et al., 2015). 

When it comes to climate change and natural disasters, Bangladesh is amongst the most vulnerable countries in 

the world (Agrawala et al., 2003). Many major Asian rivers converge in this area, including Brahmaputra, 

Ganges, and the Meghna and even Bangladesh is situated in low-lying floodplains at the confluence of these 

rivers (World Bank, 2010). The country is plagued by devastating floods on a regular basis because of this 

natural geographic design. The devastating floods of 1974, 1984, 1987, 1988, and 1991 resulted in the deaths of 

countless people and severe damage to agriculture (Agrawala et al., 2003). On top of all that, the country's 

geographic location between the funnel-shaped Bay of Bengal to its south and the Himalayan Mountains to its 

north makes it a hotbed for monsoon rainfall, cyclones, floods, and storm surges (Ferdous and Baten, 2011). For 

example, cyclone Sidr, which struck in 2007, was one of the most devastating natural disasters since 1970 and 

1991. In total, 3,295 people were killed, 1.5 million homes and 2.2 million hectares of cropland were destroyed, 

and 1.5 million people were forced to flee their homes. According to the International Federation of Red Cross 

and Red Crescent Societies, the total loss was estimated at $1.67 billion (IFRC, 2010). Climate change is 

expected to increase the frequency and severity of natural disasters in the country in the near future (IPCC, 

2007). 

Bangladesh has already seen a significant increase in temperature and a shift in rainfall patterns (Shahid, 2010; 

Shahid et al., 2012). In Bangladesh, the average daily temperature has increased by 0.103°C per decade over the 

last four decades (Shahid, 2010). According to reports, there have also been shifts in rainfall's geographic and 

seasonal variability (Shahid and Khairulmaini, 2009). Due to global warming, Bangladesh's temperature is 

expected to rise by 1°C by 2030, 1.4°C by 2050, and 2.4°C by 2100. (IPCC, 2007). Climate change will alter 

annual and seasonal rainfall patterns and their spatial distributions as a result of increased evapotranspiration 

and air moisture holding capacity. In a country like Bangladesh, where more than 55% of the population is 

directly dependent on agriculture and 17.22% of the GDP comes from this sector, climate change can have a 

devastating effect on the economy (BBS, 2015). Cultivating crops is the primary source of food for 149.77 

million people, ensuring their well-being in both the urban and rural areas (BBS, 2015). 

In light of Bangladeshi agriculture sector's vulnerability and sensitivity to climate change, this paper aims to 

answer the following crucial questions: 

Question 1: Does Bangladesh's crop farming sector's net income suffer as a result of climate change? 

Question 2: will crop farming in Bangladesh be financially viable in the future? 

Question 3: To minimize the negative effects of climate change on crop farming, what steps must government 

policy planners take? 

However, these questions are unanswered due to the lack of research in this area. The impact of climate change 

on Bangladeshi agriculture has been studied only sporadically in recent years (Sarker et al., 2012; Amin et al., 

2015; Chowdhury and Khan, 2015). According to Amin et al. (2015), different climate variables such as 

temperature, rainfall, humidity, and sunshine significantly impact major food crops' yields (rice and wheat). 

Using three rice varieties, Sarker et al. (2012) investigated the relationship between maximum and minimum 

temperature and rainfall and found a significant impact on rice productivity. On the other hand, almost all 

previous studies focused solely on the effects of climate change on specific food crops. Until now, no research 

has been done on the economic impact of climate change on Bangladesh's crop farming sector. Studying climate 

change's economic impact on agriculture has already been done in neighbouring countries such as Sri Lanka, 

India, and Pakistan (Seo et al., 2005; Kumar, 2011; Mishra et al., 2015; Arshad et al., 2016). According to all the 

studies, climate change significantly impacts agriculture, but there is a wide range of losses and gains across 

regions. According to this study, climate change affects crop farming, and their spatial variability needs to be 

assessed in Bangladesh. The primary goal of this study is to examine the long-term effects of climate change on 
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crop farming in Bangladesh. Regression models based on the Ricardian method were employed, which involved 

420 farm households located in various climate zones across the country. As part of our study, we looked at the 

effects of climate change on crop yields and the possible future impacts of various climate scenarios. We 

propose some policy recommendations based on our analysis that could help the country's farming systems cope 

with climate change. The rest of the paper is organized as follows: Materials, methods, and data are presented in 

Section 2, followed by results and conclusions in Section 3. 

 

2.       Materials and methods   

2.1.    Data collection 

2.2.1  Primary data 

This study relied on primary data that were gathered through the use of a disproportionate random sampling 

method to ensure a representative sample across Bangladesh's seven distinct climatic regions (Arshad et al., 

2016). We used the climate zones to help us categorize the samples. Climate areas were treated as one single 

stratum. From each stratum, three administrative districts were chosen randomly (Figure 2). One village and ten 

farm households were chosen from each of the two Upazilas (administrative divisions) selected from each of the 

districts selected. Each climatic territory had 60 farm households, totaling 420 respondents from all climates. 

The districts picked to represent a wide range of agro-climatic, social economic, and geographic characteristics 

in Bangladesh. Field surveys were conducted between January 2019 and April 2020, taking into account the 

2018-19 crop seasons. An extensive set of socioeconomic data was gathered through the use of a survey 

questionnaire, including basic household information (gender, age and education of the farmer, number of 

members in the household, etc.) and farm data (experience with farming, size of farm, type of soils, availability 

of bank loans, distance from market, availability of extension services, irrigation facilities, etc.). Farmers' 

perceptions of climate change and changes in local climate patterns observed by farmers over the past decades 

were also part of our research. The farmers in the study area were also surveyed about their current adaptation 

strategies (Table III). In Ricardian regression analysis, net crop income per hectare is a key variable. Farmers 

were surveyed extensively about their agricultural management practices, input costs, and output costs in order 

to estimate net crop income. These include crop types, growing seasons, transportation and miscellaneous costs, 

labour, irrigation, seeds, pesticide, fertilizer, and other inputs. 

 

2.2.2  Secondary data 

Our research was based on data from the Bangladesh Meteorological Department in Dhaka, which covered the 

years 2010-2019. These climate data were derived from the respective meteorological stations located in the 

surveyed districts and climatic zones under investigation. The dry (November-March) and wet (April-October) 

seasons were taken into account for the analysis after several different definitions of seasons were tested. With 

an average annual temperature of 21.16°C in winter and 28.11°C during the summer, Bangladesh's climate is 

relatively stable due to the country's small size and remote location. The coldest and hottest temperatures are 

experienced during the dry (Rabi) and wet (Kharif) seasons, which alternate annually.  

 

2.3      The Ricardian Approach 

Crop growth simulation models, agro-economic models, and integrated assessment models such as computable 

general equilibrium and whole-farm models are commonly used to model the climate-agriculture relationship 

(Mishra et al., 2015). These models are based on climate-crop physiology and growth. Planting dates, variety 

selection, and fertilizer use are just a few examples of crop management practices that can be modelled using the 

first two modelling approaches. However, because both models are crop-specific, they cannot account for other 

adaptation measures such as responses to economic stimuli, such as input replacement, price variations, crop 

shifting, and multi-cropping. A lack of attention to how people respond to climate change can lead to 

overestimating or underestimating the consequences. 

Unbiased estimates of climate impacts require a whole-farm approach that allows for responses to adaptation 

measures. The "Ricardian model," named for economist David Ricardo's work, is the model currently being 

widely used across countries to measure the economic impacts of climate change on agriculture (1772-1823). 
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When Mendelsohn and colleagues (1994) first proposed this cross-sectional model, they were trailblazers in the 

field. The model is based on the observation that land rents capture long-term farm productivity. With the 

Ricardian model, it is possible to assess the performance of farms across landscapes, taking into account the 

effects of climate attributes and other factors, including input costs and soils as well as socioeconomic factors. 

This model's main benefit is that it considers farmer adaptation to the local climate to maximize farm outputs 

and income. Among the model's other benefits: 

 the model does not necessitate data collected over time, which is time-consuming and expensive, but 

rather data collected across geographic space, where climate attributes vary; 

 it is a flexible model that takes into account all major business activities, and  

 it is simple to put into practice and maintain.  

However, there are some limitations to the Ricardian model. Because all cross-sectional analyses include 

missing variables, there is a risk of bias in the results. Land and labour markets, which have historically been 

inefficient, pose a further threat of distorting prices. CO2 fertilization effects are not taken into consideration. It 

also fails to account for the costs of a rapid shift to a recent technology in the face of climate change. One will 

never experience an instantaneous conversion to new technology, however. Irrigation is another issue that has 

generated some debate (Schlenker et al., 2005). It is also not an issue in the research area because most farms 

use irrigation (Shahid, 2010). 

 

2.4      Experimental Model Design and Development 

This is how we defined the Ricardian model in accordance with Mendelsohn and colleagues (1994) 

 

Net farm income for each hectare is referred to as variable V; Climate variables (such as rainfall and 

temperature) are represented by the vector C; Varibale H denotes Household characteristics that include the age 

and education of the respondents, household size, and the amount of farming experience that the respondents 

have and In farming, the variable F refers to a collection of different variables access to extension services, 

distance to market, ability to obtain farm loans, types of soils, and availability of irrigation are a few of the 

factors considered. As we are going to defined here, Net crop income (Price at the farm gate multiplied by the 

volume sold) is the total crop income minus the total production costs that includes The cost of labour, seeds, 

pesticide, fertilizer, transportation and irrigation. 

 

Where,  is the market price of crop ,  is the output of crop ,  is a quantity of all inputs purchased for 

producing of crop ,  is a vector of input prices respectively. The standard Ricardian model relies on the 

quadratic formulation of climate: 

 

Where  and  capture the levels and quadratic terms for climate variables respectively, while  is an error 

term. The quadratic term is included to capture the nonlinear relationships. If a positive number for the quadratic 

term is obtained, the function assumes a U-shaped form, whereas if the value is negative, the function assumes a 

hill-shape form.  

From equation (3), we estimated the marginal impacts of a change in temperature and rainfall on net crop 

income, which can be specified as follows: 
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3.0    Results and discussion 

STATA (version 16.0) was used to analyze the data and run the Ricardian model. Summary statistics of the 

climate and other variables are presented in Tables I, II and III. The endogeneity problem was countered by 

using reduced form model rather than the structural model. As we can only minimize the multicollinearity at a 

certain level, we omitted age variable which was correlated with the farming experience. We also excluded 

distance to market variable from our analysis as it was found statistically insignificant. To minimize the 

heteroscedasticity, a robust estimation was applied for estimating standard errors. In case of outliers, we 

excluded 24 households assumed to be outliers as they reported very high or very low income and very large or 

very small farm size. 

 

3.1      Climate Variables And Net Crop Income 

The regression coefficients estimated from the two Ricardian models are presented in Table IV. In the first 

model, we estimate the seasonal temperature and rainfall (with quadratic terms) data on net crop income alone. 

In the second model, we include farm and household characteristics variables to control for additional 

extraneous elements that may affect crop output and income. 

 

Variables Mean SD 

Net crop income (US$/Ha) 410.34 249.95 

Temperature wet season (in degree Celsius) 28.11 0.53 

Temperature dry season (in degree Celsius) 21.16 0.98 

Rainfall wet season (in Millimeter) 300.38 106.21 

Rainfall dry season (in Millimeter) 20.88 8.79 

Gender (gender of the farmer) 0.97 0.18 

(1 = male, 0 = female)   

Farmers’ age (years) 48.39 9.24 

Farmers’ education (years of schooling) 6.11 2.17 

Farm household size (number of household members) 6.15 1.42 

Farming experience (years of experience) 26.49 9.05 

Access to bank credit (yes = 1, No = 0) 0.40 0.49 

Access to agricultural extension services 0.80 0.40 

(yes = 1, No = 0)   

Access to irrigation (yes = 1, No = 0) 0.64 0.48 

Distance to market (Kilometers) 2.60 1.27 

Sandy soil (dummy variable) 0.27 0.44 

(Sandy soil = 1, non-sandy soil = 0)   

Clay soil (dummy variable) 0.10 0.29 

(Clay soil = 1, non-clay soil = 0)   

Farm size (hectare) 1.79 0.46 

Summary statistics for the variables used in the analysis (sample size n = 396) 

 

The results from both the models are robust. The estimated models explain 3 to 16   per cent of the observed 

variations in net crop income hectare and most of the parameters in the models have expected signs. We 

observed that the constant values are very high even though they do not hold much statistical value. The reasons 

may be the low number of observations and few explanatory variables. Climate variables showed a nonlinear 

relationship with net crop incomes which is consistent with the findings of recent Ricardian studies available 

(Kabubo-Mariara and Karanja, 2007; Mishra et al., 2015; Arshad et al., 2016; Huong et al., 2018). The wet and 
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dry season temperatures showed an upward and downward trend respectively which is somewhat surprising. But 

given that these two temperatures (wet and dry) are part of the summer cropping season (Kharif) and winter 

cropping season (Rabi), respectively. The summer cropping season in Bangladesh is a combination of the 

significant part of the spring, summer and fall, while the winter cropping season is a combination of the winter 

and earlier part of spring. Higher temperature in the earlier part of wet season may be beneficial because it helps 

in primary growth and development of crops, while a warmer climate in the later stages can have harmful 

effects,e.g. slowing down of crop growth. This might be reason that the wet temperature indicated an inverted 

U-shaped trend. 

On the contrary, the relatively low temperature in the early stages of dry season may be detrimental to crop 

growth, but as it gets warmer in the later stages, it becomes beneficial for ripening and maturity of crops. Thus, 

dry temperature indicated a U-shape trend. However, in case of rainfall, the trends for wet and dry seasons were 

found hill-shaped which indicates that early-stage rainfall in both seasons is favourable for crop farming in 

 

Table II-Variability in net crop incomes across 7 surveyed climatic zones 

Name of climatic zones Mean net crop income (US$/Ha) SD 

South-central 381.04 239.87 

South-western 456.21 232.47 

Western 473.16 296.86 

North-western 420.46 319.95 

Northern part of the north region 405.33 239.23 

South-eastern 370.18 186.29 

North-eastern 366.02 228.59 

Average 410.34  

 

Table III. Current adaptation strategies practiced by the farmers apart from irrigation 

Adaptation strategies (%) of sample households 

Use of new crop varieties 52 

Adjusting sowing dates 48 

Crop diversification 33 

Change in cropping pattern and rotations 21 

Integrated farming systems 16 

Moved to non-farm activities 13 

Find off-farm job 11 

Other strategies 13 

Note: Columns may sum to >100% where farmers reported more than one adaptation measure 
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Table IV: Ricardian regression models explaining net crop incomes across  

seven climatic zones in Bangladesh 

 

Bangladesh. Our findings are somewhat consistent with those of the South African crop farming analysis 

conducted by Benhin (2008). 

Among the households’ socio-demographic variables, the farming experience was positively associated with net 

crop income (p < 0.05) which suggests that experienced farmers are a better custodian of their land and may 

have good knowledge and information on the changes in local climatic conditions. For example, applying 

various soil conservation practices or using modern agricultural technologies, they are able to adapt to weather 

fluctuations and climatic variability (Huong et al., 2017; Mishra and Pede, 2017). In line with this rationale, 

access to irrigation facilities was also significantly and positively correlated with net crop income (p < 0.05). 

Farmers widely use irrigation especially groundwater irrigation to hedge against drought and heat stress, which 

also plays an important role to increase the productivity and hence net crop incomes in Bangladesh (Shahid, 

2010). However, groundwater level in many regions of Bangladesh is declining due to higher abstraction, which 

may cause an increase in salinity and irrigation cost and eventually may affect farmers’ income in the long run 

(Krupnik et al., 2017). 

The positive and significant influence of farm size on net crop income (p < 0.01) indicatesthe economies of scale 

that large farms are associated with higher productivity compared to small ones. A similar result was found by 

Nyuor et al. (2016) in a study of northern Ghana. Access to agricultural extension services is also positively 

associated with net crop incomes (p < 0.1). This result implies that access to extension information and services 

increase farmers’ knowledge on crop management practices and hence the capacity to adapt to the changes in 

climate to improve their outputs and incomes (Joshi et al., 2017; Trinh et al., 2017). The coefficient of soil types 

indicate that both sandy and clay soils are associated with lower net incomes. However, only clay soil was found 

statistically significant (p < 0.1). 

 

3.2    Estimates of Marginal Impacts 

The results of the marginal impacts of climate variables on net crop incomes per hectare are presented in Table 

V. A 1°C increase in temperature during the wet season would result in an income gain of about US$15.64 per 

hectare, while in the dry season, it would cause a decrease of net income by about US$0.22 per hectare. The 

higher temperature in the summer cropping season would negatively affect the net incomes due to the strong 

seasonal effect of the fall season. Increasing temperature in the earlier part of the summer cropping season 

would be helpful for crop growth, but the temperature rise in the latter part would be destructive to crop farming 

unless farmers are conscious of this seasonal effect and adapt their farming activities accordingly. On the 

contrary, higher temperatures in the winter cropping season would have a positive effect on net incomes due to 

the strong seasonal influence of the spring season. 

The marginal impacts of increasing rainfall will lead to an increase in net incomes in both the wet and dry 

seasons. The total impact of a 1°C increase in temperature and a 1 mm/month increase in rainfall would cause an 
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increase in income by US$19.66 per hectare across all climatic zones of the country. However, higher rainfall in 

the summer cropping season would have a minimal positive impact on net incomes. This result implies that 

early rainfall in the summer cropping season would be more helpful to crop growth than excessive rainfall in the 

later stages. Thus, the timely arrival of the summer monsoon and its regularity is crucial for crop production in 

Bangladesh. On the other hand, rainfall in the winter cropping season is statistically significant (p < 0.05). The 

implication of increasing rainfall in the winter cropping season would also be helpful for crop growth, output, 

and hence the enhancement of net incomes. The results indicate that seasonal variations are a vital factor for net 

income in both the cropping seasons. A similar observation has been reported by Benhin (2008) in the South 

African climate context. Table V also indicates that net crop income is more elastic to the changes in 

temperature (1.13 percent) than rainfall (0.42 percent). 

 

Table V: Marginal impacts of climate on net crop incomes (US$/Ha) 

 
 

decrease in net incomes. Our analyses however revealed that net crop income increases with rising temperatures. 

The reasons may be the ample rainfall in monsoon and availability of groundwater resources which permit a 

very high fraction of irrigated farmland in Bangladesh (Shahid, 2010). Extensive use of groundwater irrigation 

and improved technologies enable farmers in the region to endure much higher temperatures. Shahid (2010) in 

his study on Bangladesh interestingly reported that climate change will increase daily use of water for irrigation 

by an amount of 0.88 mm/day at the end of this century. With irrigation, higher temperatures have led to more 

cropping seasons per year which helped farmers to increase their net incomes. Thus, Bangladesh’s agriculture 

appears to be adapting against warming and will be benefitted mildly even in a warmer world. This is consistent 

with the study of Mendelsohn (2008), he reported that wet eastern regions of India (the geographical position of 

Bangladesh is within this region) would benefit gently from global warming. Our findings are also consistent 

with those from South-eastern China which show similar trends and robustness (Wang et al., 2009). 

 

3.3    Marginal impacts of climate across all climatic zones 

To examine the distribution of impacts across different climatic zones, the marginal impacts of climate for each 

zone are calculated from the coefficients of the Ricardian regression model (Van Passel et al., 2016). The 

obtained results are presented in Table VI. Estimated marginal impacts of temperature showed that most of the 

climatic zones would experience a positive effect on net incomes though the coefficients for all climatic zones 

are not statistically significant. The results of the positive effect of temperature rise on net incomes may be due 
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to the use of different adaptation techniques undertaken by the farmers in the study area, as discussed above. A 

1°C increase in temperature will lead to an increase in annual net incomes between $11 (USD) to $48 (USD). 

Alternatively, the relatively colder climate zones such as south-eastern and north-eastern Bangladesh would 

experience a negative mean annual impact of US$9.51-16.31 per hectare, respectively. Among the seven 

climatic zones, the western zone, which is characterized by a hot climate, would gain the 

 

Table VI: Marginal impacts of climate across all zones 

 
 

highest US$48.32, indicating that higher temperatures increase net crop income in the zone. The reasons may be 

that the farmers of this region have already adjusted their crop management practices to changing climatic 

conditions such as increased irrigation applications to offset the effects of heat stress. The marginal impact of 

increased rainfall in the dry season showed positive relations with net crop incomes across all zones and most of 

them are statistically significant in different levels (p < 0.05 and p < 0.1) in comparison to the results of the wet 

season rainfall. 

These results establish that the marginal impacts are not uniformly distributed and that there would be losses and 

gains due to climate change across the different climatic zones. It is therefore essential for policy planners to 

reduce the losses and to take benefit of the gains by selecting and assessing the efficiency of existing adaptation 

mechanisms and finding ways to support them. 

 

3.4     Climate Projections And Its Impacts On Net Crop Incomes 

We then examined the impacts of future climate change on crop farming in Bangladesh. In this connection, 

future changes in rainfall and surface temperature for each district were first estimated using two Coupled 

Atmospheric Oceanic General Circulation Models (AOGCMs). These models are the Beijing Normal University 

Earth System Model: BNU- ESM (Ji et al., 2014) and the Canadian Earth System Model: CanESM2 (Chylek et al., 

2011). The data were downloaded from the Coupled Model Intercomparison Project Phase 5 (CMIP5) website 

(http://pcmdi9.llnl.gov). Simulated daily surface rainfall and mean temperatures from each model were averaged 

to produce estimates of monthly mean climatological changes (absolute temperature changes and relative 

percentage rainfall changes) for the periods 2021-2060 and 2061-2100 (relative to the historical 1971-2005) under 

an assumed Representative Concentration Pathway RCP8.5 (Van Vuuren et al., 2011). 
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Future projections of annual temperature and rainfall over Bangladesh and its impacts on net crop incomes are 

presented in Table VII. The estimates showed that both models forecasted increasing temperatures for 

Bangladesh in the range of 1.81-2.04°C by 2021-2060 and even higher levels of 3.68-4.47°C by 2061-2100 

periods. In case of rainfall, BNU-ESM projected decreasing rainfall levels (4.8 per cent) by 2021-2060 whereas 

increasing trend is observed (5.47 per cent) by 2061-2100 periods. However, CanESM2 projected increasing 

rainfall levels (3.39-19.97 per cent) during both periods. By using parameters of the fitted net income model of 

Table IV, we estimated the impacts of these AOGCM scenarios on net incomes for these two time-periods. It is 

observed that the increment in the net income per hectare is more in the period of 2061-2100 than 2021-2060 

under both scenarios. 

Moreover, to compare the distribution of impacts across the different climatic zones, impact estimates for each 

climatic zone are estimated at the mean of a climate variable at that agro-climatic zone (Seo et al., 2005). The 

findings are presented in Table VIII. The result indicated that different climatic zones would not be uniformly 

affected by the future climate 

 

Table VII: Impacts of selected climate scenarios on net crop incomes (US $/Ha) 

 
 

5.    Conclusion 

This paper is an endeavour to assess the economic impacts of climate change on crop farming in Bangladesh 

using a Ricardian regression model. The regression results indicate that farmers’ current net   incomes   are   

sensitive to climate.   Seasonal temperature has a more pronounced effect on net incomes than seasonal rainfall. 

Farm and household characteristics including the availability of extension services, farm size, access to 

irrigation and farming experience were positively associated with net incomes, while clay soils were found to 

hurt net incomes. Subsequent estimates of marginal impacts revealed that crop net income is more elastic to 

changes in temperature than rainfall but with significant seasonal and spatial variations in impacts. The impacts 

of climate change projected by two AOGCMs namely, BNU-ESM, CanESM2 reveal that net crop income in 

Bangladesh would increase in the range of US$25-84 per hectare. The distribution of net income impacts 

indicated that different climatic zones will not be equally affected by future changes in climate. 

The results of our study may guide the government policy makers and rural development practitioners in 

designing the appropriate adaption strategies in the country. Adaptation policies should target different climatic 

zones based on the constraints and potentials of each zone in lieu of recommending uniform  
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Table VIII: Forecasted average net crop incomes (US $/Ha) across different climatic zones 

 

interventions. To increase the resilience of crop farming sector of Bangladesh, immediate actions are required 

taking the current and anticipated climate change impacts into consideration. Based on the findings, our study 

suggests some essential climate adaptation policy recommendations which the government and policy makers 

may consider addressing the challenges that farmers are likely to face as a result of climate change. Such 

recommendations include strengthening research capacity for the development of new cultivars and farming 

techniques with the changes in climate, enhancement of various enterprise diversification activities, making 

provision of crop insurance program and strengthening agricultural extension systems for disseminating up-to-

date agricultural adaptation technologies to the farmers. Diversifying and generating off-farm employment 

opportunities in rural Bangladesh may also be crucial measures for the sustenance of rural masses. The present 

study was focused only on climate change impacts on net crop incomes. Future studies may consider analysing 

the climate change impacts on other agricultural sectors, e.g. fisheries and livestock to assess the economic 

benefits or losses. We also suggest more research efforts in future for in-depth analyses of the economic impacts 

of climate change on farm income at the rural household level using a more holistic approach. 
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Abstract 

Understanding farm-level performance in terms of profitability, resources use efficiency and their 

determinants are critical for the sustainability of different aquaculture production systems in developing 

country like Bangladesh. Therefore, this study investigated the economic performance of 3 different fish 

polyculture systems, particularly focused on productivity, profitability, determinants of productivity and 

profitability, and resource use efficiency.Farm‐level data from 1951 randomly selected aquaculture farms 

across southern Bangladesh are used to compare three polyculture production systems corresponding to the 

carp polyculture, mix culture and tilapia dominated polyculture. Results showed that all the aquaculture 

production systems are profitable, with tilapia dominated polyculture achieving the highest level of 

productivity and carp polyculture turned out to be the most profitable and in all three systems the cost of feed 

dominated the variable costs of production since it accounted for a major share of operating costs 

(60%). Cobb–Douglas (CD) production function and multiple linear regression analysis results revealed that 

stocking density and feed are most influential factors to increase productivity. Value of marginal productivity 

showed that feed and labor use is inefficient in farm categories while stocking density, fertilizer and lime use 

should be increased for increasing farm profitability. From this study it is suggested that integration of carp 

species should be done in aquaculture practice for using resources more efficiently and gaining more profit 

from fish production. 

Keywords: Aquaculture ‧ Profitability ‧ Resource Use Efficiency ‧ Production System ‧ Cobb–Douglas (CD) 

production function ‧ Bangladesh. 
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